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ABSTRACT

A physical cache memory that is divided into one or more virtual segments using multiple circuits to decode addresses is provided. An address mapping and an address decoder is selected for each virtual segment. The address mapping comprises two or more address bits as set indexes for the virtual segment and the selected address bits are different for each virtual segment. A cache address decoder is provided for each virtual segment to enhance execution performance of programs or to protect against the side channel attack. Each physical cache address decoder comprises an address mask register to extract the selected address bits to locate objects in the virtual segment. The foregoing can be implemented as a method or apparatus for protecting against a side channel attack.
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Provide a physical cache memory

Divide the physical cache memory into one or more virtual segments

Select an address mapping for each virtual segment. The address mapping includes two or more address bits as set indexes for the virtual segment and the selected address bits are different for each virtual segment.

Provide a cache address decoder for each virtual segment to protect against the side channel attack. Each physical cache address decoder includes an address mask register to extract the selected address bits to locate objects in the virtual segment.

Fig. 7
METHOD AND APPARATUS FOR IMPROVING COMPUTER CACHE PERFORMANCE AND FOR PROTECTING MEMORY SYSTEMS AGAINST SOME SIDE CHANNEL ATTACKS

CROSS-REFERENCE TO RELATED APPLICATIONS

This application claims priority to U.S. Provisional Application Ser. No. 61/487,477, filed May 18, 2011, and entitled “Method and Apparatus for Improving Computer Cache Performance and for Protecting Memory Systems Against Some Side Channel Attacks”, the entire contents of which are incorporated herein by reference.

FIELD OF THE INVENTION

The present invention relates generally to the field of computer memory systems and, more particularly, to a method and apparatus for improving execution performance and for protecting memory system against some side channel attacks.

BACKGROUND OF THE INVENTION

Current methods use a single circuit to decode an object memory address for finding a location in computer cache memories for storing and retrieving the object as a program is executed on computer processors (or cores). This causes most program objects to be stored in only very few cache memory locations, leading to underutilization of the cache memories and underperformance.

Current methods for keeping information secure and private rely on encrypting data with a cryptographic algorithm. Data confidentiality assures that the information is revealed to only authorized users. Encrypting data ensures that even if the unauthorized users get hold of the data they will not be able to extract any useful information, unless they have the key with which the data was encrypted. This leads to attempts (or attacks) to obtain the secret key. The attacks can be direct or indirect (side channel). They can be brute force or based on an understanding on how computer systems execute instructions and how information is stored internally in processor memory systems.

As shown in FIG. 1, computer systems or devices 100 containing one or more processors 102 typically use physical cache memory 104 to reduce the average time to access physical main memory 106. In modern computer implementations, additional levels of cache memories are employed between the physical main memory 106 and processor(s) 102. The cache memory 104 is communicably coupled to the processor 102 with a high-speed bus 108. The main memory 106 is communicably coupled to the processor 102 and the cache memory 104 with any suitable communication mechanism. The physical cache memory 104 includes data 110 and corresponding tags 112, identifying a part of the address to which the data belongs. One possible configuration of computer systems or devices 200 with multiple cache memories is shown in FIG. 2, but other configurations are possible. As shown in FIG. 2 some caches 202, often referred to in trade as Level-1 caches, are tightly coupled with a single processor (or core) 102 such that only that processor (e.g., 102a) can use the cache (e.g., 202a) for storing its program objects. Other caches 204, referred to in trade as Level-2, Level-3 and Last Level Caches (LLC), are normally shared by more than one processor (or cores). To simplify the explanation of the following figures, and without loss of generality, the presence of a single cache memory (as shown in FIG. 1) will be assumed. Although not shown in the following figures, the cache memory 104 is communicably coupled to the processor 102 with a high-speed bus. The memory 106 is communicably coupled to the processor 102 and the cache memory 104 with any suitable communication mechanism. Referring to FIG. 3, computer memory systems 300, in general, and cache memories 104 in particular use a selected portion of an object address 302 to locate the object in the cache memory 104. Typically address bits from the lower end of the object address 302 are used for this purpose and these bits collectively are known as the Set Index 304; these bits are used as an index into the cache memory 104 to locate one or more memory locations (collectively called a cache set). Then, the “tag” bits 110 stored at these locations are compared with the tag bits 306 of the object address 302 to verify that at least one of the data items currently stored in the identified set of cache memory locations is the object sought. The byte address bits 308 of the object address 302 are used to extract the needed data from the cache contents 108. A cache miss results if none of the tag bits 110 of the locations in the cache set match the address tag bits 306 of the object address 302. Then higher-level memories (including higher level caches and DRAM “main” memories) are consulted to obtain the missing object.

Selecting index bits from an address to define an address decoding can impact the cache accesses in terms of hits and misses. Extensive studies exist which show that selecting lower end bits for the set index 304, as done in most current implementations, can lead to non-uniform cache accesses. In other words, very few cache sets (or cache memory locations) receive most accesses, and these accesses can cause conflicts and thus increase cache misses, leading to poor execution performance. This behavior also implies that increasing the cache size does not lead to improved performance since only a small portion of the cache memory is utilized. There have been proposals to more uniformly distribute cache accesses. These proposals can be categorized into two groups. The first group proposes to select address bits as a cache set index such that addresses are randomly distributed among all cache sets (for example [3], [7]). The second group proposes to dynamically remap addresses from heavily utilized cache sets to underutilized cache sets (for example [8], [12]).

In other implementations, cache memories are partitioned and each portion is dedicated for a specific program object (such as array caches and scalar caches, [1], [5]), or each partition is dedicated for a specific function (such as system cache and user caches).

Current implementations of set associative cache involve grouping two or more cache memory locations (referred in the trade as cache lines or cache blocks) into a single set (as shown in FIG. 2). All the cache memory locations in a set have a single set index, and the set is located using common set index bits from memory addresses. The addresses of the cache lines within a set differ in a few higher bits located beyond the set index bits. While grouping several cache lines into a single set helps in removing some cache conflicts, the current implementations do not significantly improve the utilization of cache memories, unless the cache memory is designed as a fully associative cache. In a fully associative cache, all cache lines are grouped into a single set, requiring an exhaustive search through the cache to locate a needed program object. This would require very complex hardware apparatus.

A side channel attack is any attack that is based on information gained by observing (application) behaviors without
actually interfering with an application (or modifying the application code in some manner). Observing execution times or energy consumed by applications, acoustic cryptanalysis, and differential fault analysis are among widely used side channel attacks. Timing attack is a form of attack that is relatively easy to perform by measuring how much execution time elapses for certain computations. Any unauthorized user can perform a cache-based side channel attack by measuring execution times for cache misses and thus retrieve keys vital for encryption algorithms to work. As illustrated in prior research [11] users can retrieve RSA and AES keys by performing such simple attacks with relative ease.

Presently, virtually every computer system uses caches. Thus, exploits based on cache attacks can impact a wide array of systems. Because they are easy to perform, adaptable to a wide range of systems, and require little resources to apply, software cache-based side channel attacks are a very appealing new form of system attacks. Current methods to alleviate cache-based attacks are attack specific and no general solutions are available.

The Percival’s attack [9] is a side channel attack. Encryption algorithms use parts of the private key (or blocks of the key) to index a table of pre-computed constants. These constants are used in encoding a plain text. If the attacker knows the address of the table used at any given step, he will know a part of the private key, since that part is used to address the table of constants when stored in cache.

If the attacker can cause cache misses when the table is accessed, the attacker can decode the addresses of the table entries (because the attacker knows the part of the address—or cache set index—that is the address of the table index). By causing cache misses (by running a thread concurrently with the victim thread) the attacker is able to assemble the private key piece by piece.

The Bernstein’s attack [2] is a side channel attack that depends on specific bits of the key that caused cache misses by measuring memory access times. This attack is based on the AES algorithm internals. It uses a part of the key and a part of the plain text. The bits from the key and plain text are Exclusive-Or’ed, and the result is used to index a table. Thus to find the hidden key the attacker does the following: assuming that the same table entry will cause a cache miss when accessed, one can observe which entry caused the cache miss by measuring execution time averages—cache misses causes longer execution times. The attack is performed in two steps. First, the attacker will use a known key and a very long plain text. This will ensure that the plain text contains all possible bit combinations when blocks of the plain text are used. The attacker then observes which known key combination and plain text combination caused cache misses. The second phase is to use another plain text and an unknown key to observe cache misses. Assuming that the cache miss is for the same value (as a result of the Exclusive-Or of the key and plain text) as that from the known key and known plain text, one can easily determine the bits of the unknown key.

Wang and Lee [11] propose two solutions to thwart the above attacks. In the first, cache lines are locked and cannot be evicted. This technique can be used to lock data used by encryption algorithms so that an attacker will never be able to reassemble the key. This method is similar to the partitioned caches proposed in [6] to block side-channel attacks. The other solution proposed by Wang and Lee [11] is based on randomizing data placement and replacement policy. The randomization uses a table of permutations as shown in FIG. 4. The size of the table is equal to the number of sets in a cache memory. Each entry contains a new set address. It works as follows.

The set-index bits of an address obtained using conventional cache addressing methods as described previously, are used to find an entry into the permutation table. The table provides modified set indexes that are used to access cache. The new replacement policy works as follows. Assuming that a k-way set associative cache is provided (that is k-cache memory locations are grouped into a single set), even if the attacker knows which set caused a cache miss, by randomly selecting one of the k lines of the set the attacker will not be able to identify the address of the line (since log(k) bits corresponding to the lines in a set are not decodable). Use of a fully associative cache, wherein all cache locations are grouped into a single set, is a generalization of this solution.

Wang and Lee [11] show how their designs can prevent the two types of attacks. It is easy to see that if you use locked cache lines, the first type of attack (Percival’s attack) is not possible. If no other process can displace locked data, no information about which address is used for the table of constants is revealed. The solution to the second type of attack (Bernstein’s attack) is based on the reasoning that since cache address mapping and replacement of lines within a set are randomized, the attacker cannot assume that the same value resulting from the Exclusive-Or of key and plain text will result in a cache miss. Wang and Lee’s solutions come at a performance degradation and hardware cost. Locking cache sets for a specific application may lead to underutilization of the cache. The RP (random permutations) cache (FIG. 4) requires an additional access to the permutation table before cache could be read, lengthening the critical path from CPU to cache memory. Moreover, on a cache miss, it will be necessary to reverse the permutation (i.e., look up a table to find the original set index) so that a missing data could be brought from higher level memories into cache.

As a result, there is a need for a method and apparatus for protecting memory systems from a side channel attack that sustains system performance, which is flexible and does not require substantial hardware additions.

SUMMARY OF THE INVENTION

The present invention provides a method and apparatus to both improve the utilization of cache memories and to thwart some side channel memory attacks. By using multiple circuits to map program objects into cache memories (these circuits are referred to as address decoders), the present invention provides a solution that yields low probabilities of successful attacks and sustains or even improves potential performance benefits. The use of multiple decoders offers the same goals as those achieved by other efforts to overcome side channel memory attacks; however, the present invention incurs very minimal hardware additions and it comes with an even greater flexibility.

Previous systems did not explore the use of multiple circuits (or multiple decoders) to map memory addresses of objects to cache memory sets (or locations). The present invention uses multiple decoders such that each decoder uses different address bits as set index, and each decoding method can be customized to each complex program object or program segment (or functions, procedures), or in case of shared cache memories, to different tasks or processors (or cores). Multiple address decoders can also be used to create very general and flexible set associative cache memories. Each decoder is used to locate one element of a set. Moreover, the present invention can be used with all cache memories.

The present invention provides a method to more uniformly place program objects in cache memories and to avoid cache misses, thus improving program execution speeds.
Each processor core is provided with a private cache (or Level-1 cache). The cache is divided into one or more virtual segments. An address mapping is selected for each virtual segment. This is achieved by using two or more circuits (two or more address decoders) for translating memory addresses into cache locations. Each decoder will utilize different address bits as its set index. Each physical cache address decoder includes an address mask register to extract the selected address bits to comprise its set index for locating objects in the virtual segment. The set index bits can be selected based on a specific program object (such as an array or structure element used to store complex program data). The method for selecting the address bits for a set index can be based on any of a number currently known methods (for example [3] or [7]); and these methods can be implemented in software.

Another invention described herein permits the use of multiple address decoders to generalize set associative addressing of cache memories. Using two or more address decoders, it is possible to group two or more cache locations (or cache lines) into a set. Each different decoder identifies one member of a cache set. This method can lead to the distribution of memory addresses randomly and uniformly across the cache memory locations. Moreover, unlike current implementations of set associative caches (as shown in FIG. 3), a set can comprise any number of elements, not just a number that is a power of 2.

The present invention provides a method where multiple decoders can also be applied to higher-level cache memories (such as Level-2, Level-3 and Last Level Caches), to minimize cache conflicts among different programs (or tasks) running on different processor cores. Each higher-level cache is partitioned into one or more virtual partitions. This is achieved by using two or more address decoders with higher-level cache memories. Each decoder will utilize different address bits as its set index. Each physical cache address decoder includes an address mask register to extract the selected address bits to locate objects in the virtual segment. The set index bits can be selected based on a specific program task running on a different processor core. The method for selecting the address bits for a set index can be based on any of a number currently known methods (for example [3], [7]). These methods can be implemented in software.

The present invention provides a method for protecting against a side channel attack. A physical cache memory is provided. The physical cache memory is divided into one or more virtual segments. An address mapping is selected for each virtual segment. Some virtual segments are dedicated for encryption programs. The address mapping includes two or more address bits as set indexes for the virtual segment and the selected address bits are different for each virtual segment. A cache address decoder is provided for each virtual segment to protect against the side channel attack. Each physical cache address decoder includes an address mask register to extract the selected address bits to locate objects in the virtual segment. The method for selecting the address bits for a set index (or setting the mask register) can be based on any of a number currently known methods (for example [3], [7]), or made random. These methods can be implemented in software.

In addition, the present invention provides a physical cache memory that is protected against a side channel attack that includes a physical cache memory, an address mapping for each virtual segment, and a cache address decoder for each virtual segment to protect against the side channel attack. The physical cache memory divided into one or more virtual segments. An address mapping for each virtual segment wherein the address mapping includes two or more address bits as set indexes for the virtual segment and the selected address bits are different for each virtual segment. The address mapping associated with address decoders can be changed periodically or on program context switches.

The present invention is described in detail below with reference to the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

The above and further advantages of the invention may be better understood by referring to the following description in conjunction with the accompanying drawings, in which:

FIG. 1 is a block diagram of a typical memory system in accordance with the prior art;

FIG. 2 is a block diagram of multi-level cache memory systems in accordance with the prior art;

FIG. 3 is a block diagram of set associative cache memory addressing in accordance with the prior art;

FIG. 4 is a logical view of Wang and Lee’s RP Cache in accordance with the prior art;

FIG. 5 is block diagram of address decoding using masks in accordance with one embodiment of the present invention;

FIG. 6 is a block diagram of multiple decoders used with a single cache address in accordance with one embodiment of the present invention; and

FIG. 7 is a flow chart of a method for protecting against a side channel attack in accordance with one embodiment of the present invention.

DETAILED DESCRIPTION OF THE INVENTION

While the making and using of various embodiments of the present invention are discussed in detail below, it should be appreciated that the present invention provides many applicable inventive concepts that can be embodied in a wide variety of specific contexts. The specific embodiments discussed herein are merely illustrative of specific ways to make and use the invention and do not delimit the scope of the invention. The discussion herein relates primarily to computer memory systems, but it will be understood that the concepts of the present invention are applicable to any device having a processor and memory.

The present invention provides a method and apparatus to improve the utilization of processor memories, thus improving the performance of computer processors, and to thwart some side channel memory attacks. By using multiple cache address decoders, the present invention provides a solution that yields low probabilities of successful attacks and sustains or even improves potential performance benefits. The use of multiple decoders offers the same goals as those achieved by other efforts to overcome side channel memory attacks (e.g., Percival and Bernstein attacks); however, the present invention incurs very minimal hardware additions and it comes with an even greater flexibility. More importantly the present invention does not extend the critical path between CPU and Caches. Moreover, the present invention can achieve higher levels of performance than previous solutions that either lock cache sets or physically split caches. The present invention provides for very general and flexible apparatus than any previous approaches to improve the distribution of program objects and reduce cache conflicts.

The present invention uses different bit combinations of an object address for Set Index instead of the same lower end bits as used in today’s processors (as shown in FIG. 6). In fact, different address bits can be used as the set index for different objects, or for different applications, different tasks or differ-
ent processor cores. The use of different address bits for set index will spread objects across cache memories, leading to more uniform utilization of cache memory entries. In addition, this will also thwart some cyber security attacks aimed at discovering secret keys; such attacks rely on the fact that cache memories always use the same lower bits of object’s address to locate data, and by randomly selecting and changing address maps used by different address decoders, the task of side-channel attack is made very difficult. Computer control software (such as operating systems, compilers and application run-time systems) can randomly select different address bits to form a set-index. It is not necessary to choose consecutive bits for set-index, unlike the current methods used for addressing memory systems.

A cache decoder is a hardware circuit that maps an address to a location (or set index) in cache memory [4]. Since caches are smaller than DRAMs and Disk memories, not all bits of the address are used to identify a location in the cache. Mapping an address to a cache set relies on using a portion of the address. Consider an address space of $2^n$ bytes (i.e., each program object is identified by N address bits), and a cache with $2^m$ lines, each containing $2^k$ bytes for a total data capacity of $2^{(n-m)}$ bytes. Then use $m$ bits out of the N address bits to locate a line with k lines (k-way associative) where $m = n - \log(k)$; and use $b$ additional bits to locate a byte, leaving N-m-b bits as the tag. Using different $m$ bits of the address will change how the addresses are mapped to the cache. Changing $b$ can modify the cache line size, changing $k$ can vary set associativity, and changing $n$ can change the capacity for each partition.

For example, as shown in FIG. 5, the selection of different address bits for Set Index can be achieved using a “mask” $SO2$: a mask consists of 1 and 0 in bit positions comprising the desired set index positions, and “0s” in all other bit positions. The mask $SO2$ is “ANDed” with the object address $SP4$ to extract bits comprising the Set Index. Special registers, called Mask Registers, can be included in the processor hardware along with instructions to load new mask values into these registers so that control software can choose and dynamically change the bits for Set Index. The complement mask $SO6$ is “ANDed” with the object address $SP4$ to extract bits comprising the tag. In today’s architectures the decoder locates a cache line for an address by using a portion of the address. The bits used by the decoder are constant. However, by masking the address through a mask register, as shown above, one can choose which bits of the address will be used by the decoder, thus the bits used for decoding need not remain fixed. It is very simple to add multiple address decoders with a single cache, each decoder provided with a different mask register.

Now referring to FIG. 6, a block diagram of multiple decoders used with a single cache address in accordance with one embodiment of the present invention $SO0$ is shown. Each decoder (e.g., $S02a$, $S02b$ and $S02c$) can be dedicated to a specific function, task or even an object type (such as an array). By using masks to create multiple decoders $SO2$ the same goals can be achieved at an even greater flexibility than the proposed solutions by Wang and Lee [8]. By dedicating a decoder $SO2$ to encryption algorithms, the same goals of locking cache sets can be achieved. However, unlike locking cache sets, the present invention does not reserve cache sets to a specific task, potentially leading to better utilization of caches. By randomly selecting different decoders $SO2$ (i.e., different masks) for different tasks or functions within a task, the same goals as the randomizing cache set indexes can be achieved. Moreover, one can consider changing the masks used by a decoder on every context switch of a program to further randomize the set indexes.

Current technology can easily include several hardware address decoders, even or even 16 decoders is not unreasonable. This in turn gives us greater flexibility because we are able to dedicate different decoders to different tasks, processes, or threads. This concept achieves two goals. Firstly, it improves security because different applications will use different decoders, and hence different bits of the addresses to access cache sets. Even if an attacker causes a cache miss on an entry as described in [2], he has no way of knowing if the Set Index bits are the same as that of the application he is trying to break. Assuming he does know the mapping of the decoders, the probability of identifying the bits comprising Set Index can be minimized by (a): changing the decoding on process context switches, or (b) by not selecting consecutive bits of an address for Set Index. Moreover, one may use the decoders to gain performance. As described previously, methods for selecting address bits comprising a set index to more uniformly distribute cache memory accesses are known (for example [3], [7]). However, all known prior art use a single decoder and hence a single set index for the entire execution of a program. Using a number of decoders can improve cache utilization and reduce cache misses. And different decoders can choose different address bits as set indexes thus facilitating the simultaneous existence of multiple address mappings during a single program execution. The use of multiple decoders requires no permutation table or dynamic remapping of a set index into a new index and thus improves the critical path between the processor and cache.

Referring now to FIG. 7, a flow chart of a method $SO4$ for protecting against a side-channel attack (e.g., Percival’s Attack or Bernstein’s Attack) and improving the utilization of cache memories is shown. A physical cache memory is provided in block $SO6$. The physical cache memory can be a L-1 cache, a L-2 cache, a L-3 cache, a Last Level Cache (LLC), a main memory or other type of memory. The physical cache memory is divided into one or more virtual segments in block $SO4$. An address mapping is selected for each virtual segment in block $SO6$. The address mapping includes two or more address bits as set indexes for the virtual segment and the selected address bits are different for each virtual segment. A cache address decoder is provided for each virtual segment to protect against the side channel attack in block $SO8$. Each physical cache address decoder includes an address mask register to extract the selected address bits to locate objects in the virtual segment.

The cache address decoders can be programmable, by changing the mask used for selecting set index. The selected set index bits need not be consecutive bits. Furthermore, the selection of the address mapping can be preset, dynamic, or based on one or more criteria which can be based on program specific behaviors.

The present invention provides a physical cache memory with two or more address mappings wherein the address mapping includes two or more address bits as set indexes and a cache decoder for each address mapping to improve the utilization of the cache memory. Each physical cache address decoder includes an address mask register to extract the selected address bits to locate objects in the physical cache memory. Additional method steps may include: (a) randomly selecting the cache address decoders for different functions of a program, different applications, different tasks, different objects of the program, different processes, different threads in a multithreaded processor, or different cores in a multicore system; or (b) changing the address mask register on a process
context switch. Note that the cache address decoders can implement “skewed” associativity, whereby the elements of a set are identified using different decoders. Finally, each virtual segment associated with a decoder can be: (a) restricted to a fixed number of cache sets; (b) allowed to encompass the cache memory in its entirety; or (c) allowed to bleed into other virtual segments when necessary. The foregoing method can be implemented in software.

In addition, the present invention provides a physical cache memory that is protected against some side channel attacks that includes a physical cache memory that is divided into one or more virtual segments, an address mapping for each virtual segment, and a cache address decoder for each virtual segment to protect against the side channel attack. An address mapping for each virtual segment wherein the address mapping includes two or more address bits as set indexes for the virtual segment and the selected address bits are different for each virtual segment. Each physical cache address decoder includes an address mask register to extract the selected address bits to locate objects in the virtual segment.

The present invention provides a device to improve the performance that includes one or more processors (or cores) a physical memory communicably coupled to the processors, at least one physical cache memory communicably coupled to the processor and the physical memory, which is divided into one or more virtual partitions, an address mapping associated with each virtual partition, and a cache decoder for each virtual cache partition. An address mapping for each virtual segment wherein the address mapping includes two or more address bits as set indexes for the virtual segment. The selected address bits can be different for each virtual segment. Each physical cache address decoder includes an address mask register to extract the selected address bits to locate objects in the virtual segment. The device can be a computer, a server, a laptop, a desktop, a portable computer, a workstation, a communications device, a personal data assistant, a mobile phone, a gaming console, an entertainment device, an appliance, a vehicle, a security system, or any type of computerized device.

The present invention also provides a device that is protected against a side channel attack that includes a processor, a physical memory communicably coupled to the processor, at least one physical cache memory communicably coupled to the processor and the physical memory, an address mapping for each virtual segment, and a cache address decoder for each virtual segment to protect against the side channel attack. The physical cache memory divided into one or more virtual segments. Some virtual segments are dedicated to protected programs and encryption segments or functions. An address mapping for each virtual segment wherein the address mapping includes two or more address bits as set indexes for the virtual segment and the selected address bits are different for each virtual segment. Each physical cache address decoder includes an address mask register to extract the selected address bits to locate objects in the virtual segment. The device can be a computer, a server, a laptop, a desktop, a portable computer, a workstation, a communications device, a personal data assistant, a mobile phone, a gaming console, an entertainment device, an appliance, a vehicle, a security system, or any type of computerized device.

The probability of a successful attack will now be discussed. Consider a system with $n$ address bits and $m$ bits used as cache set index (which will be the number of “1” in our mask). The probability that the victim and attacker application are using the same mask (they must in order to have a successful attack) is given by:

$$\frac{1}{2^m}$$

Thus the probability of a successful attack is given by

$$\frac{m!(n-m)!}{(m!)^22^m}$$

Switching the mask on context switches further minimizes the probability of a successful attack. However this may pose some performance penalties since the contents of the cache are not accessible after a context switch using a new mask.

The probability of a successful attack against the solution presented by Wang and Lee [1] using a permutation table depends on the number of permutations during the decoding process. As stated previously, the solution proposed in [11] adds an additional level of indirection in decoding the address to locate an object in cache memory. The present invention does not. Furthermore, the solution in [11] also requires reversing of the permutation to handle cache misses to convert permuted cache address back to memory address. The present invention does not require such a reverse translation.

It will be understood by those skilled in the art that information and signals may be represented using any of a variety of different technologies and techniques (e.g., data, instructions, commands, information, signals, bits, symbols, and chips may be represented by voltages, currents, electromagnetic waves, magnetic fields or particles, optical fields or particles, or any combination thereof). Likewise, the various illustrative logical blocks, modules, circuits, and algorithm steps described herein may be implemented as electronic hardware, computer software, or combinations of both, depending on the application and functionality. Moreover, the various logical blocks, modules, and circuits described herein may be implemented or performed with a general purpose processor (e.g., microprocessor, conventional processor, controller, microcontroller, state machine or combination of computing devices), a digital signal processor (“DSP”), an application specific integrated circuit (“ASIC”), a field programmable gate array (“FPGA”) or other programmable logic device, discrete gate or transistor logic, discrete hardware components, or any combination thereof designed to perform the functions described herein. Similarly, steps of a method or process described herein may be embodied directly in hardware, in a software module executed by a processor, or in a combination of the two. A software module may reside in RAM memory, flash memory, ROM memory, EPROM memory, EEPROM memory, registers, hard disk, a removable disk, a CD-ROM, or any other form of storage medium known in the art. Although preferred embodiments of the present invention have been described in detail, it will be understood by those skilled in the art that various modifications can be made therein without departing from the spirit and scope of the invention as set forth in the appended claims.
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What is claimed is:

1. An apparatus comprising:
one or more processors or cores;
a physical memory communicably coupled to the processor(s) or core(s), wherein each location within the physical memory has a physical memory address;
one or more physical cache memories communicably coupled to the processor(s) and the physical memory;
two or more address mappings associated with each physical cache memory, wherein each of the two or more address mappings divide the physical memory address into at least a first set of address bits and a second set of address bits, the first set of address bits comprising a combination of two or more address bits from the physical memory address that are used as a set index to locate a program object in the physical cache memory, the second set of address bits are used as a tag to correctly identify a data in the physical cache memory with the physical memory address, a total number of bits used as the set index is less than a total number of bits in the physical memory address and the set index for the two or more address mappings are different;
an address decoder associated with each address mapping; and
a programmable address mask register with each address decoder that extracts (a) the set index from the physical memory address of the program object using changeable mask values which identify the address bits of the set index, and (b) the tag from the physical memory address of the program object using a complement of the changeable mask values which identify the address bits of the tag.

2. The apparatus as recited in claim 1, wherein the changeable mask values are chosen and/or changed by a control software.

3. The apparatus as recited in claim 1, wherein the changeable mask values are preset, selected at random, dynamically selected or selected based on one or more criteria.

4. The apparatus as recited in claim 1, wherein the changeable mask values are chosen to minimize conflicts in the placement of data in cache memories.

5. The apparatus as recited in claim 1, wherein the changeable mask values are chosen to create a plurality of cache partitions, each partition dedicated to a specific object, function, task or processor (core).

6. The apparatus as recited in claim 5, wherein each address mapping created by the changeable mask values is restricted to a portion of the physical cache memory, thus creating multiple partitions within a cache and each partition may be dedicated for a specific object, function, program segment, task or processor.

7. The apparatus as recited in claim 1, wherein the address mappings associated with the address decoders are used to collectively create a set associative cache memory.

8. The apparatus as recited in claim 7, wherein the set associative cache includes any number of elements using as many address decoders as needed.

9. An apparatus comprising:
one or more processors or cores;
a physical memory communicably coupled to the processor(s) or core(s), wherein each location within the physical memory has a physical memory address;
a physical cache memory (Level 1 cache) communicably coupled to each of the processors;
two or more address mappings associated with each physical cache memory, wherein each of the two or more address mappings divide the physical memory address into at least a first set of address bits and a second set of address bits, the first set of address bits comprising a combination of two or more address bits from the physical memory address that are used as a set index to locate a program object in the physical cache memory, the second set of address bits are used as a tag to correctly identify a data in the physical cache memory with the physical memory address, a total number of bits used as the set index is less than a total number of bits in the physical memory address and the set index for the two or more address mappings are not identical;
an address decoder associated with each address mapping; and
a programmable address mask register with each address decoder that extracts (a) the set index from the physical memory address of the program object using changeable mask values which identify the address bits of the set index, and (b) the tag from the physical memory address of the program object using a complement of the changeable mask values which identify the address bits of the tag.
10. The apparatus as recited in claim 9, wherein one of the cache address decoders of each Level-1 cache is dedicated to one or more encryption algorithms to prevent one or more side channel attacks.

11. The apparatus as recited in claim 10, wherein the changeable mask values for the programmable address mask register associated with the address decoder dedicated for the encryption algorithm(s) is hidden.

12. The apparatus as recited in claim 10, wherein the changeable mask values for the programmable address mask register of the dedicated address decoder is modified periodically or on program context switches.

13. The apparatus as recited in claim 9, wherein each of the plurality of decoders associated with each Level-1 cache is dedicated to a specific program object or data structure.

14. The apparatus as recited in claim 13, wherein the changeable mask values for the programmable address mask registers associated with the address decoders are chosen to optimize the placement of corresponding program object in Level-1 cache and minimize cache misses.

15. The apparatus as recited in claim 13, wherein the changeable mask values for the programmable address mask registers of the plurality of decoders are collectively chosen to minimize Level-1 cache conflicts among the program objects.

16. The apparatus as recited in claim 9, wherein each of the plurality of decoders associated with Level-1 cache is dedicated to a function or program segment.

17. The apparatus as recited in claim 16, wherein the changeable mask values for the programmable address mask registers associated with the address decoders are chosen to optimize the Level-1 cache memory accesses and minimize cache misses caused by the corresponding function or program segment.

18. The apparatus as recited in claim 16, wherein the changeable mask values for the programmable address mask registers of the plurality of decoders are collectively chosen to minimize the Level-1 cache memory conflicts among all program functions or segments.

19. The apparatus as recited in claim 9, wherein each of the decoders associated with the Level-1 cache is dedicated to a task whenever multiple programs or tasks are executed on a single processor.

20. The apparatus as recited in claim 19, wherein the changeable mask values for the programmable address mask registers associated with the address decoders are chosen to optimize the Level-1 cache memory accesses and minimize cache misses caused by the corresponding task or program.

21. The apparatus as recited in claim 19, wherein the changeable mask values for the programmable address mask registers of the decoders are collectively chosen to minimize the Level-1 cache memory conflicts among all program functions or segments.

22. An apparatus comprising:
two or more processors or cores;
a physical memory communicably coupled to the processor(s) or cores, wherein each location within the physical memory has a physical memory address;
one or more physical cache memories (Level 2 cache or Last Level Cache) communicably coupled to the processor(s) or core(s);
two or more address mappings associated with each physical Last Level Cache, wherein each of the two or more address mappings divide the physical memory address into at least a first set of address bits and a second set of address bits, the first set of address bits comprising a combination of two or more address bits from the physical memory address that are used as a set index to locate a program object in the physical cache memories, the second set of address bits are used as a tag to correctly identify a data in the physical cache memories with the physical memory address, a total number of bits used as the set index is less than a total number of bits in the physical memory address and the set index bits for the two or more address mappings are not identical;
an address decoder associated with each address mapping; and

a programmable address mask register with each address decoder that extracts (a) the set index from the physical memory address of the program object using changeable mask values which identify the address bits of the set index, and (b) the tag from the physical memory address of the program object using a complement of the changeable mask values which identify the address bits of the tag.

23. The apparatus as recited in claim 22, wherein each of the plurality of address decoders is dedicated to a processor or core.

24. The apparatus as recited in claim 22, wherein the changeable mask values for the programmable address mask registers of the decoders are collectively chosen to minimize the Level-2 or Last Level cache memory conflicts among all processor cores.

25. A method for protecting against a side channel attack comprising the steps of:

(a) providing a physical memory, wherein each location within the physical memory has a physical memory address;

(b) providing a physical cache memory;

(c) dividing the physical cache memory into two or more virtual segments;

(d) selecting an address mapping for each virtual segment wherein the address mapping divides the physical memory address into at least a first set of address bits and a second set of address bits, the first set of address bits comprising a combination of two or more address bits from the physical memory address that are used as the set index for the virtual segment to locate an object in the virtual segment, the second set of address bits are used as a tag to correctly identify a data in the virtual segment with the physical memory address, a total number of bits used as the set index is less than a total number of bits in the physical memory address and the set index is different for each virtual segment; and

(e) providing a cache address decoder for each virtual segment to protect against side channel attack wherein each physical cache address decoder comprises a programmable address mask register that (a) extracts the set index from the physical memory address to locate objects in the virtual segment using changeable mask values which identify the address bits of the set index, and (b) the tag from the physical memory address of the program object using a complement of the changeable mask values which identify the address bits of the tag.

26. The method as recited in claim 25, further comprising the step of choosing and/or changing the changeable mask values using a control software.

27. The method as recited in claim 25, further comprising the step of dedicating each cache address decoder to a specific function of a program, a different application, a different task, a different object of the program, a different process, a different thread in a multithreaded processor, or a different core in a multicore system.
28. The method as recited in claim 25, wherein:
one of the cache address decoders is dedicated to one or
more encryption algorithms;
the selected address bits are not consecutive bits and are
selected to increase a difficulty of predicting the address
mapping;
a permutation table is not required;
the side channel attack comprises a Percival’s Attack or a
Bernstein’s Attack; or
the physical cache memory comprises a L-1 cache, a L-2
cache, a L-3 cache, a LLC cache, a main memory or
other type of memory.
29. The method as recited in claim 25, further comprising
the step of randomly selecting the cache address decoders for
different functions of a program, different applications, dif-
ferent tasks, different objects of the program, different pro-
cesses, different threads in a multithreaded processor, or dif-
ferent cores in a multicore system.
30. The method as recited in claim 25, further comprising
the step of changing the changeable mask values of the
address mask register on a process context switch to increase
a difficulty of predicting the address mapping.
31. The method as recited in claim 25, further comprising
the step of obtaining a set number and a tag by performing two
AND operations on an address using the mask and its com-
plement.
32. The method as recited in claim 25, wherein the cache
address decoders implement “skewed” associativity.
33. The method as recited in claim 25, wherein each seg-
ment is restricted to a fixed number of cache sets, each seg-
ment is allowed to encompass the cache memory in its
entirety, or each segment is allowed to bleed into other seg-
ments when necessary.
34. The method as recited in claim 25, wherein at least one
of the selected address bits is not a consecutive bit.
35. The apparatus as recited in claim 1, wherein at least one
of the address bits used as the set index is not a consecutive
bit.
36. The apparatus as recited in claim 9, wherein at least one
of the address bits used as the set index is not a consecutive
bit.
37. The apparatus as recited in claim 22, wherein at least
one of the address bits used as the set index is not a consecu-
tive bit.
38. An apparatus comprising:
one or more processors or cores;
a physical memory communicably coupled to the proces-
sor(s) or core(s), wherein each location within the physi-
cal memory has a physical memory address;
a physical cache memory communicably coupled to the
processor(s) and the physical memory, the physical
physical memory divided into at least a first virtual segment
and a second virtual segment;
an address decoder for each virtual segment comprising
at least a first address decoder for the first virtual segment
and a second address decoder for the second virtual
segment;
the first address decoder having a first programmable
address mask register comprising a set of first bit posi-
tions wherein each first bit position contains a first
changeable mask value that identifies an address bit of
the first set index whenever the first changeable mask
value is set to a first specified value and identifies an
address bit of the first tag whenever the first changeable
mask value is not set to the first specified value such that
(a) the first set index is extracted from the physical
memory address of a first program object to locate the
first program object in the first virtual segment using
the first changeable mask values that are set to the first
specified value, and (b) the first tag is extracted from the
physical memory address of the first program object in
the first virtual segment using the first changeable mask
values that are not set to the first specified value; and
the second address decoder having a second programmable
address mask register comprising a set of second bit
positions wherein each second bit position contains a
second changeable mask value that identifies an address
bit of the second set index whenever the second change-
able mask value is set to a second specified value and
identifies an address bit of the second tag whenever the
second changeable mask value is not set to the second
specified value such that (a) the second set index is
extracted from the physical memory address of a second
program object to locate the second program object in
the second virtual segment using the second changeable
mask values that are set to the second specified value,
and (b) the second tag is extracted from the physical
memory address of the second program object in the
second virtual segment using the second changeable
mask values that are not set to the second specified value.
39. The apparatus as recited in claim 9, wherein the
changeable mask values are preset, selected at random,
dynamically selected or selected based on one or more crite-
ria.
40. The apparatus as recited in claim 22, wherein the
changeable mask values for the programmable address mask
registers associated with the address decoders are chosen to
optimize the Level-2 or Last Level cache memory accesses
and minimize cache misses caused by the corresponding pro-
cessors (or cores).
41. The method as recited in claim 25, wherein the selec-
tion of the address mapping is determined by the changeable
mask values which are preset, random, or based on one or
more criteria.
42. The apparatus as recited in claim 35, wherein a portion
of the set of first bit positions comprise at least one first bit
position containing the first specified value followed by at
least one first bit position not containing the first specified
value followed by at least one first bit position containing the
first specified value or a portion of the set of second bit
positions comprise at least one second bit position containing
the second specified value followed by at least one second bit
position not containing the second specified value followed
by at least one second bit position containing the second
specified value.
43. The apparatus as recited in claim 9, wherein the
cacheable mask values are chosen and/or changed by a
control software.
* * * * *