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Abstract

The thermal, cloud, and precipitation structures of occluded frontal systems

on both the meso - and synoptic -scales are examined. The data used include serial-

ascent radiosonde observations of five systems and the time -height precipitation

structure of these and many other frontal systems as obtained using vertically-

directed, 1.87-cm radar.

For the serial-ascent cases, mesoscale vertical motions have been computed

using a variation of the 'adiabatic method' which requires only single-station radio-

sonde data. The reliability of each vertical velocity is also computed to indicate

the proper weighting of the values in the analysis. The reliabilities justify placing

confidence in the principal features of the mesoscale vertical motion fields. The

'static energy' function (U-= gz + cPd T + L9 m) , which is quasi-conservative for

adiabatic and pseudo-adiabatic processes, has been found to be very useful for

interpreting structures and processes, including turbulent mixing, in cloudy regions

of the troposphere.

The mesoscale thermal structure of frontal zones is characterized by multiple,

narrow hyperbaroclinic subzones within the broader baroclinic zones separating

relatively barotropic air masses. A front based on synoptic data cannot accurately

depict the details of the mesoscale structure, but it can approximately locate the

principal subzones within the broader baroclinic zone. The mesoscale vertical

motions are much more complex than classical frontal theory implies, but certain

interesting and recurring features are observed.

The cloud and precipitation structure of occlusions is highly variable, and a

model or average sequence must be interpreted as either the average state or a
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particular example. Computations based on observed frequencies indicate that

even a loosely defined model can be expected to exist in only 14% of the occlusions.
The variety of processes and factors which significantly affect cloud and precipita-

tion structures is examined and is found to account for the observed variability.

These processes and factors deserve consideration, rather than general models,

in the prediction of weather to be expected with any particular occlusion.
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Symbols *

ACC Acceleration term in advective temperature change equation -
se e E quation (A -7)

ADV Approximate advective temperature change - see Equation (A -9)

c1 , c ,3 c Specific heats at constant pressure; subscripts 'd' and 'in' refer
p dpm to dry and moist air respectively.

e, es Vapor pressure over water; subscript 's ' refers to value at
saturation

f Coriolus parameter (f =2 02 sin 4').
g Acceleration of gravity

i, j, k Unit vectors along the x , y , and z axes, respectively.

K Eddy diffusivity of static energy - equals eddy diffusivity of
water vapor and sensible heat if these latter diffusivities are
assumed to be identical.

Km Eddy diffusivity of momentum.

L, LO Latent heat of vaporization of water; the subscript '0O' refers to
its value at T=0*C .

m, in Mixing ratio; subscript s refers to the value at saturation.

n Unit vector normal to and to the left of the horizontal wind vector

(n = k X t ), except in Section 3. 5 where it is the unit vector

along V a-.

p Pressure.

PRC Parcel rate of condensation (see p. 14)

* These symbols have the same meanings in all sections.
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R, R, Rv Specific gas constants; subscripts 'd ' and 'v' refer to dry air
d'V and water vapor, respectively.

Rh, Rh i Relative humidity with respect to water and ice (i).

t Time

t Unit vector in the direction of the horizontal velocity.

T Temperature - in *K unless otherwise specified.

u, v Velocity components along the x and y axes, respectively.

V, V H' V Wind s peed; subs cripts 'H'and 'g ' refer to horizontal and
ggeostrophic winds respectively.

V, VH V Wind velocity vectors; subscripts 'H' and 'g' refer to horizontal
H'gand geostrophic winds, re spectively.

w Vertical velocity in meteorological coordinates, dz/dt.

x, y, z Meteorological coordinate axes; east, north, and up, respectively.

Z Greenwich Civil (or Mean) Time (GCT or GMT).

y, yd' s Temperature lapse rates; subscripts 'd ' and 's ' refer to dry and
saturate adiabatic ascent, respectively, while y is the spatial
lapse rate.

Ir Adiabatic temperature lapse rate; either yd or 'y depending on
whether or not the parcel is saturated.

6x Uncertainty in the measurement of x , normally taken to be an
infinitesimal.

6_X Rate of change of x following the motion of surface of constant
6t static energy.

VVV Hamilton operators: V i-+j-+k -;

p Density of air.

c- Static energy (u- gz+c pT + LM).

<p Angle of a vector - measured in the horizontal plane counter -
clockwise from the x -axis .

<b Geodetic latitude.

w Vertical velocity in pressure coordinates, dp/dt.

Oi Rotation rate of earth.
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The Structure of Occlusions as Determined from
Serial Ascents and Vertically-Directed Radar

1. INTRODUCTION

The purpose of this study is to investigate the structure of occluded frontal

systems, primarily on the mesos cale, thr ough short -interval r adios onde obs erva -

tions and continuous vertically-directed radar data. This study was prompted by

difficulties encountered in an attempt to develop a cloud and precipitation model for

the occlusion. The Radar Data Studies Project at the University of Washington*

using vertically -directed radar found a large variability in the precipitation struc -

ture of storms. This observation, along with difficulties and inconsistencies in

frontal analysis, raised questions as to the detailed structure of frontal systems

and cloud and precipitation features. The literature contains numerous references

to observations which indicate that the real atmosphere does not conform to classi-

cal frontal theories. Conflicting views of meteorologists as to frontal theory and

methods of analysis greatly limit the usefulness of frontal concepts. The success -

ful integration of frontal theory into numerical analysis and forecasts is dependent

on a clearer understanding of the nature of real fronts.

Attention will be directed toward the frontal systems, that is, regions of rela-

tively intense baroclinity including the warm, cold, and occluded fronts. While

Sponsored by the Geophysics Research Directorate of the Air Force Cambridge
Research Laboratories.

(Received for publication 22 October 1963)
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frontal systems include only a fraction of the troposphere, they are active parti-

cipants in extratropical weather phenomena, and it is very important to understand

these features.

This study is basically observational in character rather than theoretical, but

efficient observational deduction requires full use of physical principles and theo-

retical advances as well as dynamically important concepts and parameters. While

less precise than theory and less quantitative than many measurements, meso-

and synoptic -scale observational studies are essential for gaining an understanding

of processes on these scales. The necessarily restricted theoretical models are

dependent on observations for their inspiration and /or verification.
The data used in this investigation were gathered during the Radar Data Studies

Project and include time-height radar records and synoptic-scale (12 hourly sound-

ings) time sections from a twenty-three month period. In addition, special short-

interval radiosonde ascents were made during five periods.

The data, then, supply information on a large number (over 100) of ordinary
fronts. Even the limited number of serial-ascent cases include old and new, weak

and strong, diffuse and sharp fronts. The mesoscale serial ascents provide insight

into many problems encountered in the more routine synoptic-scale studies and a

check on procedures and beliefs common in synoptic meteorology. The detailed

radar records for many storms can now be viewed in light of the correspondence of

radar records and the detailed thermal and wind fields in the serial-ascent cases.

Admittedly, all the data are influenced by the location of the observations,
Seattle, Washington. Important regional and topographical effects must be expected.

It is believed that the local factors can be taken into account so that the majority of

the conclusions will have general applicability.

It is the purpose of this investigation, therefore, to determine the structure of

occluded frontal systems and the related cloud and precipitation features. Such in-

formation is essential for understanding the processes and constructing or verifying

theoretical models.

2. REVIEW OF OCCLUDED CYCLONE MODELS

2. 1 Frontal Models

The occluded front and the classical occlusion process were introduced by

Bergeron to complete the life cycle of the cold and warm fronts. While the frontal

terminology was established around 1919, cyclone models had been developed and

cold fronts examined prior to 1900. The distinction between polar and equatorial

currents was identified scientifically as early as 1840; and, at that time, it was

speculated that the interaction of these currents was a primary storm-producing
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mechanism. The formal and extensive identification of air masses was introduced

by Bergeron. For a more detailed discussion of the historical development of
frontal concepts, see Reference [ 1] or Section 17. 0 of Reference [ 21

The principal observational support for frontal models was initially limited to

surface synoptic charts, sparse soundings, and a dense surface-observation net-

work in Norway. The observational basis was greatly extended by swarm ascents

made in Europe between 1928 and 1935.3 This program involved the release-of

balloon-sondes, at intervals on the order of one hour, from several cooperating
European countries on particular days. The spacing of observations was somewhat
a matter of chance because the balloon-s-onde instrument package had to be re-

covered for the data to be obtained. These time sections, obtained simultaneously

from several European stations, provided the major upper-air support to the frontal

theories until World War II.

By the middle 1930's, Bergeron had consolidated his concepts of the occlusion
4

and air masses with the work of his associates on cyclone dynamics. Many factors

had been introduced by observations and supporting theoretical work which modified

the simple models into more realistic models. Consideration was given to such

factors as: (1) friction, (2) masking of frontal location by inversions, (3) orographic
modifications, and (4) the distinction between ana- and kata-type cold fronts and

warm1- and cold -type occlusions. Frontal theory, as it existed in the 1930's, is

referred to as the classical Norwegian theory.

Frontal concepts-as presented in popular treatments, in introductory and inter-

mediate meteorological texts, and in handbooks -are essentially the classical Nor -

wegian theories. In view of the tremendous increase in observations capable of

verifying or refuting their ideas, it is a tribute to those who developed the models

from very limited data that these models remain in widespread use. As Sutcliffe5

points out, extensive deviations have been observed between nature and the classical

models, and extensive criticism of those models has been forthcoming. However,

the classical models have not, in general, been replaced. They are only modified

slightly with emphasis given to the more common deviations of nature from the

models. The classical models of Bergeron, with some updating, are presented

clearly in Chapter 14 of Reference [2] , and no useful purpose would be served in

describing the models here.

A major modification of the classical viewpoint was presented by Palmen,6

who emphasized that structures possessing all the characteristics of a mature oc -

clusion can, and often do, form without evolving by the classical process ( the

merging of a cold and warm front). The occlusion of a wave on the polar front is

not necessary for the development of the occluded front and the occluded cyclone.

Godson questioned the very existence of the occluded front in many mature

cyclones. He expressed the opinion that as cyclones mature, warm air at upper
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levels is drawn far north of the surface warm sector. This trough of warm air

aloft is preceded by the upper warm front and followed by an upper cold front. This

structure, commonly referred to as a trowal, is reflected at the surface by a

pressure trough beneath the locus of the intersection of the upper warm and cold

fronts. Depending on the case, the surface trough may or may not possess frontal

characteristics; but it is the trough of warm air aloft ('trowal') that has dynamic
8

significance. According to Godson, this model, without an occluded front, ''com-

pletely and adequately fits 95% of all occluded frontal waves crossing the west

coast of North America."

The importance of a trowal-like structure rather than the occluded front has

been emphasized since the 1940's by A. L. Jacobson,* although his paper 9 has not

been published. His views resulted from time section analyses of potential tem-

perature at the Seattle office of the U. S. Weather- Bureau. He felt that the structure

of Pacific coast 'occlusions ' could be best specified by locating the upper limit of
the sloping zones of intense e -gradient aloft and the cold edge of the transition zone

to the post-frontal cold air mass. He did not find evidence to support the existence

of a significant frontal surface extending from the upper fronts to the ground. The-

upper limit of the sloping e -gradient zone aloft corresponds to the upper warm and

cold fronts of the classical model, while the edge of the cold air mass corresponds

more nearly to the classical bent -back occlusion or the secondary cold front.

Further questions have been raised regarding the nature of the warm and cold

fronts. These problems must be considered in this study, for the nature of occluded
fronts is a corrolary to the nature of fronts in general. Only questions on frontal

structure will be reviewed here; the question of frontal analysis problems has been

discussed very realistically by Sutcliffe,5 and a complete review of recent literature

pertaining to the analysis question has been presented by Taljaard, et al. 10

The relation of migrating and modifying air masses, frontogenesis, and fron-

tolysis was re-examined by Godson. He followed Bergeron''s premise that air

masses and the intervening fronts are the two basic tropospheric models. The

modfication of one air mass into another implies the movement of the front relative

to the air at some stage. Godson suggested that simultaneous frontolysis of the

polar front in one region and frontogenesis in another must accompany the transi-

tion of southward moving polar air into tropical air. Vertical motion was included
/3as an air mass conversion process, while Bjerknes and Palmen had earlier pre-

ferred not to label as polar, tropical air which had been appreciably cooled due to

ascent ahead of the polar front. Godson also suggested that the existence of a par-

tially modified polar air mass necessitates the addition of an interpolar front to

separate the warm polar air masses from the cold polar air masses.

* Present affiliation: Meteorologist-in-Charge, U. S. Weather Bureau, Great
Falls, Montana.
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Perhaps one of-the most serious questions about frontal zones is whether or not

they are continuous from one level to the next. When a frontal zone is located on the

500 -mb chart, is it an extension of the zone loc ate d on the surface chart, or is it a

separate upper level hyperbaroclinic zone ? Palmen 6 joined the frontal zones at the

lower and upper levels with a ' principal' frontal surface. R eed mentions that the

likelihood of different mechanisms producing lower and upper level fronts would rule

out any ne cessary spatial conne ction between these fronts. The relation of the upper

fronts to the tropopause is discussed by Reed and Danielsen.2 On the basis of data
rm' Project Jet Stream, ' Endlich and Mc Lean1 3 dstnusdbtweth'jt

front' extending from the tropopause region to below 500 mb and a separate, lower -
level polar front. Hence, the jet front may correspond to the intense baroclinity

observed by Bjerknes and Palmen3 in the tropical air above the polar front. Another

interesting investigation of the interaction of upper and lower frontal structures is

presented by Newton, 4who deals with the formation of the upper front to the west of

a trough and its migration around to the east side of the trough to join with and in-

tensify the lower -le'vel polar front.

Mathematic al models c an tre at fr onts as zero -order of first -order dis continuities

intemperature, or, in the absence of discontinuities, a region of large baroclinity may

be considered. Since the mathematics of zero-order discontinuities is the simplest,

this type of model was constructed first, to be followed by consideration of the

first-order models. Baroclinic theory can explain cyclogenesis rather well without

reverting to discontinuities at all. 15In nature, some surfaces of nearly zero-order

discontinuities in temperature have been found. Hyper -baroclinic zones bounded

by nearly first -order discontinuity surfaces on one or both sides are common. How -

ever, it is not necessarily true that these discontinuity surfaces are more impor -

tant to cyclogenesis than the broader, less intense baroclinic zones.

It has been suggested by Sutcliffe5 that the broad baroclinic zones are likely to

be more important than the narrow intense frontal zones. Reed agrees with the

possible over -riding importance of the broad zone relative to the narrow zone.

Danielsen and McClain 16 conclude that the thermal field of cyclonic disturbances in

cross sections can be viewed as domes of rapidly moving cold air. The leading and

trailing edges of these domes are baroclinic regions in which frontal zones may or

may not be found. With data from aircraft flights in the vicinity of fronts, Sawyer 17

found the broad baroclinic zones to average 600 miles in width with an 8*C temper -

ature change, while the narrower intense zone averages 130 miles in width with a

contrast of 5*C. He concludes that zones narrower than fifty miles are unusual in

the free atmosphere.

From a review of the literature, it appears that conditions in nature range

from the zero -order front to the broad baroclinic zones with no distinct bounding

surfaces. Nature is not restricted to a certain number of frontal zones, and upper
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and lower hyper-baroclinic zones are not necessarily connected in space. The

larger scale of motions may be explained without frontal concepts, but on the meso-

scale very sharp and important fronts exist.

2. 2 Cloud and Precipitation Models

The classical occlusion cloud and precipitation model was developed by

Bergeron and is presented in detail in Godske, et al.2 Bergeron distinguished

between a warm- and a cold-type occlusion model. The warm-type occlusion
model has prefrontal weather similar to the warm front model with the shield of
cirrus followed by altostratus and then nimbostratus. The cloud 'tops lower as the

occlusion approaches. The cold-type occlusion has deeper clouds and more in-

tense precipitation immediately ahead of the occlusion.
The cyclone model proposed in 1887 by Abercromby (see Ref. [2], p. 623)

contains the essential features of the classical occlusion weather models. Brooks' 8

described the weather features in a cyclone without reference to fronts. Boucher1 9

presented a model of the precipitation structure of New England cyclones derived

from vertically-directed radar observations. This model, obtained by averaging

data from many cyclones, implies the classical prefrontal lowering and thickening

of the clouds followed by postfrontal stratocumulus.

A cloud model for cyclones derived from satellite cloud observations is pre-

sented by Boucher and Newcomb.2 Characteristic gross features which indicate

the stage of development of the system are discussed. The progressive develop-

ment of the cloud systems implies that a single cloud model can be expected to

represent only systems at a certain stage of development. A model for radar

precipitation echo distribution around an occluded cyclone is given by Nagle and

Serebreny.2 The model is based on data from a network of PPI radars off the

west coast of the United States. The cloud and precipitation bands or 'spokes'

revolving about the cyclone are prominent features of the models derived from

both satellite and PPI-radar data.

Few cloud and precipitation models have been prepared for occluded frontal

systems from direct information on both the thermal and cloud structures. The

study of Sawyer A7based on aircraft observations in frontal regions is, therefore,

of particular significance. He found that a dry zone was very common in the

vicinity of fronts, occurring in the transition zone one -half of the time. In the

remaining cases, the dry zone was located either in the warm or cold air masse-s.

He found indications of the formation of precipitation in transition zones and a

large variation in cloud structure from front to front. The clouds were principally

in the warm air masses in nine cases, and they were partially in the warm air and

partially in the transition zone in seven cases. Hoecker2 and Hall2 reported on
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the study of precipitation mechanisms in Pacific coast storms. They emphasized

the complex multilayered cloud systems and the action of higher crystal-producing

clouds in seeding the lower clouds. Conover and Wollaston4 also emphasized the

separation of upper cloud regimes f-rom the lower clouds in a cyclonic storm. The

upper clouds apparently formed over the cold front. After moving ahead of the cold

front the upper clouds seeded the lower clouds and sometimes developed into show-

ers or squall lines. The advanced portion of the upper clouds would at times. be -

come entirely separated from the clouds over the cold front. Austin and Blackmer 2 5

demonstrated the variability in cold front precipitation and Sansom2 contrasted

the weather associated with ana- and kata- type cold fronts.

It is apparent that cloud and precipitation models derived from various types

of observations of occlusions are in general agreement. Also, systems in different

stages of development will have different cloud and precipitation structures, and

there is substantial variability even among systems at the same stage of develop-

ment. The manner in which these cloud and precipitation models can be utilized

depends on the variability of nature from the model patterns, and this variability

has not been adequately determined.

2. 3 Use of Models

The preceding review has continually referred to 'models.' It is well to con-

sider carefully the meaning and pur pose of these constructions. The idea, as

expressed by Hertz (see Ref. [2], p. 3), a teacher of V. Bjerknes, is to obtain a

mental image of nature which will lead our thought processes to the image corres-

ponding to conditions in nature at a later time. In a sense, this is a transformation

from nature to the abstract, a projection in the abstract to a future time and a

transformation back to nature. In meteorological problems we can make an image

of only a simplified version of nature; we can project only imperfectly, and the

reverse transformation to nature is incapable of reproducing more than a skeleton

structure.

A partial solution to the modeling problems is to consider two types of models -

the 'dynamic model, ' which can be projected mathematically, and the 'synoptic

model,' which is qualitative and portrays conditions in nature more closely than can

the dynamic model. The goal is to extend the dynamic models to merge with the

synoptic models. The synoptic model must be made as simple as possible without

losing those features which will lead to the correct forecast of nature. Until the

dynamic and synoptic models merge, no model is final; all are prototypes. The

most frequent criticism made of the classical models is that they do not describe

nature accurately. Is it that the models do not describe nature or that the models

are applied where they do not describe nature?
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Dynamic models and dynamic principles are tools to be used in conjunction

with observations in the development and improvement of synoptic models. The

dynamic tools serve two purposes: to assist in deciding how to simplify nature

without losing its essential features, and to lead to the eventual merger of the two

types of models.

To summarize, a synoptic model should be:

(1) a simplification of nature, retaining those features which are essen-

tial for a forecast of nature;

(2) based on dynamic principles and models; and

(3) treated as a prototype, in a state of continuous change and improve -

ment, until -the merger with the dynamic models is completed.

Bergeron' s philosophy regarding synoptic models at the time he consolidated

his occlusion models is summarized in the following quotation '' . . there are

only two main kinds of tropospheric structures or 'models': Air Masses and

Fronts. All other models can be regarded as special cases of the above-mentioned

ones, taking into account that both kinds of main models may become laminar, that

a horizontal temperature gradient may also exist within an air mass - though an

evenly distributed one, not exceeding a certain limit - and that a frontal surface

may become diffuse, quasi-horizontal or deformed. All these secondary models

will act dynamically and thermodynamically in principle like the main models, and

the study can thus for the sake of brevity be restricted to the latter.'' Such a view

as this implies rather severe assumptions regarding nature or a modification of

the concept of models stated by Hertz and discussed by Godske.2

Sutcliffe5 emphases the failure, in practice, to restrict the use of models to

those cases in which they apply. For instance, the Bergeron model for an active,

intense occlusion cannot be applied to a weak or inactive system. He further dis -

cusses the failure to restrict models to a unique definition. Having defined a front

on the basis of the thermal field, one cannot assume that frqnts fitting this definition

will have similar weather. A serious danger is seen by Sutcliffe in the use of

models in place of a careful examination of all the data.

Sutcliffe points out the value of models as tools for describing the complex

atmosphere, particularly in the communication of ideas. When nature is adequately

described by a model, then the model sequence of events can often be used to great

advantage in forecasting. It is not that models are inaccurate; it is their improper

use and over use that Sutcliffe criticizes.
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3. COLLECTION, REDUCTION, AND USEFULNESS OF THE DATA

3. 1 Radar Program

A vertically-directed APQ-39 radar was used to investigate the precipitation

structure of storms, particularly occlusions, in western Washington. This radar

operates at 1.87 cm and detects only precipitation. The radar echoes for over 100

fronts were recorded on 35-mm film in a time -height display during a twenty -three

month period. The radar data were transferred to time sections for comparison

with hourly surface observations, precipitation rates, isotherms, and fronts.

Synoptic surface and constant pressure charts were used extensively in preparing

the frontal analyses.

The radar data depict the precipitation patterns in a time section (Figure 7,

p. 43 ). The location in time and height, the relative concentration and (qualitatively)

the intensity of the precipitation can be determined. The information is qualitative

in the sense that the set has not been calibrated. While it may appear unfortunate

that quantitative data are not obtained (for the purpose of comparing precipitation

regimes of a large number of storms) the qualitative data are sufficient and con-

siderably easier to obtain. Microscale cloud and precipitation physics problems

cannot be studied, but the mesoscale and synoptic features are well depicted and

easily studied.

Attenuation is of little importance because the targets are all within 30, 000
feet. Heavy precipitation up to 15, 000 or 20, 000 feet will obscure higher weak

echoes, but with Seattle' s predominantly light precipitation, this situation is rare.

Computations (based on radar equations, Ref [27] and cloud properties, Ref [28])

show that the power return would be attenuated about 10%0 by 10, 000 feet of thick

strato-cumulus with light to moderate precipitation and 42%0 by 20, 000 feet of cumu-
lus congestus with moderate precipitation rates. These percentages correspond to

about a 7%0 and 28%0 deviation, respectively, between true and apparent precipitation

concentrations.

The echoes are interpreted as indicating precipitation rather than clouds.

Quantitative estimates as well as experience showed that heavy strato-cumulus as

well as ice clouds are not recorded, but drizzle and thick precipitating cirrus

decks are detected.

A subjective echo classification system has been developed to assist in the

correlation of precipitation features and synoptic structures. 29The radar film is

divided into peri-ods during which the overall echo patterns vary little. These

periods range from fifteen minutes to several hours in length. Each period is

classified as to extent of echoes (L, M, or H), degree of convectivity (1, 2, or 3),

and characteristics (B, 5, etc. ). Table 1 lists the meaning of these indicators.
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The subjective classification of the data in Figure 7 is indicated in Figure B-2

between the time scale and the 1000-mb level. Unfortunately some weak echoes

appearing in the original film do not appear on the prints in Figure 7.

TABLE 1. List of echo-type indicators

Indicator

0

1

2

3

L

M

H

L-, M-, or H-

X

A

G

B

S

w

T

Meaning

No precipitation echoes are present

At least 70%0 of the precipitation echoes are of the stable
type.

Between 15%0 and 70%0 of the precipitation echoes are of the
stable type.

At least 85%0 of the precipitation echoes are of the
convective type.

Precipitation echoes are observed at or below 8, 000 feet.

Precipitation echoes are observed between 8, 000 feet
and 18, 000 feet.

Precipitation echoes are observed at or above 18, 000 feet.
Precipitation echoes are observed within the appropriate
height interval, but less than one -half of the time.

Film is temporarily unreliable due to mechanical
difficulties.

An angel appeared within the film interval.

Generating cells or levels are indicated

Precipitation echoes are arranged in layers or semi-
horizontal bands or a band not reaching the ground.

Precipitation echoes are sloping, or non-horizontal streaks
appear, possibly within main bodies of echoes.

Precipitation echoes appear in air with above freezing tem-
peratures and no apparent precipitation or seeding is
occurring from below freezing temperature regions.

Precipitation echoes occur simultaneously with hail, light -
ning, or thunder as determined from surface observa-
tions.

Convectivity is judged on the basis of variability and the texture of the echo

edges. Erratic variations and sharp echo boundaries imply large variations in

atmospheric motions and/or humidity. However, the most convective situations

have a percentage of 'stable' -appearing echo boundaries where the convection has

been capped and the clouds have been spread out horizontally. Periods of stable

echoes without any imbedded convection either at the top or at the base of the layer
are rare. Regions of rapid evaporation are revealed clearly by the 'stalactite'
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structure of the echoes due to the smaall scale convection cells established by the

evaporative cooling. 3

The interpretation of the precipitation structures in terms of physical pro-

cesses is obvious in some cases and impossible in others. A stable precipitation

producing layer with or without evaporation at its base is clearly defined, as are

convective protrusions from the tops of stable layers. Isolated showers are also

apparent. The rate of lowering of a precipitation base or top depends on horizontal

advection, vertical advection, precipitation fall velocity, and growth or evapora-

tion. Only in exceptional situations - which allow assumptions as to the horizontal

variations, growth rates, and terminal velocities - can the individual factors be

evaluated with vertical radar and radiosonde data alone.

The majority of precipitation records contain a large amount of variability

implying a considerable horizontal inhomogeneity in the precipitation field. Rea-

sons for this variability are discussed at length in Section 6. 2. The effects of

topography, horizontal moisture and stability irregularities, mesoscale circula-

tions, and glaciatio'n induced by natural seeding from higher clouds all combine to

produce the observed variability in the precipitation structure. The topography of

the region is shown in Figure 1. The task of interpreting many of these fluctua-

tions in terms of specific processes is impossible. PPI (quasi-horizontal section)

or RHI (vertical cross section) radars are needed to deduce horizontal variations

which would permit the proper interpretation of THI (time section)-echo slopes.

3. 2 Serial Ascent Program

Frequent radiosonde observations were taken during special periods to deter-

mine the mesoscale thermal, moisture, and wind structure of occlusions for which

the precipitation structure was continually recorded by vertically-directed radar.

The serial ascent program was designed to clarify complexities which arose during

comparison of radar data with synoptic observations. The synoptic data were fre-

quently ambiguous with regard to the location and structure of fronts. The changes

in precipitation structure were not found to correspond well with apparent frontal

location. It appeared as though the mesoscale structure of fronts was much more

complex than the classical models suggest.

Serial ascents were conducted during five periods, and the detailed but

preliminary analyses of the selected storms (based on continuous radar records

and short-interval serial ascents) were published in five volumes, 3 1,32,33,34,35

which will hereafter be referred to as the analysis reports. The frontal sys-

tems in the first and last cases were not occluded, and these two cases will

not be presented in this report. The remaining three' cases include the five

occlusions to be presented and discussed in Section 4. The series of soundings

include the routine and special soundings taken by the Weather Bureau at the
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Figure 1. Topographical Map of Western Washington with Locations of Selected
Stations: University of Washington (UW), Seattle-Tacoma Airport (SEA),
Paine Field, Everett (PAE), McChord Field, Tacoma (TCM)
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Seattle-Tacoma Airport (SEA), fifteen miles south of the University of Washington

(UW). The SEA soundings were at least six hours apart, but the supplementary

soundings taken at UW were as frequent as once per hour.

The data from soundings taken at the University of Washington are entered on

punched cards at 30-second intervals of balloon ascent time. For soundings taken

at SEA, the temperature and humidity at each level given in the data blocks on the

Adiabatic Chart, WBAN-31, and all the time-elevation-azimuth, and pressure-

time data on the Winds Aloft Computation Sheet, WBAN-20, are entered on punched

cards. The following parameters have been computed at each 30-second interval

for UW soundings and at 1-minute intervals for SEA data: pressure ( p), relative

humidity and saturated vapor pressure with respect to water (Rh, es) and ice

(Rh i, e .), actual vapor pressure (e), actual and saturated mixing ratio (in, ms
centigrade, Kelvin, dew-point, virtual, and potential temperatures, (TC, TK, TD,

TV, e ), horizontal winds (VH), geopotential heights (z), static energy (u), balloon

ascent rates for two, eight, and sixteen minute averages (WB2, WB8, WBl6). The

following quantities are listed for each sounding in the analysis reports: p, Rh,

TC, TD, z, VH
The saturated vapor pressures, es and e ., were computed using formulas

from List. 3 The quantities e and m were defined as Rh X es/ 100 and Rh X ms/ 100,
while Rh i was defined as 100 X e /e5 . . The static energy is computed from the

equation

u gz + pdC+ 31) Om

and will be discussed in detail at the end of this chapter. The balloon ascent rates

and their deviations were obtained directly from the heights. It is hoped that these

data will be used at a future time to infer information on eddy vertical velocities of

either the air or the balloon once it is determined how to distinguish between the

two factors. 37, 38

For each of the seventeen 50-mb deep layers between 1000 and 150 mb, the

following quantities were computed: temperature and height at the base of the

layer (TCB, ZB), the 50-mb averagecvalues of TC, 6 , u, Rh, Rhi, m, ins, md *

-s m, VH WE8, and WEl6. Additional values computed for each 50-mb layer
include: actual lapse rate, y , pseudo-adiabatic lapse rate, ys, the dry and moist

lapse rate deficits, 5 d d - s S s - y , the condensate production in the

layer per 10 cm/sec vertical velocity, PRC , and the advective temperature change

'Averages were defined by the equation: x fxdp=28
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as estimated from the hodograph, ADV. Equation (A-9) from Appendix A was used

to compute ADV.

The condensation rate per unit area, unit pressure thickness, and unit vertical

velocity is

1 d /
PRC= -w 6A (-6p) -dt Ysv 'A6)

where p sv is the density of the saturated vapor. Since the mass of the dry air is

conserved and ins s pd/'

ddms Abz ms d
PC=w dt 6p w6SA p dt (d 6Az

1 dm
_ s

g dz'

The variation of saturated mixing ratio with height for the pseudo-adiabatic process

can be written (see Ref. [39] , p. 51)

d m1+m\ /c (l+m)

dz s s pm s L s( s d )

c (l+m )
..PRC = pm s y

g L d s

This equation was used to compute condensation rates for the 50-mb layers

(6 p = -50 mb) in units of hundredths of an inch of water per hour per 10 cm/sec

vertical velocity. These values could then be used to compare precipitation rates

and vertical velocities.

The synoptic surface, 850-mb, 700-mb, 500-mb, and 250-mb charts for the

appropriate area and period have been plotted and analyzed along with the hourly

charts for the region around western Washington. The soundings, hodographs,

Rossby diagrams, time sections, and traces of surface pressure, 500-mb height,

surface, 850-mb, 700-mb, and 500-mb temperatures have all been prepared.

Except for the hodographs and Rossby diagrams, these charts have all been pub-

lished in the analysis reports along with prints of the radar film covering the serial

ascent periods. Sketches of the radar echoes on the time sections have been pub-
lished in the final report on the Radar Data Studies Project.
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The time sections have been analyzed for: temperature, fronts, radar echoes,

clouds, static energy, relative humidity with respect to ice, vertical motion,

advective temperature change as estimated from hodograph, wind speed, and wind

direction. The static energy, cloud, front, and vertical velocity analyses on the

time sections for five frontal systems will be presented and discussed in Section 4.

Appendix B contains the surface charts, 500-mb charts, and time sections for

these same systems, which were originally published in the analysis reports.

3. 3 Single-station Vertical Velocities

A series of radiosonde observations from a single station provides sufficient

information to deduce the vertical-motion field on a time section subject to certain

approximations and limitations. The technique involves a variation of the 'adiabatic

method' and has been applied to compute large-scale vertical velocities from

soundings at synoptic intervals. With the short-sounding interval during the

serial ascents, mesoscale vertical motions can be computed. Many difficulties

arise in the application of this technique, but with the use of elaborate procedures

made possible and practical by the use of the IBM 709, these difficulties can be

minimized. The remaining problems can be treated qualitatively.

The principal features of the mesoscale vertical motions can be determined,

but uncertainty does remain in the magnitude of the individual values. By com-

puting the uncertainty of each velocity, one is able to perform an analysis of the

vertical-motion field giving greater weight to the more reliable values while cor -

recting qualitatively for those factors which cannot be computed. So little is known

about mesoscale vertical-motion patterns that even qualitatively correct patterns

are of great value.

3. 3. 1 FORMULATION OF EQUATION

The vertical velocity can be expressed by the following equation:

aT Y - 7 TV a (av + -+

w - + ADV + ACC+ -- ~- - + v-v vj
at -~--g \z t z/

V

(1) (2) (2') (3) (4)

f aT- + + - TV F- i'2 avH\
+ g H g t az2 Km&

(5) (6)

_ # aP a YH dT ~
n z -z m Sz dt D

(7) (8)
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This equation results from an expansion of dT /dt in which - V. V T is eliminated

by using the thermal wind equation. Equation (1) is a combination of equations

(A -l), (A -5), (A -7), and (A -9) of Appendix A. This appendix, which is summarized

below, describes the techniques used to compute the vertical velocity and its relia-

bility.

The vertical velocities to be computed will be averages over 50 mb and several

hours. The uncertainties in the numerator and denominator of Eq. (1) will be on

the order of 0. 4oC /hour and 0. 5oC /km, respectively, and any of the terms (1)

through (7), which when properly averaged will remain less than 0. 2*C/hour, can

be neglected. The meaning and method of computing the terms in Equation (1)

will now be discussed.

Term (1), the local temperature change, was computed from temperatures

observed by three consecutive soundings using the three-point finite difference

derivative (see Equation A -ll).

Term (2), the advective temperature change if the ageostrophic wind is con-

stant with height, is modified by the factor (2'), which contains the effect of a

change with height of the ageostrophic wind direction. Lacking adequate knowledge

of the geostrophic wind, (2') was taken to be unity in the computations. The effect

of this simplification can be treated qualitatively in the analysis by observing that

the advective temperature change will be overestimated (underestimated) in a

trough (ridge) for gradient flow. Under supergeostrophic decelerating flow, the

advective temperature change will be overestimated. For subgeostrophic, accel-

erating flow, important near fronts, the value of g will deviate little from

unity, the value assumed.V

Terms (3) and (4) contain the effects of a vertical variation in the speed accel-

eration. Term (3) includes accelerations resulting from vertical displacements
a dV

into regions of different velocities. Term (4) includes that portion -- dt

associated with horizontal displacements. This quantity cannot be evaluated en-

tirely, due to the horizontal advection term, and has been omitted. On an order -

of-magnitude basis this term appears to be negligible at all times while term (3)

can be very important in regions of large shear.

Term (5) represents the difference between V -V T and V.V T . For geo-z p
strophic flow this term vanishes, and for reasonable ageostrophic components the

term is negligibly small. Since the ageostrophic-wind cannot be adequately eval-

uated, this term is neglected entirely.

Term (6) represents the contribution of viscous forces to the variation of the

ageostrophic wind with height. This quantity can be expected to be important

wherever large wind shears and rapid eddy diffusion of momentum are found.

Unfortunately, slight inaccuracies in wind observations produce relatively large
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inaccuracies in this term. Even more difficult is the specification of the coefficient

of eddy momentum flux as a function of height. This term has been omitted in the

computations, invalidating the vertical motions computed for the lowest few thousand

feet. At higher levels the effects of viscosity in varying the ageostrophic wind with

height must be considered qualitatively. Only in special cases would one expect

this effect to be important at high levels.

Term (7) contains the effect of diabatic processes (processes not including

either adiabatic or pseudo-adiabatic ascent) in changing temperature. When com-

pared with the residual uncertainty in the numerator, the diabatic effects, other
than evaporational cooling, are negligible. Evaporational cooling can be very im-

portant, but it is difficult to include automatically during data processing. This

effect must be included qualitatively wherever it occurs.
Factor (8), the denominator, represents the cooling at a level per unit vertical

displacement of parcels through the level. The term F is the adiabatic lapse rate,

pseudo-adiabatic where necessary. The pseudo-adiabatic lapse rate was used if

three conditions were met: the relative humidity with respect to ice was at least

90%, the lapse rate was absolutely stable, and the vertical velocity was positive

when the pseudo-adiabatic process was assumed. The critical humidity is some -

what arbitrary and is based on the fact that the humidity observations usually under -

estimate high relative -humidity values but by an undeterminable amount. The 90%-

for -ice criteria appears to be satisfactory, but infallibility cannot be expected. If

the pseudo-adiabatic process were specified while the stability were conditional

or less, then the denominator would be negative and the vertical motion would

probably be of the wrong sign. While pseudo-adiabatic descent can occur, until

the available liquid and solid water content has been evaporated, all descent has

been specified as dry adiabatic. In those few cases in which pseudo-adiabatic

descent was occurring, the specification of the dry process will only cause an error

in the magnitude of the subsidence.

With the approximations and assumptions indicated above, Equation (1) reduces

to

DT
--- + ADV+ ACC

w = Ot (2)

When using this equation, qualitative corrections should be included for omission
of the factor (2') and the viscosity and diabatic terms (6) and (7) in Equation (1).

The viscosity term is nearly impossible to handle satisfactorily, even qualitatively.

Aloft this term should be negligible except where the viscous forces appear to vary

rapidly with height. In the lowest 3, 000 feet and where evaporational cooling is

strong. Equation (2) is of little value since qualitative corrections are inadequate.
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3. 3. 2 COMPUTATION OF VERTICAL VELOCITIES

Equation (2) is a differential equation in w but the acceleration term, ACC,

is often negligible. The differential equation can be solved approximately as a

first order differential equation with constant (averaged) coefficients. The solution

can then be written

w = w0 ea + 3(e& - 1) , (3)

where the coefficients are the average values between the levels and are defined by

(TV a2V

TV 8V

- a+ ADV

TV 82 V

Unfortunately Eq. (3) is not sufficiently stable with respect to observational un-

certainties in the coefficients ca and p . We cannot merely specify boundary

conditions and integrate throughout the troposphere without introducing excessive

errors due to observational errors in the coefficients.

To overcome the difficulties imposed by the instability of Eq. (3) for succes -

sive integrations, the acceleration term in Eq. (2) was disregarded while a first

approximation to the vertical velocity field was computed from the simple ex-

pression

8+ ADV
at= (4)

Equation (4) is solved for each 50-mb layer from 1000 to 150 mb. The quan-

tities on the right side have been averaged over the 50-mab thickness for each

sounding and aT /at is the three -point finite difference derivative centered at

sounding time but utilizing data from the preceding and following soundings. The

pseudo-adiabatic lapse rate is used for F only if the relative humidity with res -

pect to ice equals or exceeds 90%, y is absolutely stable, and a positive w, is

obtained. Once the w -values have been checked for reliability and replaced by
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vertical interpolation where necessary, a horizontal smoothing is performed. A

three -point running-mean is computed using the values from three consecutive

soundings at the same level. This horizontal smoothing is consistent with the

horizontal smoothing inherent in the computation of the local temperature change.

With the running-mean averages of the velocities from Eq. (4) as boundary

conditions for each 50-mb layer, Eq. (3) is used to integrate between the 50-mb

layers to see if the approximate vertical-motion field is consistent with the more

complete equation. For example, with approximate w -values at 550mb and 450

mb, one can integrate up and down 50 mb to obtain two values, w U and wDi'
for the 500-mb level. These values can then be compared with the first approxi-

mation at 500 mb, w 0 . A second approximation to the 500-mb vertical velocity,

wican be defined as

wU + wD

w - w= (5)

2

A set of second approximations can be computed and used as boundary conditions

for computation of the third approximation, etc. Hopefully, after a certain number

of repetitions of this procedure, the successive approximations will converge to

values consistent with Eq. (2).

In practice, convergence did not occur; rather the successive approximations

became unstable. This failure is due in part to the approximations invoked in the

derivation of Equations (2) and (3). Errors due to either the approximations or

inaccurate observations could prevent convergence. Perhaps a better numerical

solution of Eq. (2) could be developed which would reduce the instability.

The use of Eq. (3) to correct the approximate values obtained from Eq. (4)

was not without value even if it was only a qualified success. By scanning the

integrated values as compared to the approximate values, one could readily dis -

tinguish between those regions in which the acceleration effect was negligible and

where it was important. Where it was important, one could estimate both the sign

and, roughly, the magnitude of the error in the original estimate. It was thus

possible to correct the analysis based on vertical velocities from Eq. (4) to include,

'semi-quantitatively, ' the effect of the acceleration term. Without this correction

unrealistically large vertical gradients of w had been indicated, implying large

values of horizontal divergence.

3. 3.3 COMPUTATION OF UNCERTAINTY OF VERTICAL VELOCITIES

The uncertainty of the vertical velocity depends upon the uncertainty of the ob-
servations and, to a large extent, upon the magnitude of the various terms in Eq. (4).
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Having specified the observational uncertainty under average conditions, the un-

certainty of each vertical velocity value can be determined. Whenever the uncer -

tainty in a value is found to exceed both 3 cm/sec and the magnitude of that velocity,

that velocity is disregarded and a new velocity and uncertainty are computed by

vertical interpolation between the nearest reliable levels. If the value at the lowest

or highest level is unreliable, the velocity is set to zero and the uncertainty is set

to 3 cm/sec.

The uncertainty corresponding to the running-mean vertical velocity is also

computed. The quality of the resulting vertical velocity is then evaluated depending

on the magnitude of the uncertainty relative to the magnitude of the velocity. The

criteria are as follows:

Good: 6w < IWI/2
Fair: 1w / 2< 6w K Iw
Close: wI < 6w _< 3 cm/sec

Bad: 6w > Iw and 6w > 3 cm/sec

Table 2 lists the percent of vertical velocities in certain classes, by layers,
on the basis of forty -six soundings. This table indicates the reliability of the mean

vertical velocities (Col. 1 - 4); and for those values which are not 'Bad, ' the fre -

quency of vertical interpolations (Col. 5), saturation* with conditional instability

(Col. 6), saturation with subsidence (Col. 7), and significant inconsistency between

values given by Eq. (4) and Eq. (3) (Col. 8) .

It can be seen that the least reliability is in the region from 600 mb to 400 mb

but that the maximum percentage of bad values is 22%. Enough reliable values are

available for a satisfactory analysis. The values which showed significant incon-

sistencies when the acceleration term was included could be semi-quantitatively

corrected to the extent of making a positive contribution to the analysis. Where

vertical interpolation had been performed and where bad quality values were com-

puted, the resulting analysis must be interpreted as representing a larger averaging

interval, just as analyses of upper air charts in regions of relatively sparse data

represent more averaging. Table 2 does not include data on uncertainties due to

viscous stresses and evaporation. Were these factors to be considered, the values

up to 850 mb would be of poorer quality than Table 2 indicates.

Saturation is defined as a relative humidity with respect to ice of at least 90%.
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TABLE 2. Percent of vertical velocities in certain classes. The 'Bad' values were
excluded in the computation of the percentages in columns (5) through (8).

Quality of w Vert. Sat. Sat. Acc.

Layer Good Fair Close Bad Int. Unst. Neg. Incon.
(mb)____ ____ __ _

1 2 3 4 5 6 7 8

950-900 65 20 9 7 9 5 0 28
900-850 78 11 0 11 12 12 0 10
850-800 76 17 7 0 15 15 4 22
800-750 59 24 11 7 12 21 5 16
75.9-700 52 30 9 9 7 19 0 33
700-650 52 39 7 2 7 18 9 36
650-600 63 17 9 11 10 5 7 29
600-550 33 26 20 22 17 6 22 25
550-500 35 30 13 22 17 11 11 8
500-450 43 37 7 13 12 7 12 38
450-400 15 52 11 22 17 22 19 22
400-350 39 41 2 17 29 11 18 32
350-300 39 39 4 17 18 8 5 34
300-250 52 22 17 9 2 0 2 31
250-200 63 26 9 2 4 0 0 11

AVERAGE 51 29 9 11 13 11 8 25

3. 3. 4 DISCUSSION

The rather elaborate techniques devised to objectively compute the vertical

motions, select the proper adiabatic lapse rate, compute the uncertainties, cor -
rect unreliable values before performing the horizontal smoothing, and list the

quality of the result performed very satisfactorily. That the single -station vertical

velocity computations are capable of depicting roughly the characteristics of the

mesoscale vertical motions is sufficient to justify the elaborate computation tech-

niques. The number of manipulations necessary to arrive at these properly aver -

aged quantities makes it virtually essential that computers be utilized. Round-off

and human errors would be compounded if such computations were performed

manually.

This procedure does not produce vertical velocities for either the first or last

soundings in a series, for the local temperature change is unknown there. The

horizontal averaging cannot be performed for either the first or last two soundings.

Variation in the sounding frequency will affect only the interval over which the

vertical velocities have been averaged. However, for soundings at much shorter

or longer intervals than a few hours, a difference may occur in the relative magni-

tude of the terms in Eq. (1). The technique discussed herein is designed for

sounding intervals of a few hours.
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A consistency check was made to see that the precipitation to be expected

(from the PRC values and the analyzed w -field) agreed with the observed
precipitation. The agreement was inconclusive. The effects of cloud storage,

entrainment, and evaporation can account for the deficit of precipitation observed

at the ground over the precipitation computed to have formed. In fact, the uncer -

tainties in this consistency check were too large for this test to prove or disprove

the vertical-velocity fields, but the comparison did show that the vertical velocities

were plausible.

Subjectivity must be introduced in the final analysis of the field, for it is at

this stage that qualitative allowance is made for acceleration consistency, the factor

(V2V ) , evaporational cooling, viscous stresses, and the relative reliability

of the computed velocities. There appears to be no substitute for a careful but

subjective analysis considering those factors which cannot be treated by the com-

puter. Independent indications of vertical motions, such as the nature of the radar

echoes and the observed precipitation rate, were also used in the subjective analysis.

All factors considered, it appears that the principal features of the vertical-

velocity analyses are correct. Large cells of rising and sinking motion are well

supported while the details of their shape and magnitudes are somewhat uncertain.

It is believed that the errors in magnitude are biased neither toward large nor

small values. Regions with analyzed velocities of 20 cm/sec are not uncommon,

but it must be remembered that while large -scale vertical velocities rarely exceed

10 cm/sec-, mesoscale vertical motion on the order of meters /second can be ex-

pected in stormy regions. The need for horizontal smoothing (consistent with the

local temperature-change computations) unavoidably destroys the large horizontal

gradients in the vertical velocity which are present in nature.

The predominant feature of the vertical-motion fields to, be presented in Section

4 is the multiplicity of cells of ascent and descent associated with frontal systems.

The concepts of lifting in one air mass and subsidence in another and of a simple

variation of w throughout the troposphere with peak values at a middle -tropospheric

level of non-divergence may be valid on the large scale but not on the mesoscale.

The complexity of frontal-precipitation patterns observed by the radar support the

mesoscale vertical-velocity fields which indicate large variations in w with cer -

tain complex, but recurring, patterns.

Ideally, a study of mesoscale vertical motions would involve simultaneous

serial ascents from severallocations in a closely spaced (about thirty miles) pattern.

A direct evaluation of the mesoscale ageostrophic winds and horizontal temperature

advections would then be possible. Such a program would improve the reliability

and accuracy of the vertical velocities, but it is doubtful that simple vertical-motion

fields would be found.
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3. 4 Static Energy

The static energy will be defined as the quantity, u , where

u = g z+ c pdT+ Lm .(6)

This quantity was introduced by Kiefer4 and is discussed briefly by Beers43. The

static energy expresses the energy of a unit mass of air at rest. The terms in u

are: gravitational potential energy, enthalpy of the dry air, and 'latent heat poten-

tial energy' (that portion of the water vapor enthalpy which will be given to the

parcel during pseudo-adiabatic condensation). The static energy will be shown to

be quasi-conservative for condensation and evaporation processes as well as verti-

cal displacements. The quantity will vary slowly under the influence of diabatic

processes. Potential (or convective) instability is indicated by a decrease of U

with height.

The equation of motion, neglecting friction, can be operated on by []giving

2
- l 9 - -pt w g= -p -d gz .(7)

The thermodynamic energy equation can be written

dq_ L dm -= dT l dp (8)
dt l+ m dt pm dt p K

Except for the dq/dt term, Eq. (8) is the pseudo-adiabatic energy equation (Ref.

39 , p. 31) which can be derived from either an energy or entropy balance condi-

tion. Hence, dq/dt must include all diabatic effects omitted in the pseudo-adiabatic

model.

Elimination of dp /dt between E q. (7) and E q. (8) le aves

+dgz+ L + m -c .d(T

Toan excellent approximation,*

cp = Pd1 0 8m = 1. 005 (1+ 0. 8m) j/g/OK,

* The constants in this section are valid when the energy is in joules.
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and

L = [2500 - 2. 4 T (OC)] [L0 - 2. 4 T (oC)] j/g.

Therefore,

L dm -d +L 0 m +2. 4 T(*C) d
~l+ m T - 2 (LOm+ L0 (1l+m) 3 (LOm),

and

- p T .8cd

Equation (9) can be rewritten using Eq. (6) as

+ 9- -p, (10)

where $ consists of several small terms, namely

p t- 0. 8 cpdT +4(C dI + L0(1 +m) dt (LOm).

An example will be given to illustrate the probable magnitude of ?$ as com-

pared to the observational uncertainty of u . Consider the ascent of saturated air

from 900 mb at 7*C to 500 mb at 20 cm/sec with a local pressure change of

-l mb/hr.

- -- 0.8 -. L 0 ~~m+ 2. 4T (*C) 1ii
P t -t.w cPd ii + l 1+i-m

[( -3 - 0 4 520 )0 X 10~ - (0. 8)(0. 004)(-30)

+ (8. 7 - 14. 4)(0. 006)] j/g

'- 0.625+ 0.096 -0.034 =- 0.56.



25

This energy corresponds to a 0. 56*C temperature change in a 6. 25-hr period.

The local pressure change dominates q and, for periods of many hours, the mean

value in the vicinity of the parcel will usually be lower than the 1 mb./hr used in the

example. The average value of $ for a 6-hr period in a cyclonic region would be

on the order of 0. 4 j/g/6-hrs .
Therefore, upon integrating Eq. (10),

2 2 (I
V +-AV4 t .(11

a o= - 2 + -a 0. 4\6-nr/ (1

The kinetic energy change term will be on the order of 0. 4 j/g for At 00 6 hours

except near the jet stream where it can be 1 or 2 j/g . For long periods the dia-

batic term, Aq , can become dominant on the right side of Eq. (11). For periods

on the order of six hours, the entire change in static energy can be expected to be

on the order oft 0.8 j/g.
The uncertainty in the observation of u is

2 2 L ms 6Rh 2
(6ua) = g z+ c pd + 100

~(0. 4)2 + [o. 25 ms (gl/kg)] 2

Hence, 6 u will range from about 0. 7 j/g at lower levels to 0. 5 j/g above 500 mb.
It can be concluded that for periods of about a day the static energy is con-

served to within the uncertainty of its observation except in regions of very strong

winds (V 00 100 knots). For many tropospheric problems, U may be treated as a

conservative quantity, for jet stream studies the quantity (V2/2 + gz + c T) is

very nearly conserved, and for long term problems, the change in static energy

very nearly equals the diabatic heat added.

While not differing significantly in conservativeness from the pseudo-wet -bulb

potential temper ature or the equivalent potential temperature, U is more easily

interpreted physically. The computation of U by numerical computers is straight-

forward, and a slide rule has been prepared which allows rapid hand computation of

Eq, (6). The scales, as sketched in Figure 2, are designed so that when the slide

is positioned with the temperature opposite the height of the parcel, its static

energy may be read opposite the proper mixing ratio. It is the ease of interpreta-

tion of conditions and processes in terms of static energy that makes this function

very useful in dealing with tropospheric processes involving condensation and evap-

oration.



26

0 10 20 E ( I03 FEET)

20 10 -10 (/ ) ( S LIDE )

73.16 100 130 160 (TL( '/ f )

Figure 2. Sketch of the Slide Rule for Computing Static Energy

The effects on a parcel of conversions between height, moisture content, and

temperature are made explicit in the terms of static energy function, and the in-

fluence of vertical motions and condensation (or evaporation) on baroclinity is

readily interpreted. The contribution to u of the various terms can be examined

with the relation*

u(j/g) =3z (103 ft) + T (*C) + 2. 5 m (g/kg) + 73. 2 (12)

The horizontal temperature graident, so important in baroclinic theories,* can be

compared with the conservative u-field, the moisture gradients, and the contour

patterns by the relations:

Vuo = ( V) V+ LV m + g z (13a)

and

V [uo(j/g)] =3 V [ z (10~ ft)] + 2. 5 V [ m (g/kg) ] . (13b)
p p p

The static energy field can be used to distinguish between stable zones separating

different air masses and subsidence -produced stable zones. The former will have

strong gradients of static energy, and the latter will have a moisture gradient op-
posing the stable lapse rate and little u-gradient. For such considerations the

following relation is convenient:

~Energy bases are arbitrary, but it has been suggested that an enthalpy base of
zero at 200*K is most convenient and this procedure will be adopted.

*The relation of N , the baroclinity vector (see Ref. [44 ], p. 106), to the static
energy is

N p=V pV 0I6 nTX( OV -g vz) .
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Ocr j/g , T * C +25 0m g/k
--- =3+ -- I 1+g/g(4)

Oz k103 ftJ Oz 1\l3 ft /z\ 103~ ft/

The diabatic processes are important in establishing the large scale static

energy structure of the atmosphere according to the relation

du _(for long time periods). (15)

Air masses warmed from below become unstable and, with thorough mixing, be-

come nearly homogeneous in a . Other air masses are cooled aloft and become

horizontally stratified but with substantial u-gradients. In either case, air masses

are bounded by sloping zones of relatively intense u-gradients. Radiation and

mixing, over a period of time, can produce large u-gradients within a subsidence

zone. Since static energy is well conserved for periods on the order of a day, it

can be used to good advantage in investigations of mesoscale mixing processes.

3. 5 Effects of Mixing on the Static Energy Field

Since the total energy is not changed by mixing, the static energy, Um , of a
mxreof M1 grams of air at ug an M2gams at u2 , is the mass -weighted

mean, namely

m M u +M2

The diffusion of static energy can be expressed in terms of an eddy exchange

coefficient, K , when u is conserved. If the usual approximation is made that the

eddy exchange coefficients of enthalpy and water vapor are identical, then this com-

mon coefficient will be identical to the K used for u-diffusion.

Consider a surface of constant u with a unit normal, n , directed toward in-

creasing values of u and let n be the distance coordinate in the direction n.

If Vn and Vs are the components of the (mean) wind and surface speeds, res -

pectively, in the n -direction, then

Dt Ot n On On On'
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and

=t 8t sv w-n 0 ' St sn an ' (7

where D/Dt is the total derivative following the mean wind and 6/6t is the total

derivative following the surface of constant u . Equation (16) is based on the

K-theory of eddy diffusion which defines K by the condition that the eddy flux of

a conservative quantity equals (-K) times the graident of that quantity.

From Equations (16) and (17) the relative velocity of the surface and the fluid,

Vr = sn ~Vn, can be expressed as

Vr -- K~ ( . (18)
an

The rate of change'of the gradient of u following a u-surface can be expressed,

using Eq. (17), as

6t (an aau\ s a (n lau\

Hence,

6 (au _ a av sn (au_ a_ a (19)
&t an an an 'a8t an) an snaon

From Eq. (18), one can see that u-surfaces propagate through the fluid toward

lower values of K -. It can be seen from Eq. (19) that the u-gradient in-

creases at a u-surface whenever snis ngtiwhhcnbedetdir-

effect that mixing can have on the formation (and dissolution) of Vua-zones* (see

Figure 3).

Example 1: The release of potential instability from a quasi-horizontal layer.

The potential instability can be initially established by subsidence aloft and the in-

flux of moisture and possible heat from the surface. A moist surface mixing zone

is capped by a 'subsidence inversion' preventing deeper mixing but allowing

* The expression ' V u-zone' will be used to mean 'a zone of relatively intense
u-gradient.'
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potential instability to develop. This situation may occur in a warm subtropical

high or within a subsiding and spreading cold dome. A similar situation can de -

velop behind either an upper cold front or a warm-type occlusion. The potential

instability may be released by the large -scale lifting associated with the approach

of an active front or a depression.

EXAMPLE I

A. 04 B. 104 108 C. 104 108

10I)

"108 104 Lek
104 .... 104 104

EXAMPLE :ii
A. B. 108 C

104 100 1j0 8
100

106

108 108

100 0

Figure 3. The u-Field: A - Before, B - During, C - After Mixing in Two Cases

Figure 3 illustrates the changes that can occur in the u-field as large -scale

lifting (low-level convergences) raises and destabilizes the potentially unstable

zone. Rapid mixing (large K) is found above the level at which the instability is

formed. The very large K and, hence, large K in the mixing zone, tends

to propagate the u-surfaces through the fluid toward regions of smaller K .~

Thus, large -scale lifting of the stable zone and the potentially unstable zone will

result in mixing and the erosion of stable air at the base of the mixing zone.

The vertical convection and mixing will produce vertical surfaces within the

mixing zone which will propagate toward lower values of K . From the
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equations it can be seen that even in the absence of divergence on the u-surfaces,

the gradient of u will increase wherever

an j L in(

At points (1) and (2) in Example I (B), K is increasing very rapidly toward lower

u-values so that ln (K <) <Oat both points. Since K can be expected to

be much larger at (1) than (2) , j[K an (K >0 . The u-gradient is in-

creasing with time between the 104 and 108 u-surfaces.

Thus, a steep V u-zone is formed at the edge of the mixing region. This zone

will be advected with the fluid as either a drying or cooling zone depending on the

vertical motion within the region which has been mixed. Such a mechanism can

produce mesoscale baroclinic zones whenever potential instability is released from

a quasi-horizontal layer.

Example II: The release of potential instability developed by air from behind

a cold front at high levels descending and advancing ahead of the lower -level front.

The cold front at high levels can precede the cold front at lower levels as long as

the upper-level cooling does not reduce the stability to less than the neutral condi-

tion. The original frontal models with zero-order temperature discontinuities

could only slope toward the cold air mass. Real fronts and frontal models with

first order discontinuities can slope in either direction, but toward the warm air

only until the stability is reduced to neutral in the transition or 'cooling' zone.

The low -level convergence ahead of the surface front can release the newly

formed potential instability resulting in strong mixing ahead of the lower -level

front. As the instability is being released, the u-surfaces will propagate outward
from the mixing region. As in Example I, a sloping 7 u-zone will form on either

side of the mixed region. The extent of the baroclinity in the u-gradient zone de-

pends in part upon the total u-gradient and in part upon the moisture gradient

across the V u-zone. Continued rising motion in the mixed region can cause con-

siderable cooling to occur with passage of the forward zone.

The above mechanism can account for pre -cold frontal cooling or drying just
as can the mechanism in Example I. This mechanism can also reduce a cold-type

occlusion to a weak warm-type occlusion or an upper cold front.

The serial ascent cases, which will be discussed next, provide excellent verifi -

cation of the occurrence and importance of the processes depicted in these two exam-

ples. In fact, these case studies lead to the use of u-surfaces to describe the effects

of mixing on fronts.
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4. CASE STUDIES

Five frontal systems which passed Seattle during three different time periods

will be discussed. The serial ascent radiosonde data are combined with the ver -

tically directed radar information to determine the mesoscale features of these

systems for which synoptic -scale analyses have been prepared. The synoptic

charts, radiosonde data, and radar records, as well as the time sections with

winds, isotherms, fronts, and clouds for these periods, are presented in Volumes

II, III, and IV of the serial ascent analysis reports.32 334Some additional re -

marks on these cases are included in the final report of the Radar Data Studies

Project.4 These reports contain much -information and data pertaining to the case

studies. Unless the information and data are essential to understanding the follow-

ing discussion, they will not be repeated. The vertical velocity and static energy

data had not been prepared or analyzed at the time of publication of the earlier

reports.

Time sections through the five frontal systems are presented in Figures 4, 5

and 6. The front, cloud, vertical velocity, and static energy analyses are por -

trayed throughout the troposphere. The frontal positions are those presented in

the earlier reports and are based primarily on the synoptic scale analyses with

particular attention given to the thermal field. Appendix B contains the earlier

time sections which include the plotted winds and the analyzed thermal field for

these cases. The surface and 500-mb charts for eleven periods during these case

studies are also presented in Appendix B.

The vertical velocities in Figures 4, 5, and 6 were computed using the single-

station method as discussed in detail in Section 3. 3 and Appendix A. While the

magnitudes of the vertical velocity are uncertain, the general patterns are well

established. The values at a point are normally based on three soundings and
averaged over a 50-mb thickness. Hence, very small features, such as may show

up in the data from a single sounding, have been smoothed out of the vertical-
velocity field. The u--analysis is also based on averages over 50-mb layers.

4. 1 Case I: 1, 2 February 1961

Case I is a moderately well marked occlusion with warm, cold, and occluded
fronts located readily on the synoptic charts (Figures B-4 and B-5) except in the

lowest layers where there was some uncertainty as to the relation of the occluded
front and the secondary cold front. The occluded front apparently evolved within a

previously nonfrontal trough when this trough came into a position extending north-

ward from the peak of a developing open wave.
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Convective activity preceding the system is seen in Figures 4 and B-i to be

suppressed by the lowering of the stable warm frontal zone. Due to the infrequent

sounding interval during this period, the vertical velocities apply to a longer term

mean. Hence, the convection occurred in a region of slow mean ascent bounded by

slow descent. In the cases which follow, convection also occurs in regions with

infrequent soundings, and the vertical velocities are also averages over periods

greater than the convection interval.

While rising motion and clouds are present above the warm front, neither the

cloud base nor the w-isotachs are oriented along the frontal surface. This situa-

tion occurs frequently so that the assumption that the base of a cloud shield coin-

cides with the warm frontal surface is unrealistic.

The cell of strong rising motion at 21Z 1 February is based on surface pre -

cipitation rates. This pre -frontal surge of heavy precipitation was evident from

western Washington to the Queen Charlotte Islands. The feature was oriented
parallel to and occurred six to ten hours in advance of the surface front.

Notice in Figure 4 that a zone of descending motion extends from the cold air mass,

above the elevated cold front* and forward over the ascending air in the w arm sector.

This subsidence zone separates the middle -level ascent and middle -level clouds in the

warm sector from the cirrus deck in the upper troposphere. The ascending motion asso -

ciated with the high -level cirrus is centered above the cold front with values in excess

of 30 cm /sec and extends forward over the warm sector with diminishing magnitudes.

Convection broke out within the warm sector upon the appearance of the subsiding and

intermittently dry air, a sequence discussed by Wexler and Atlas. 4

One of the most prominent features of the vertical-motion field is the large

cell of strongly rising motion which is located at middle levels after the beginning

of the cooling. This zone is too large both in extent and in the magnitude of the

values to be discounted as an observational error. Clouds and saturation are evi-

dent in the upper portion of this zone; while at lower levels and to either side of
the maximum ascent, dry air is present. Apparently air which subsided further

in the cold air mass was lifted rapidly in the transition zone behind the cold front

and reached saturation again only at the higher levels in the region of strongest

ascent. Subsidence is shown to occur further in the cold air after 09Z 2 February.

Notice that strong rising motion surrounds the occluded front and that final

clearing did not occur at any level until after the cooling had begun. The radar

echoes combined with the frequent soundings demonstrate conclusively that the

cold front, defined as the warm edge of the transition or frontal zone, precedes

the general clearing by one or more hours at various levels.

* The term 'elevated cold front' will refer to a cold front connected with an occluded
front and supposedly reaching the surface further south. An 'upper cold front' will
be restricted to sharp upper-level cooling not associated with a surface front.
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The u-field in this case shows a broad V u-zone* lowering in the warm frontal

region as the occlusion approaches. This zone narrows and becomes very intense

by OOZ 2 February. With passage of the pre -frontal surge and the appearance of

dry, subsiding air and convection at middle levels, this quasi-horizontal i u-zone

erodes away until, by 05Z 2 February, all u-surfaces are nearly vertical. In

terms of static energy, the transition from warm to cold air masses began gradu-

ally with the pre -frontal surge but was very intense behind the front at 06Z with a

slight break and a secondary intensification at 09Z.
Considerable potential instability, as indicated by a decrease of static energy

with height, is found ahead of both the cold front and the secondary zone (at 09Z).
It is not apparent from the data whether the pre -frontal mixing is the result of the

release of potential instability which was originally in the warm air (see Section

3. 5, Example 1), or by the release of potential instability formed by air over -
running the cold front and subsiding into the warm sector (see Section 3. 5, Example

II).

The release of potential instability could have produced the region -of small

V u between the primary and secondary zones of intense u-gradient. Potential

instability is present in the transition zone behind the cold front, and low-level

rising motions can release convection which will split the u-field into pre -frontal,

primary, and secondary zones of various thicknesses with vertical u-surfaces and

different intensities of u-gradient. Yet, the primary V u-zone is so dominant in

this case that a very sharp front appears on the synoptic scale.

4. 2 Case 11: 7-10 February 1961

4. 2. 1 CASE IIA

Two consecutive frontal systems are included in this case, an old decaying

occlusion - IIA, and a recently developed system - IIB. The first storm occluded
off the coast of Japan and traveled across the Pacific without any major reinforce -

ment. Surface warm frontal history was poor in that the original surface warm

front present during the occlusion stage had dissolved long before the occlusion
reached North America (Figures B-6 and B-7).

When this frontal system reached Washington, a subsidence inversion, portions

of the elevated warm front, and a vertical elevated cold front could be identified.

The occluded front extended with a warm-type occlusion slope from 600 mb to 900

mb but was diffuse in the lowest levels (Figures 5, B-2 and B-8). The precipitation

rates and wind speeds at all levels were unusually light. No measurable precipita-

tion fell until several hours after passage of the elevated cold front.

* The term 'V u-zone ' is used to mean 'a zone of relatively intense u-gradient.'
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The warm frontal cloud shield in Figure 5 is divided into two main layers: a

high cirrus shield immediately beneath the tropopause and a separate middle-level

shield associated with the warm front. About four hours before passage of the

elevated cold front, these layers join into an essentially solid cloud mass extending

from 650 mb to 280 mb. Except for the continual lowering of the base, little change

in cloud structure occurs even with passage of the elevated cold front until clear -

ing at middle levels begins after 06Z 2 February. The occluded front (warm-type

slope) is surrounded by clouds whose tops lower with the occluded front and remain

about 5, 000 feet above the frontal surface. Convection breaks out intermittently

within the middle level, dry air and considerable cirrus remain-above this zone.

However, the radar echoes show essentially stable -type precipitation within the

cloud mass surrounding the occluded front.

The vertical-velocity field indicates subsidence both in the dry air beneath the

warm front and in the clear air between the upper cirrus deck and the middle -level

warm frontal shield. Ascent is indicated within the cirrus shield decreasing in

magnitude with increasing distance ahead of the elevated cold front. Subsidence

beneath the tropopause is indicated further ahead of the cold front where the cirrus

is in patches. These conditions are similar to conditions in Case I and suggest

that the cirrus shield beneath the tropopause forms ahead of the cold front, is

advected out in advance of the system and dissipates, giving the shield-like ap-

pearance.

As in Case I, strong rising motion is indicated in the transition zone imme -

diately behind the cold front and around the occluded front. Subsidence occurs in
the cold air further back in the transition zone. A small region of subsidence is

located immediately behind the elevated cold front. The vertical velocity computa-

tions show a relatively large amount of rising motion behind this frontal system (a

feature which is supported by the cloud and moisture fields).

The u-field near the warm frontal zone consists of a very intense quasi-

horizontal V u-zone above which there is little u-gradient. Beneath this zone

some potential instability exists in the dry air. The release of this instability

probably would-intensify the V u-zone further.

The cold front marks the reversal of the slope of the u-surfaces, and the

transition zone is fairly complex in the u-field. We see that zones of potential in-

stability are located above the occluded front and that rising motion below the

occluded front is tending to release potential instability. Hence, the transition

from warm to cold air masses consists of a broad sloping V u-zone with imbedded

subzones of more intense u-gradients. The intermittent release of potential in-

stability above the occluded front gives a mixture of subsidence and ascent in the

transition zone behind the cold front.
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Notice that the intense warm frontal V u-zone is continually eroded after

passage of the elevated cold front until, by 12Z 8 February, only a minor 9 u-zone

remains.* The warm-type occluded front coincides with the top of this quasi-

horizontal zone and becomes indistinct as the zone becomes eroded away. It is

possible that at the height of development of this frontal system off the coast of

Japan a concentrated sloping V u-zone extended to the surface. After crossing

the Pacific without any major reintensification, the sporadic post -frontal convec -

tion within the transition zone has produced a broad sloping zone with multiple

minor subzones. After crossing the Rocky Mountains this front lost its identity.

The mixing or erosion process weakened an intense occluded frontal zone until it

could no longer be identified on the synoptic scale.

A large amount of evaporative cooling was observed beneath the cloud mass

prior to passage of the elevated cold front. The thermal field as seen in Figure

B-2 shows considerable cooling ahead of the occlusion which tends to mask the

position of the fronts. Table 3 shows the relative humidity, ADV, and the local

rates of change of humidity, temperature, and static energy for the layer 750 mb

to 700 mb.

TABLE 3. Change of moisture, temperature, and static energy due to evaporation,
Case IIA. The values are averages for the layer 750 mb to 700 mb. Notice that:

O t \hrj - t ~hrJ
p

TIME Rh 8gRh 8T ADV

(FbIay91) Hur0/ /o/hr *C/hr *C/hr j/g/hr

7 2230 20 10 -0.39 0.31 0.43
8 0000 38 4 -0. 30 -0. 18 -0. 02
8 0130 32 11 -1. 18 -0. 27 -0. 78
8 0300 72 19 -0.60 0.33 0.59
8 0430 89 8 0.96 1.34 1.88
8 0600 95 2 0.30 1.39 0.60

The radar records in conjunction with the humidities suggest that the evapora-

tion ceased about 0330Z 8 February. The cooling by evaporation appears, from

the difference between local and advective temperature changes, to be about 0. 9*C/

hour at 0300Z. The fact that the static energy changes were less (algebraically)

than ADV at 0130Z and 0600Z implies ascending motion at these times. This

* For a more complete discussion of this 'erosion' process, see Section 3. 5.
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example illustrates the effect evaporation can have on the density fietd in the

vicinity of fronts.

4. 2. 2 CASE JIB

The second frontal system in this case, JIB, originated as a wave on front IIA

and intensified very rapidly off the coast of Oregon. This rapid intensification may

be due in part to a second cold front which formed in a trough northwest of the

primary. The secondary moved southeastward and either died or merged with the

stationary front trailing back from IIA. The center of the low passed within 100

miles of Seattle so that this case study exhibits the conditions present as an inten-

sifying cyclone begins to occlude (Figures B-8, B-9, and B-1b).

The convection following the frontal system in Case IIA is shown in Figure 5
to be suppressed by the lowering of the distinct warm frontal zone in Case JIB.

The warm frontal cloud shield merges with the lower-level convection at llZ 9

February. The cells of ascent and descent at higher levels above the warm front

are more intense than the corresponding features in Cases I and IIA.

No pilot reports are available to substantiate the separation of the high cirrus

from the warm frontal cloud shield between 08Z and 12Z 9 February. The cloud

analysis is based on the fact that Cases I and IIA have such a cloud structure

coinciding with a region of subsidence. The existence of the corresponding subsi-

dence region in this case is well substantiated and the cloud analysis is felt to be

justified. The observed precipitation rates are consistent with the cloud analysis

and the mean vertical velocities (see Section 3. 3. 4).

The clearing ahead of the cold front is substantiated by soundings at and fol-

lowing 1830Z. Prior to this time neither soundings nor pilot reports were avail-

able in the region of middle-level clearing. The cloud analysis from 700 mb to

500 mb between 1200Z and 1830Z 9 February is based upon two considerations:

(1) the radar echoes show evidence of convection; (2) the vertical-velocity compu-

tations indicate subsidence. Figure 7 contains prints of the radar echoes for Case

JIB. The radar echoes ahead of the occlusion are similar to those found in Case I

where the existence of convection imbedded in dry air ahead of a cold front is

well established. This process of the release of potential instability in dry air

ahead of an upper-level trough has been studied with vertically directed radar by

Wexler and Atlas. 4

The region of descent extending from high levels behind the cold front to middle

levels ahead of the front is similar to but more intense than the corresponding fea-

ture in Case I. Moderate or strong ascent again surrounds the occluded (or occlu-
ding) front. Rising motion persists behind the cold front below 500 mb for five

hours and is followed by subsidence further back in the cold air. The post -cold

front ascent with a peak of 15 cm /sec is only one -third as intense as that found in
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Case I. The fact that clearing occurs at some levels prior to subsidence can again

be explained by the arrival of unsaturated air which had subsided further back in

the cold air mass.

The serial ascent data present an interesting sequence of subsidence, clear-

ing, baroelinity, static energy change, and cooling associated with the cold front

from 600 mb to 400 mb. Table 4 contains the 50-mb averages of the relative

humidity with respect to ice (Rh i), the static energy (u-) , the temperature (T),

and the wind direction (D) and speed (S) for soundings in this region. Table 5
contains the detailed winds, a portion of which are plotted in Figure B-2 in Appen-

dix B. These winds are computed from one minute -averaged winds, YV1 , using

the running mean formula,

V(t) = (t - 1) + 2 Y 1 (t) + V1y(t + 1)] / 4

where the '1l' indicates one minute from time t.

TABLE 4. Sequence of 50-mb average: humidity, static energy, temperature
and wind with a katafront, Case JIB

9 Feb. 1961 10 Feb. 1961
Layer -___ ____

(mb) 1900 Z 2000Z 2130Z 2245Z OOOOZ

600-550 58 56 21 69
Rhi 550-500 69 70 0 MSG 12
(%) 500-450 89 81 36 1

450-400 96 71 70 0

600-550 110. 6 109. 8 107. 7 102. 8
u- 550 -500 110. 0 111. 1 108. 6 MSG 104. 8

(j /g) 500 -450 111. 1 112. 5 111. 4 106. 8
450-400 111.5 112.7 113.7 108.9

600-550 -10. 5 -10. 8 -10. 7 -16. 8
T 550-500 -16. 7 -15. 9 -15. 1 -- 19. 9

(*C) 500 -450 -22. 5 -21. 1 -20. 7 MSG -24. 1
450-400 -29. 1 -27. 6 -26. 7 -29. 6

-S 600-550 235 65 233 95 234 83 240 56 243 56
DS 550-500 234 66 228 80 240 100 240 83 240 78

(deg. 500-450 236 77 225 81 239 108 241 106 240 109
knot) 450-400 236 86 234 87 236 110 237 126 241 126
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TABLE 5.. Detailed winds in the vicinity of a katafront, Case LIB.
Units are: P(mb), D(deg), and S(knots).

9 Feb. 1961 10 Feb. 1961

1900Z 2000Z 2130Z 2245Z OOOOZ

P D S P D S fP D S P D S P D S

602 233 63 612 234 74 602 231 73 605 243 49 617 247 39
590 235 64 599 235 83 594 230 77 590 241 54 596 246 43
577 236 65 587 234 93 582 232 80 575 240 56 575 243 59
563 236 65 573 233 99 571 234 84 559 239 58 554 241 65
549 235 65 561 232 100 560 236 88 544 238 68 534 241 64
535 234 64 551 231 95 547 239 92 549 239 76 514 240 89
520 233 65 541 230 85 534 240 97 515 240 85 493 239 112
508 233 67 528 229 78 519 240 102 501 241 95 473 240 108
497 234 71 518 228 75 504 240 106 487 242 101 453 241 109
483 235 75 507 225 76 488 239 108 474 241 105 435 242 121
469 237 79 496 223 77 474 239 109 459 240 114 417 241 132
456 237 82 483 223 80 459 238 108 446 238 121 400 240 136
443 237 84 470 224 82 444 237 108 433 238 123
431 237 86 457 227 83 429 236 111 420 237 126
417 236 87 443 231 84 413 236 111 410 237 131
405 236 89 429 233 86 397 236 111 400 237 137
394 235 91 418 236 86

408 236 90
400 236 97

Subsidence and clearing (Figure 5) preceded the elevated cold front, and the

static energy surfaces dip and break sharply upward along the dotted line* ahead

of the front. The baroclinity, as inferred from the hodograph, is also very intense

in the sloping region of intense u-gradient following this u-front. The analyzed

position of the cold front is based on the beginning of cooling (Figure B-2) and does

not correspond with changes in vertical motion, cloudiness, static energy or even

baroclinity' The position of the u-front undoubtedly is the border of the air -mass

transition zone and the major change in baroclinity, but the subsidence is sufficient

to temporarily delay cooling.

The splitting of a frontal zone by mixing (see Section 3. 5) is well illustrated in

this case. A very definite but narrow vertical a -zone is located behind (to the

left of) the u-front from the surface to 700 mb. The second dotted line near 22Z

delineates the leading edge of a second V u-zone which is separated from the first

*This dotted line ahead of the cold front will be referred to as the u-front, for it
is at this point that the u-field changes abruptly.
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zone below 700 mb by a narrow homogeneous region.* Potential instability is

present in the first V u-zone from 850 to 700 mb. Ascent and some cloudiness is

also indicated in this region.

Such a situation is ideally suited to the separation of a frontal zone and the

production of either a secondary cold front or a pre-frontal maesoscale line, possi-

bly similar to the squall line presented by Newton. 46At some later time, if the

first narrow V u-zone moves away from the secondary zone and becomes diffuse,

the primary synoptic front may shift back to what is now the secondary zone.

There is no physical factor preventing the secondary zone from overtaking the

primary warm front and occluding. Upon completion of this hyp6thetical process,

the u-field would look remarkably similar to that observed in Case I. It appe ars

plausible, then, that the pre -frontal surge in Case I formed from a splitting of the

primary front at an earlier time. Possibly it had overrun the lower level front

and had been separated by convection from the rest of the transition zone.

4. 3 Case mI: 8-10 March 1961

4. 3. 1 CASE IIA

In this case just as in Case LI, there are two frontal systems, IIA, an old

system which occluded off the coast of Japan, and IIIB, a newly developed structure

which formed off the west coast of the United States. Case IIA had an extremely

long and interesting lifetime over a period of twenty-six days. Figure 8 shows the

position of this frontal system at 00Z from 27 February 1961 to 24 March 1961.

These posi-tions are based on the National Meteorological Center surface analyses.

The front originated in a trough in Siberia and was analyzed as a cold front at

OOZ 27 February. The system occluded as it moved into the Pacific and had poor

warm-front continuity east of 1800 longitude. When the system passed Seattle it

was an old, slowly moving occlusion, but upon crossing the Rpocky Mountains, it

was again analyzed with an open warm sector. As the system moved across the

United States, its amplitude decreased and its speed increased until it became a

rapidly moving open wave. About 30*E longitude, the front overtook the decaying

system ahead of it. Rapid development and occlusion followed. Frontal continuity

is consistent with the interpretation of the resulting frontal system as an intensifi-

cation of the overtaking front. The occlusion then moved through northern Europe

and across Russia, dying not fa~r from its birthplace twenty-six days earlier.

* In the preliminary analysis (Figure B-2) the region between these two V u-zones
was interpreted as a narrow warm sector. The subsequent u-analysis revealed
that the front had occluded up to about 850 mb but that the majority of the lower
level cooling followed the passage of the secondary cold front.
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Figure 8. Life History of Front in Case IIA
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One cannot state that the structure depicted in Figures 8, B-il, and B-l2 is

continuous on the mesoscale. However, on the synoptic scale the feature is both

important and continuous over the twenty-six day period, even though major modifi-

cations and regenerations did occur. It is interesting to examine the mesoscale

structure of the system as it passed Seattle and to speculate as to what character-

istics of the structure are responsible for its excellent temporal continuity on the

synoptic scale.

The warm front (Figure 6) is poorly organized with multiple stable zones and

cloud layers. The pre -system convection below 650 mb was replaced by very dry

air about 22Z 7 March. The low-level dry air persisted and no measurable surface

precipitation occurred until the arrival of the secondary cold front twenty-four

hours later. As in Case IIA, considerable evaporative cooling occurred, compli-

cating the thermal structure in advance of the occlusion. The u--field was unaffec-

ted by this cooling. In fact, the static energy rose during the period of most in-

tense evaporation. In this case an occluded front located on the basis of the thermal

field would coincide with the onset of evaporative cooling rather than the change of

air mass and static energy.

The warm-sector vertical motions were weak with this old system. As in the

other cases, rising motion was present in advance of the elevated cold front at

high levels, decreasing in magnitude with increasing distance from the front. The

separation of the cirrus beneath the tropopause from warm frontal clouds is again

evident. However, subsidence appears to have separated the advance cirrus shield

from the clouds and rising motion immediately ahead of the elevated cold front.

A region of descent is again found in the upper troposphere behind the elevated

cold front extending downward across the elevated cold front into the warm sector.

The subsidence in the warm sector contradicts the cloud analysis but not the radar

records. The radar records show tops varying from 10, 000 to 15, 000 feet from

09Z to 12Z and a sharp drop in echo tops from 20, 000 to 14, 000 feet at 13Z. It

appears that while the mean vertical velocity is downward there are imbedded re -

gions of ascent. The cloud free regions were probably limited in extent, and they

are not indicated in the cloud analysis. Computations indicate subsidence near

500 mb at 14Z because cold advection is indicated by the hodograph on three conse-

cutive soundings. Table 6 lists both the detailed winds and the (apparent) advective

temperature change, ADV, for the region involved.

Rather strong rising motion surrounding occluded fronts is seen in Figure 6.as

well as in Figures 4 and 5. The computed vertical velocities, the clouds, and the

precipitation all attest to the fact that below 500 mb the air was rising between the

occlusion and the secondary cold front in Case IIA. The shower with the secondary

cold front produced the first measurable surface precipitation amounts of the storm.

Substantial clearing, showers, and some middle -level subsidence followed the sec -

ondary cold front.
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TABLE 6. Detailed winds and advective temperature changes at middle levels in
Case IIA. ADV-values are the 50-mb averages for the three layers between 600
mb and 450 mb

TIME (8 March 1961)

13Z 14Z 1SZ

P D S ADV P D S ADV P D S ADV

601 196 48 602 207 54 598 207 67
587 197 48 0. 41 587 208 54 -0. 14 583 208 69 0. 40
571 197 50 571 207 54 569 208 69
556 198 51 557 207 54 555 208 68
542 199 52 544 206 55 541 208 64
529 198 54 -0. 84 531 207 55 -0. 35 526 206 60 -1. 93
515 197 54 519 207 55 512 203 55
504 195 54 508 206 53 499 199 51
490 191 57 497 204 50 486 195 49
476 188 58 -1. 08 484 200 48 -2. 17 474 191 48 -1. 55
462 187 57 474 196 48 462 189 48
450 188 57 461 192 50 451 189 50

450 191 54

Having examined the structure of this frontal system as it passed Seattle, it

is interesting to investigate its structure as revealed by the surface observations
at the picket ships fourteen hours earlier. Figure 9 shows the three -hourly surface

observations from the three picket ships and the surface analysis coinciding with

frontal passage at the picket ships. The three-hourly observations were obtained
from photostatic copies of the observation log, WBAN liB. The occlusion passage

was just prior to 21Z at SO, OOZ at SP, and 03Z at SQ. There are indications of

a secondary feature just prior to 06Z at SO, 06Z at SP, and 09Z at SQ.

The occlusion had a very pronounced surface structure at this time, but within

fourteen hours the occluded structure was very weak below 800 mb. Figure 8

shows that the occluded front did not appear east of the Rocky Mountains. This

case illustrates rapid frontolysis of an occlusion without destruction of the synoptic

front at upper levels.

The u-field in Case IIIA (Figure 6) indicates a poorly organized, quasi-horizontal

warm frontal zone and undulating u-surfaces in the warm sector. There is a definite

dip in the u-surfaces at the elevated cold front, a feature also present in Case IIB.

The isotherm analysis in Figure B-3 shows clearly a warm peak at the cold front

above 550 mb. Below 550 mb, evaporative cooling resulted in the peak u-values

corresponding to peak mixing ratio values rather than a peak in the thermal field.

The transition zone following the cold front consists of a broad zone of sloping

(in time) u-surfaces with moderate or weak gradients. Within the transition zone

a mixing zone extending to 600 mb is preceded by the primary front and followed by
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the secondary cold 'front, each of which has an associated u o-zone. It is rather

surprising that a frontal system with twenty-six-day continuity on the synoptic

scale and a sharp surface front as it passed the picket ships would have such a

poorly organized transition zone on the mesoscale at Seattle. Apparently the meso-

scale features can change rapidly without disrupting synotpic scale patterns.

4. 3. 2 CASE IIIB

The second frontal system in Case III, and the last system to be presented, is

the most unusual of the set. A cyclone had developed off the coast of Japan on the

front trailing back from Case IIA. The system occluded and the wave portion

propagated out of the parent cyclone discarding its occluded portion. The resulting

open wave traveled rapidly across the Pacific and redeveloped about 600 miles off

the coast of Oregon.
The baroclinic zone with the preceding system, Case IIA, was essentially

split by the circulation of this redeveloping wave (Figures B-13 and B-14). The

structure that formed was described in the preliminary report as an occlusion ex-

tending to 350 mb. The 'occlusion' term was used since the true warm sector re-

mained far to the south. On the other hand, the splitting of the baroclinic field left

a semi-barotropic quasi-warm sector. One may prefer to describe this structure

as an open wave on an 'interpolar ' front above about 700 mb. Figure 10 is the

500-mb chart which shows the structure of the 'occlusion' and the quasi-warm

sector particularly well. Let us now examine the mesoscale structure of this odd

type of frontal system.

The cloud system was deep (to 27, 000 feet) and narrow (nine hours at high

levels and about six hours at middle levels). The surface precipitation was light

(0. 02 in. ) and occurred in measurable amounts only after frontal passage. Clear -

ing with imbedded showers occurred in the cold air but not until a few hours after

cooling had begun. Considerable turbulence (from pilot reports) coincided with the

cooling, suggesting strong convection in the transition zone.

The vertical-motion pattern shows subsidence at middle levels ahead of and

behind the front and strong rising motion centered about the front. Large, intense

cells of ascent were located at high and low elevations and were connected by a

narrow zone with small magnitudes at middle levels. The subsidence at 550 mb

just ahead of the front is associated with strong cold advection. Perhaps this is

the .result of small-scale motions, on a scaler smaller than is used in the cloud

analyses. Subsidence at this point is neither contradicted nor confirmed by either

the relative humidity values (90% for ice, 72% for water) nor the radar echoes,

which cease below this level. The fact that the large ascent rates were accompanied

by such small precipitation rates can be attributed to evaporation in the unusually

dry air at low levels. Pre -frontal ceilings remained above 7000 feet.
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Figure 10. 500-mb Chart, OOZ 10 March 1961.

The u-field is remarkable in this case. A narrow V u-zone does arc down-

ward similar to a warm frontal zone. Notice that the range of u-values is from 93

to 96, the same as the range of the V u-zone associated with the preceding secon-

dary cold front (in Case IIA). While it seems inconceivable that this zone is a

direct continuation or extension of the secondary cold front, it does demonstrate

that this zone is a continuation of the coldest portion of the transition zone in Case

IIA. The warmer portion of the transition zone in Case IIA remained south of

Seattle as is evident from Figure 10.

The double structure of the u-field near the front was established by a careful

analysis of the data. The data are contained in three soundings with consistent

500 -mb heights so this pattern cannot be dismissed as an observational error. It

is interesting to note that a lar ge amount of turbulence was reported by pilots in

the interval between the two downward peaks in u

The following explanation is suggested to account for this'most interesting

double dip in the u-surfaces. As the front at 600 mb advanced ahead of the lower-

level front, a small amount of potential instability was formed in the subsiding air

in the transition zone. This potential instability was subsequently released by the
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ascending air associated with the low-level convergence. Strong mixing followed,

and free and forced convection within the transition zone split this zone. The

forced convection advected the u-surfaces upward forming the upward peak in the

u-surfaces between the dips. This feature corresponds to the pre -frontal cooling

and subsequent warming indicated at many levels in Figure B-3.

This last case is an excellent example of the ability of a u-analysis to clarify

the structure of the atmosphere. The large extent to which mesoscale features can

alter circulations in a storm is also demonstrated. The uniformity of the cold air

masses and the sharpness of the change in slope of the u-surfaces show that these

surfaces are useful indicators of air masses and transition zones. The complexity

of the u-field in the mesoscale demonstrates that a front located with synoptic data

cannot be expected to bound a single mesoscale hyperbaroclinic zone.

4. 4 Similarities Observed Among the Cases

In spite of the fact that these five frontal systems differ greatly in their state of
development and configuration, certain features were observed in more than one

case. Such features, which may possibly be present in many frontal systems, will

now be summarized.

The younger occlusions, Cases I, IIB, and IIIB, have significant but somewhat

divided frontal zones extending nearly vertically to the surface. Case I has some

horizontal u-gradient ahead of the elevated cold front, strong gradients immediately

behind the cold front, and a secondary zone of large gradient farther in the cold air.

Case IIB has a distinct division of the (mesoscale) frontal zone below 650 mb, and

the analysis of Case IIIB contains two closely spaced first-order discontinuities in

the u-field. The older occlusions, Cases IIA and IIA, have a different type of

occluded frontal structure. In these latter cases, the occluded frontal zone is a

quasi-horizontal extension of the warm frontal zone which, upon passage of the ele-

vated cold front, is progressively eroded away without ever reaching the surface.

The cold frontal boundary is much less pronounced in the older systems, but a

broader transition zone with substantial total static energy change is present. The

action of convection in splitting or eroding the frontal zones is implied in the static

energy analyses of'all the cases.

While the vertical-velocity fields in these cases are much more complex than

earlier frontal models implied, they are in reasonable agreement with the observa-
tional study of Sansom2 and the models of Eliassen.4 In these latter models the

axis of zero vertical motion is in the center of the transition zone (rather than along

the frontal surface) with ascent in the warmer (transition) air and descent in the

cooler air. In the case studies ascent is found surrounding the occlusion and in the

transition zone immediately behind the elevated cold fronts. Cases I and LIB and,

to some extent Cases IIA and IIA, have a zone of subsidence extending from higher
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levels behind the cold front down to 600 mb ahead of the front. These observations

support Sansom's conclusion that the katafront feature coincides with rapid occlu-
sion of the cyclone. The magnitudes of these mesoscale vertical motions are gen-

erally larger in the younger occlusions with peak values in excess of 40 cm/sec.

The lowering of the stable,warm frontal region is effective in suppressing the

convection in the cold air preceding the frontal systems in Cases I, LIB, and ILIB.

The warm frontal stable zones generally have a smaller slope than the correspond-

ing cloud and vertical motion fields. This fact, along with observed discrepancies

in the post-frontal clearing and the frontal boundaries, demonstrates than an

accurate knowledge of cloud boundaries will not allow accurate placement of frontal

surfaces and vice versa. The separation of the warm frontal clouds from the

higher level cirrus clouds, and the similar separation of corresponding regions of

ascent, can be seen in Cases I, IIA, IIB and, to a lesser extent, in Case IIA.

This feature may occur more frequently than surface observations would indicate.

5. CERTAIN ASPECTS OF OCCLUSION STRUCTURE

It is the purpose of this section to present conclusions about the maesoscale

structure of occluded frontal systems based upon the limited number of serial

ascent cases and a review of the literature. Only the mesoscale fields of tempera-

ture, static energy, and vertical motions will be considered. Certain limitations,

problems, and capabilities of synoptic analysis will then be discussed in view of

the mesoscale structure of frontal systems, but no major revisions appear to be

necessary in conventional analysis techniques.

5. 1 Mesoscale Structure

5. 1. 1 TEMPERATURE AND STATIC ENERGY

The warm frontal zones, characterized by high static stability, large static-

energy gradients, and a veering of the wind with height, are usually comprised of

multiple mesoscale stable zones. The individual subzones may be the result of

recent classical frontogenesis, the remnants of a former cold front which is return-

ing northward, or the result of subsidence or evaporational cooling. Rarely does

one find a single surface extending from near the ground to the middle troposphere

which continuously (on the mesoscale) bounds the warm edge of a single stable zone.

An analysis of the static energy (or a similarly conservative quantity) field in the

vicinity of these stable zones is very helpful in delineating and interpreting individual

subzones. Figure 11 is a sketch which illustrates the frontal zone terminology

used in this section.
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s 42. OLD OCCLUSION

- LEAFED COLD FRONT

SECONDARY .~ LEAFED WARM FRONT
COLD FRONT .

E RODED
OCCLUDED FRONT

NEW OCCLUSION
SUPERIMPOSED
COLD FRONTAL

SPLIT QUASI - VE RTICAL
FRONTAL OCCLUSION

ZONE

Figure J11. Schematic Diagram to Illustrate Frontal Zone Terminology.
The darker zones are the more intense.

In certain older warm-type occlusions, such as Cases IIA and IIA in Section 4,

the warm frontal zone is broad and has a small time-section slope. Upon passage

of the elevated cold front, this broad stable zone is progressively eroded away and

never extends to the lowest levels. The occluded front in such case is the remnants

of the warm frontal zone and is apparently of limited significance. If sharp features

are present at the surface in such cases, they are likely to be secondary cold fronts,

such as are observed in Cases IIA and to a lesser extent (or in an earlier stage of
development) in Cases I and IIB. The models of Godson and Jacobson (see Section

2. 1) are perhaps as useful as the classical model in representing older occlusions.
Some of the more recently formed and active occlusions (Cases I, LIB, and

IIIB in Section 4) extend nearly vertically to the surface but are rather unstable in

the sense that the frontal zone is often split (see Section 4. 4). In the case studies,

secondary cold fronts and even pre -frontal rain bands were associated with subzones

which were separated from the frontal zones. The squall line presented by Newton4 6

could be the result of a split in the frontal zone associated with a cold front. The
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relative influence of convection and larger scale circulations in splitting these

frontal zones remains to be determined.

Unfortunately the detailed structure of occluded frontal zones can not be de-

termined from synoptic data. Contrary to what Godson8 implies, it is impossible

in most cases to distinguish between a warm-type occlusion which extends to the

surface and a diffuse occluded structure with a secondary cold front on the basis

of synoptic data.

It should also be emphasized that the slope of an occlusion does not depend,

as classical theory states, on the relative coolness of the displaced and the dis-

placing air masses. The slope of an occluded front (with a continuous temperature

field as is nearly always found in nature) is given by the standard equation:8

(dz j _ 8s /B -~ /
\ds/ F ~ B 7 A

Here (dz/ds)F is the frontal slope and the subscripts A and B refer to ahead

of and behind the occlusion respectively. s is the distance normal to - and posi-

tive ahead of - the front. For an occlusion,

.(O T 8T >N

The occlusion slopes toward the more stable (smaller y) surroundings. Neither the

temperature nor the stability of the air masses far from the front has any necessary

connection to the frontal slope. With a front imbedded in a broad baroclinig region

separating air masses, it is particularly unrealistic to use air mass characteris -

tics to deduce frontal slope. Correlations of occlusion slope to air mass types

may or may not be statistically significant when a large sample is used. However,

there is certainly no one -to -one correspondence.

From the relation of occlusion slope to the stabilities on either side of it, one
can see that occlusion slopes can change rapidly in magnitude and /or sign. The

change can occur as air having different stability is drawn into the circulation

ahead of or behind the occlusion or as the vertical motion alters the stability dif -

ference across the occluded front.

The mesoscale thermal and static energy structure of cold fronts appears,

from the case studies in Section 4 and a review of the literature, to vary in both
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intensity and configuration. Contrasting Cases I and LIB with Cases IIA and IIA,

one notices substantial air mass differences in all cases. but in the latter cases

the transition behind the elevated cold front takes place over a relatively broad

and disorganized zone. The intense zones in Cases I and LIB appear to be so

nearly vertical that splitting, such as has occurred in the occluded frontal zones,

could occur in the cold frontal zones in the near future and result in a diffuse

frontal structure.

The work of Danielsen and McClain, 1, Saucier, 48(Figs. 6.l3de), Reed, 1

Sawyer, 17Endlich and McLean, 13and Danielsen4 leaves little doubt that multi -

ple subzones are either leafed together or superimposed (See Figure 11) in the

vicinity of cold fronts as well as warm fronts. The superimposed model of En-

dlich and McLean with a 'jet front' lying above a 'polar front' or the corresponding

situation discussed by McIntyre5 is the natural consequence of the ability of na-

ture to form any number of 'air masses' and 'frontal zones.' A mesoscale analysis

will distinguish the subzones which are combined in a synoptic frontal analysis.

To summarize,; the thermal structure of fronts is characterized by multiple,

narrow hyperbaroclinic zones which form, combine, split, and decay within the

broader baroclinic zones separating relatively barotropic air masses. The dura-

tion of many of the individual subzones may be far less than that of the broad zone

and the synoptic fronts.

5. 1. 2 VERTICA L MOTION

Mesoscale vertical motion patterns have rarely been obtained using even

indirect means. The values computed using the serial ascent data are sufficiently

reliable to depict general patterns, but the magnitudes and cell boundaries can be

deduced only approximately. The patterns are far more complex than the classi-

cal frontal models implied but are in reasonable agreement with the recent models

of Eliassen. 4 7 These models indicate a direct circulation in the frontal zone with

ascent in the warmer portion and descent in the cooler portion of the transition

zone. As Sawyer observed, frontal zones in the free atmosphere have a con-

siderable width so that Eliassen's models imply ascent for some time after pas -

sage of the cold frontal surface.

The warm frontal vertical motions are not found to be well correlated to the

position or orientation of the warm frontal zone. Often a region of subsidence has

been found to separate the ascent and clouds near the warm front from a higher

region of ascent and cirrus extending from around 400 mb to the tropopause (see

Section 4. 4). In these cases no evidence is present to suggest that a second warm

frontal zone is associated with the higher region of ascent and cloudiness.

The occluded fronts in the case studies are consistently surrounded by rising
air. This vertical-motion field may contribute signficantly to the release of
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potential instability and a corresponding splitting of the nearly vertical occluded
frontal zones and the erosion of the quasi-horizontal warm-type occlusions. This

vertical-motion field would also tend to keep the quasi-horizontal surface aloft

and intensify the low-level horizontal air-mass contrast through horizontal con-

vergence. This factor could be significant in the formation of secondary cold fronts.

The vertical motions about the cold fronts vary considerably with the intensity

of the fronts. The more intense elevated cold fronts are followed immediately by

ascending motion. Descent occurs in the colder portion of the transition zone with

comparatively lower magnitudes, but perhaps over larger areas. A zone of sub-

sidence extends from high levels behind the cold front downward and forward to.

about 600 mb ahead of the cold front. This katafront feature varies greatly in

intensity in the cases studied; it is particularly well organized in Case IIB.

These conclusions regarding mesoscale vertical motions are based on limited

data, but the patterns do indicate recurring and very interesting features.

5. 2 Implications df Mesoscale Structures in Synoptic Analysis

Throughout this section it will be assumed that a 'synoptic front' is located

using synoptic data and conventional procedures. 48 The preceding discussion of

mesoscale structure raises the question of the significance of a synoptic analysis

of fronts. Certainly synoptic data do not permit resolution of detailed mesoscale

structures such as those present in Cases IIB and IIIB. The synoptic data can,

however, locate the broader baroclinic zone and approximately locate the principal,

intense hyperbaroclinic subzone.

A realization of the complexity of the mesoscale structure explains much of

the apparent ambiguity as to the height of the frontal surface on a sounding. The

soundings depict the smiall-scale features in the vertical, but the synoptic spacing

of soundings in the horizontal and in time allows resolution of only the larger-scale

features in the latter dimensions. The cloud patterns have been shown by these

case studies, as well as by Sawyer, to be unreliable indicators of frontal position.

The middle -level clouds are best suited to denoted frontal position, but even at

these levels clearing can either precede or follow the front. Further studies may

provide grounds for obtaining accurate frontal positions from cloud data in certain

situations.

At the present time, however, the analyst must smooth out complexities in

the data to obtain a smooth frontal analysis consistent with the synoptic scale of

the observations. The importance of the mesoscale hyperbaroclinic zones can

then be emphasized in a synoptic analysis by a concentration of the isotherms into

a frontal zone on a constant-pressure chart or the corresponding concentration of

potential temperature (or equivalent -potential temperature or static energy) isolines
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into a frontal zone on a cross section. Such a 'de-smoothing' process is justifiable
even if it is unable to accurately portray the mesoscale hyperbaroclinic zones.

This analysis will provide an approximate and smoothed location of the principal

hyperbaroclinic subzones.

There has been neither observational nor theoretical justification presented

in the literature to justify the specification of a fixed number of air masses or

frontal zones in the atmosphere. On the contrary, evidence suggests that the

structure, number, and even the meaningfulness of air masses vary from region

to region and season to season. As discussed extensively by Godson, 7 even the
number of operationally useful frontal zones varies with region and season. The

literature is misleading when distinction is not made between those models de -

signed only to approximate nature as closely as possible and those models which

are formulated in view of the needs and the operational limitations of a particular

weather service.5

A more serious analysis problem arises when the warm frontal structure be -

comes too diffuse to adequately distinguish the point of occlusion - the point be-

yond which a cold front becomes an occluded front. The mesoscale studies suggest

that frontal zones have complex structures on the mesoscale so that fronts based

on synoptic data are necessarily artificial constructions. When a criterion is

established to designate the degree of organization required for the inclusion of a

warm front in the analysis, a corresponding criterion must be arbitrarily estab-

lished to distinguish between a cold front and an occluded front. The criterion

would probably consist of a critical magnitude of either the horizontal thermal or

thickness gradient along the front, An occlusion would have gradients exceeding

the critical value. With such an objective criterion, one would undoubtedly find

the formation of occlusions in the absence of identifiable warm fronts as well as

the conversion of segments of occluded fronts back into cold fronts.

It is obvious that the mesoscale structures inferred from the limited number

of serial ascents need extensive additional investigation. The extent to which

these structures exist in other locations is yet to be established. The full impli-

cations of such mesoscale phenomena will not be realized until many observational
as well as theoretical investigations have been assessed. Many of the preceding

conclusions, however, are based on overwhelming observational evidence gathered

by preceding studies as well as the serial ascent cases.

6. CLOUD AND PRECIPITATION STRUCTURE OF OCCLUSIONS

One of the basic goals of frontal theory has always been to establish the rela-

tionship between frontal location and cloud and precipitation features. Forecasters
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attempt to utilize fronts as coordinates to which the weather can be related so that

upon forecasting frontal movements and developments the future cloud and preci-

pitation features can be deduced. Numerical forecasts of pressure fields from

which future frontal positions can be estimated are reasonably satisfactory. In-

ference of weather even from a given pressure field remains extremely difficult.

Front -weather relationships have recently been investigated using soundings,

aircraft, radar, and satellites. The ability of vertically directed radar to pr-ovide

a convenient time section of the precipitation structure of storms makes it well

suited for front -weather studies. The detailed weather features of the serial

ascent cases have been presented and discussed in earlier sections. It is the

purpose of this section to present the results of a study of many frontal systems

using the continuous radar data but only standard radiosonde observations.

6. 1 Frequency of Occurrence of Common Features

The radar data.were classified both subjectively and objectively and compared

with the relative position of the occluded front to the radar. The radar data from

about thirty of the more clearly defined occlusions were examined to determine

the best precipitation model for the sample. The region around the front was

divided into squares, 100 nautical miles on a side. The data in each block were

then statistically analyzed.

Figure 12 presents the results of the analysis of the radar echo-front rela-

tionship using the APQ-39 vertically -directed radar (1. 87-cm wave length). The

surface occluded front and the peak of the surface warm sector were used as

coordinates. See Table 1 for the definition of the echo classes 1, 2, L, M, etc.

One can see from these results that precipitation echoes of some type are observed
nearly 90% of the time up to 200 miles ahead of occlusions and about 70% of the

time for 150 miles behind the occlusions. Stable echoes are found less than one

third of the time within the region extending from about 200 miles ahead of to about

250 miles behind the occluded front. Semi-convective echoes are fairly common

ahead of the occlusion up to 200 miles north* of the surface warm sector. Beyond

100 miles north of the surface warm sector, these echoes are common behind the

occlusion as well. Convective echoes are relatively scarce except immediately

behind the occlusion just north of the warm sector.

Low echoes were found to be common for 200 miles ahead of the occlusion and
behind the occlusion at some distance from the surface warm sector. Middle echoes

are most common far ahead of the occlusion and least common more than 100 miles

behind the front. High echoes occur generally less than one -third of the time.

* North in this sense means 'along the occlusion away from the warm sector' and
can be interpreted literally only when the occlusion is oriented north-south.



2. 8. I . 27. II. 16. IS. 4.

13. 16. 30 I . 1 7. 17. I I. 2.

.12. 17. 20. 24. I5 . .

2. 9. 3. . 7. I. 8. 4.

(Q)LENGTH OF RECORD (HOURS)

( c) CLASS I (STABLE)

(e ) CLASS 3 ( CONVECTIVE)

( g ) CLASS M ( MIODLE)
Less than 1/3 of the time

Figure 12. Average Relation
The data point spacing is 10

(b) CLASS 0 (NO ECHO)

4. .

5. 5. 6. 6. 5, 4. .

(d ) CL ASS 2 ( SEMI- CONVECTIVE )

(f ) C LASS L ( LOW)

More than 2/3 of the time

of Radar Echoes to Frontal Position.
o nautical miles.

63

$56 6. 6. 6.6

646.66.74.
6. e

6. 4.



64

It can be seen that the classical occlusion-precipitation model is as good as

any model. However, frequencies above 50% in Figure 12 are rare except for the

occurrence of some low and middle echoes [Figure 12 (f, g)] in the vicinity of the

occlusion.
Figure 13 shows clearly the variability of both the frontal slope and the preci-

pitation regimes in a sample of twenty-four occlusions. The frontal analyses were

based primarily on twelve -hourly constant pressure -chart analyses and with twelve -

hourly radiosonde and six-hourly rawinsonde data on the time sections. The

serial ascent cases presented in Chapter IV demonstrate that frontal analyses

based on conventional data are subject to uncertainties. Even after allowance is

made for analysis uncertainties, the tremendous variability in both the frontal con-
figuration and the precipitation regimes in this sample makes the construction of

a 'model' relationship between occlusions and precipitation appear useless.

Upon observing the large variability in the precipitation structure (and also

the cloud structure) of occlusions, an examination was made of each individual

storm to determine' the reasons for its particular cloud and precipitation structure.

Such factors as the source, stage of development, and direction of movement of

the front, as well as topographical effects, were examined to see if the type of

cloud and precipitation structure could be correlated with these factors in addition

to frontal position. These attempts to reduce the variability by subclassifying the

fronts were surprisingly unsuccessful. Fronts with similar histories and tracks

would often have as much difference in cloud and precipitation structure as be -

tween two fronts chosen at random.

These statements are not to be taken as a suggestion that there exists a sort

of randomness in cloud and precipitation structure. On the contrary, most of the

features have a good explanation. The fact is, though, that a number of factors

(not restricted to large scale or topographic factors) contribute significantly to the

cloud and precipitation structure of occlusions. These factors will be discussed

later in this section. Now, however, the probability of observing a particular

cloud and precipitation feature with a single occlusion will be evaluated. This

procedure will demonstrate the significance of cloud and precipitation models.

Figure 14 represents a time section through a typical occlusion divided into

fourteen regions. The number and shapes of the regions were chosen to permit

the most accurate description of the more commonly observed weather features.

Eadh region contains a list of cloud and precipitation features commonly observed
in that region. This scheme permits the principal cloud and precipitation features

of most occlusions to be expressed as a set of features, one for each region.

Table 7 lists the set of features for each of the twenty-four fronts appearing

in Figure 13. The underlined numbers in Figure 14 are the relative frequencies

of the features in this sample with the following exception. Fronts 47, 49, 56, 75,
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TABLE 7. Sets of cloud and precipitation features observed with twenty-four
occlusions. 'I' indicates indeterminable and 'N' -- not in list of common fea-
tures. 'N ' indicates not in list of common features because of pre -system
complexities.

___ ___ __ Region__

F nt 1 2 3 4 5 6 7 8 9 10 11 12 13 14

45 b a a I I a a a a a a I c b
46 I I I I I I b a b a a c a a
47 N*: N* N* N* a a a a a a a c c b
49 N* N* N* N* b a a a a b a b a a
50 b c b I a I a a b a a a a a
51 b b a a b a b a b b b a a a
55 b b a a b a a c a a a I I I
56 N* N* N* N* N* a a a a a a I c b
60 b c b b a c c c I c c b a a
61 b c b a b N a a a b a b c b
63 b c b a b b a c b c c a a a
66 b a a a b b a a a a a c c b
68 b b b a b b a c a a a b c b
69 b a a a b a a c a b a c c b
71 b c c a b I a a I a a c b a
72 b b a b a c c b b b a b b a
75 N* N* N* N* N* N* N* N* a a a b c b
76 b a a N N N c c a b b b b a
78 b c b a b a a a a b a c a a
80 b b a a b c a c a b c c b c
81 b a a b a b c c a b c b a a
82 b b a a b a a a a a a c b a
83 N*: N* N*c N* N*: I a a a a c c b a
86 a c b b a b c c a b c b b a

Totals and percentages excluding the I and N* cases

Region
Class __

1 2 3 4 5 6 7 8 9 10 -11 12 13 14

a # 1 5 10 11 6 9 16 13 17 12 16 3 8 14
% 6 28 56 69 32 47 70 57 77 50 67 14 35 61

b # 17 6 7 4 12 5 2 1 5 10 2 9 7 8
% 94 33 39 25 63 26 9 4 23 42 8 43 30 35

c # 00 7 1 00 00 3 .5 9 00 2 6 9 8 1
% 00 39 6 00 00 16 22 39 00 8 25 43 35 4

N# 0 0 0 1 1 2 0 0 0 0 0 0 0 0
% 0 0 0 6 5 11 0 0 0 0 0 0 0 0

Total 18 18 18 16 19 19 23 23 22 24 24 21 23 23
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and 83 were too close to the preceding front or to a decayed system to allow classi-

fication of the features in regions 1 through 4, or 5, or 7. These cases have been

ignored in the unclassifiable regions. Hence, the underlined numbers in the first

seven regions apply only to that 80% of the occlusions which have no major pre-

frontal complications.

Table 7 and Figure 14 serve two purposes: (1) they provide a summary of the

common cloud and precipitation features observed with occluded frontal systems;

(2) they indicate the approximate frequency of occurrence of such features. Using

the frequencies as probabilities, it is possible to compute the probability of ob-
serving any combination of these features which one may wish to propose as a

'model' of the occlusion cloud and precipitation structure.

The following is a brief description of each of the features entered on Figure

14. These are, for the most part, gross features, determined only after a careful

examination of synoptic charts and soundings to locate the front on the time section.

The radar records, surface observations, and pilot reports were utilized in the

cloud analysis.

1. (a) Extension of (2a)

Convective buildups in (2a) extending to the shield, (4b), before
being suppressed.

(b) Dry

This dry air may have subsided in the past or may currently be
subsiding. The lower boundary of this region is often a subsidence
inversion which, when inclined, has the appearance of a warm
front in the thermal field on either a time section or a constant
pressure chart.

2. (a) Convective

These showers are commonly referred to as cold air mass
showers. The vertical extent of the convection is often progres -
sively suppressed with the approach of either the subsidence
inversion (lb) or the cloud shield (4a).

(b) Semi -st able

The clouds are either altostratus, nimbostratus, or altocumulus
of limited vertical extent.

(c) Clear

Cloudfree and usually rather dry with the possible exception of
a few fair weather cumulus.

3. (a) Extension of (2a) or (2b)
The clouds or showers from region (2) extend into region (3).

(b) Low clouds

Stratus or stratocumulus in the mixing zone often capped by an inver-
sion. If these clouds exceed 7,000 feet, then (3a) is proper classifica-
tion.
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(c) Clear

The air is cloudfree except for fog or scattered fair weather cumulus.

4. (a) Shield

This class includes the classical dirrus-altostratus sequence or a
thickening and lowering cirrus deck. The clouds may be stable or
semi -stable.

(b) Clear

Cloudfree except for some thin cirrus or cirrus filaments.

5. (a) Like (1)

Either an extension of dry air or convective buildups depending on
conditions in (1).

(b) Evaporation

Whenever both the (lb) and (4a) classifications occur, a zone of
evaporating virga with cooling and overturning will separate the two.
If the precipitation from the shield is sufficiently strong, mammata
clouds and 'stalactites' 3 0 will be observed.

6. (a) Like (7a) or (7b)

There is no difference between (7) and at least the lowest third of (6).

(b) Shield -like

A thickening and lowering cirrus deck moves in. It may either be
the first shield in the storm or a separate additional shield depending
on conditions in (4).

(c) Clear

Cloudfree except possibly for some thick cirrus or cirrus filaments.

7. (a) Semi -st able

The cloud forms may be stable or with limited vertical development.
The precipitation is often banded and may be in class '1' or '2' in
the subjective classification scheme (Table 1).

(b) Semi -convective

Showers and/or convective buildups are observed. Echoes will be in
class '2' or '3' and the precipitation rate may be pulsating. There
must be direct evidence of the convection, not just fluctuating
precipitation rates.

(c) Clear

Cloudfree except for fair weather cumulus or scattered stratus.

8. (a) Extension of (7a) or (7b)

If (7a) or (7b) conditions extend into (8), this classification will be
used regardless of the relative humidity. Heavy or moderate surface
precipitation will be considered as such an extension regardless of
the height of the cloud bases.



71

(b) Moist

The air is moist but not just an extension of (7a) or (7 c). This case
includes a moist surface mixing zone separated from (7) by a stable
cap.

(c) Dry

The air is relatively dry and able to evaporate a substantial portion
of the precipitation falling from (7).

9. (a) Cloudy

The region has substantial amounts of either stable or convective
type clouds in a separate layer or continuous with (10).

(b) Clear

Essentially cloudfree but may contain scattered cirrus or some
penetration of clouds from (10).

10. (a) Substantial precipitation*

This classification is designed to include active precipitation pro-
ducing conditions with either free or forced convection.

(b) Slight precipitation

Little precipitation is being produced. Clouds may be either
broken or layered, stable or convective.

(c) Clear

Cloudfree except for fair weather cumulus or scattered stratus.

11. (a), (b), and (c)

Identical to (8a), (8b), and (8c) except relative to (10) rather than (7).

12. (a) Extension of (13a)

Convective buildups immediately behind the cold front extend into
this region.

(b) Cloudy

This classification is exclusive of (13a) but does include two different
cases: the continuation of pre -frontal conditions (9a) and the advec -
tion of cirrus from convective buildups upwind. These two cases are
difficult to distinguish with the present data.

(c) Clear

Cloudfree except for scattered cirrus.

13. (a) Convection

Convective buildups closely following the cold front.

* The extent of precipitation, that is, the selection of (l0a) or (l0b), is based on
radar echo amounts rather than surface precipitation rates.
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(b) Semi-stable

Either stable or semi-stable precipitation and/or cloudiness behind
the cold front. These conditions may either be a continuation of
conditions in (10) or they may have begun just behind the cold front.

(c) Clear

Cloudfree except for fair weather cumulus or scattered stratus.

14. (a) Extension of (13a)

If the convection in (13) extends into (14) in the formn of either rain
showers at the surface or bases of the convective buildups below
4, 000 feet, this classification will apply.

(b) Low clouds

These clouds must be separate from the middle or higher clouds
but may extend to 8, 000 feet. This classification is intended to
include situations where clouds lie beneath a middle level dry or
subsidence zone.

(c) Clear

Cloudfree except for fog or fair weather cumulus.

The frequency of occurrence of many of these features can be expected to vary
with season and in different climates. For instance, the ratio of pre -frontal to

post -frontal cloudiness will be much larger in winter than summer in Seattle;

and conditions in the lowest regions, (3), (8), (11), and (14), will be different in

maritime than in continental climates. The frequency values themselves are

based on a limited sample and are somewhat uncertain. It is believed, however,

that the principal implications of Figure 14 are independent of the exact values

of these frequencies.

Consider the probability of a frontal system having a particular set of features.

The following probability notation will be used. If A and B are events: (A)(B)

means A and B both occur, (A B) means A and/or B occur, p(A) means

the probability of event A occurring, and p(A)B means the probability of A

given that event B has occurred. The correlated probabilities, p(A)B will be

estimated from Table 7 in the following examples.* These examples will vary

in the extent to which a particular structure is specified. Remember that these

probabilities apply only to occlusions with no pre-system complexities. The

probabilities listed are higher than if one were to consider an arbitrary occlusion.

Example I - a broadly defined structure.

I =(lb) (2a + 2c) (4a) (7a) (10a + l0b) (13c).

p(A) =p(lb) = 0. 94;

*Recall that: p(A)(B) = p(A) p(B)A
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p(B) p(A) p(2a + 2c)A = 0. 94(0. 67);

p(C) p(B) p(4 a)B = 0. 63 (0. 73);

p(D) p(C) p(7 a)C = 0. 46 (0. 91);

p(E) p(D) p(10a + l0b)D = 0. 42 (0. 94);

p(F) p(E) p(l 3 c)E = 0. 39 (0. 35).

.. p(I) =p(F) = 0. 138 ,

or about 14% of the occlusions without pre -frontal complexities have the features

defined by I.

Example II - a warm-type occlusion structure as described by Bergeroni

supposedly common on the west coast of continents in winter.

II (lb) (2a + 2c) (4a) (6c) (7a) (9b) (10a+ l0b) (13c) (14b + 14c).

p(II) = (0. 94) (0. 67) (0. 73) (0. 16) (0. 91) (0. 23) (0. 94) (0. 35) (1. 00) = 0. 00508.

Therefore the frequency of this structure is about 0. 5%. Evidently the occlusions
in Table 7 tend to have much more upper level cloudiness than was specified by

Bergeron4 for a warm-type occlusion.

Example III - the most probable structure with a feature specified in each

region.

III (lb) (2c) (3b) (4a) (Sb) (6a) (7a) (8a) (9a)(10a) (lla) (12b or 12c) (13c) (14b).

p(III) = (0.94)(0.39)(0.86)(0. 94)(l.00)(0.47)(0.80)(0.69)(0.89)(0.66)(0.89)(0. 43)

(0. 35)(l. 00) = 0. 00607.

About 0. 6% of occlusions without pre -frontal complexities have the most probable

cloud and precipitation structure with a feature specified in each region.

Figure 15 illustrates the conditions specified in each of the three cases. The

examples demonstrate that, while some features commonly occur and the correla-

tions between many of the features are good, any very specific model of occlusion
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cloud and precipitation features is seldom observed in nature. On the basis of this

study the 'model' presented in Example III is the most probable set of cloud and

precipitation features and can be expected once in every 165 cases. One is forced

to conclude that such a model represents neither a probable nor a common struc -

ture but only an example illustrating possible features. One must examine the

factors which influence the occurrence of the individual features in the cloud and

precipitation structure of occlusions. By considering the pertinent factors in

each case, one may formulate the set of features to be expected in a particular

case. This study lends support to the concern expressed by Sutcliffe5 that the use

(or misuse) of models can lead a forecaster to jump to unwarranted conclusions

without properly using the available data.

The cloud and precipitation models presented to date2,2,2 provide excellent

examples of what nature can do. These models should be treated as examples, and

the factors important in these examples should be studied. Models based on the

averaged conditions may be invaluable in studies which deal with mean conditions.

However, these models are taught to pilots as conditions to be expected in frontal

regions, and a knowledge of such 'expected conditions ' is required for the issuance

of pilot licenses by the Federal Aviation Administration. The fact that the expec -

tancy of such models may be less than 20% and for very specific models, less than

1%, is not mentioned. The preponderance in meteorological literature of models

of averages avoids the difficulties and complexities involved in the specification of

variability, but it can be extremely misleading.

6. 2 Processes and Factors Important in Determining
Cloud and Precipitation Features

This study has shown that a large variety exists in the cloud and precipitation

structure of occlusions, and suggests that a number of factors have an important

influence on weather patterns. Also, the extent of the influence of a particular

factor can be expected to vary from storm to storm. It is the purpose of this sec-

tion to review the factors and processes which are important in determining the

cloud and precipitation structure of occlusions. This discussion pertains only

to the meso- and synoptic-scales of processes and weather features.

The primary factors which determine cloud formation are the initial moisture

content and subsequent vertical displacements. In addition, horizontal advection

and its variation with height greatly influence the cloud and precipitation patterns

of storms by advection and deformation. 51Precipitation formation is largely

dependent upon the sustained ascent of saturated air while the rate of condensa-

tion also depends upon the vertical lapse rate of saturated mixing ratio and,

hence, temperature.
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The large -scale flow includes small but often sustained vertical motions.

Large -scale motions are also important in establishing conditions which lead to

clouds and precipitation on a variety of scales. For instance, potential instability

may be formed and released by the action of synoptic-scale motions, but circula-

tions on the mesoscale determine the form and size of the resulting clouds and

the rate of precipitation. Also, the action of one synoptic feature in establishing

the moisture and stability field of air entering the circulation of another synoptic

feature has been found in this study to be very important in determining the weather

in the downwind system.

Large-scale vertical motions have received considerable attention in recent

years. Sutcliffe2 developed expressions which reveal relations between the

thermal and vertical-motion fields in a simple large -scale model. Numerical

techniques, based on a more elaborate model, are used routinely to produce anal-

yses and forecasts of large -scale vertical motions in the middle troposphere.

However, the patterns of even large -scale vertical motion are neither constant

with heights nor are they uniquely related to frontal position.

Clouds and precipitation are substantially influenced by mesoscale circulations

imbedded in synoptic patterns. A mesoscale cell or line structure can dominate

the weather within a limited portion of an occluded cyclone. In particular, it was

found that remnants of fronts and cyclones greatly influence the cloud field long

after they become indistinct on the synoptic -scale.

Topography can influence clouds and precipitation in many and complex ways.

Mountain waves, stationary and non-stationary, and the convergence or divergence

induced by flow up and down valleys can produce clearing or cloudiness and in-

stability. By inducing ageostrophic motions and differential advection of cold or
dry air over warm or moist air, mountain barriers can lead to the release of

instability. Once instability is released, the resulting circulation and vorticity

production can, in themselves, induce additional convection -(Ref. 54 , p. 154).

This study, in a region of complex topography and using mainly single -station

data, is poorly suited to evaluate this most complex factor.

After reviewing only the more important factors and processes that influence

the weather, the observed variety in the cloud and precipitation structure of occlu-
sions becomes understandable. To understand observed weather features or to

predict future conditions it is necessary to first consider: (1) the initial condition

of the air within and entering the cyclone, (2) the large-scale horizontal and verti-

cal motions, (3) the embedded mesoscale structures and (4) the effects of topography.

A specific 'model' weather sequence requires a specific combination of pro-

ducing factors. Any very explicit model will be observed only rarely and the impor -

tance of deviations from the model will depend upon the problem being treated. A

general model may suffice for general treatments but when concerned with a particular

storm, such as in short-term forecasting, any general model is of very limited value.
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7. SUMMARY AND CONCLUSIONS

7. 1 Usefulness of Techniques

The APQ-39 vertically-directed radar at a wavelength of 1. 87 cm provides

a continuous T HI (time -versus -height) record of the precipitation structure. Few,

if any, non-precipitating clouds are detected. Whenever cirrus is observed, it

is believed that significant amounts of precipitating crystals are present. The

THI data very conveniently depict the major precipitation features of storms.

The compactness of the data allows many systems to be examined subjectively to

determine the similarities and differences in their precipitation structures.

The vertic ally -dir ecte d r adar, even with short -interval radiosonde as cents,

is inadequate for studying the microscale physics of precipitation. Additional

tools, such as RHI-radar to determine horizontal advection effects and doppler

radar to determine precipitation fall velocities, are necessary to observe ade-

quately the complex cloud and precipitation growth mechanisms.

The radiosonde serial-ascent program provided information on the mesoscale

structure of fronts. These data establish the fact that the mesoscale structures

are too complex to be inferred from the conventional radiosonde network. A single

time section will not reveal the spatial structure of a frontal system such as could

be determined from simultaneous serial ascents from several stations. The data

obtained only indicate some of the types of possible mesoscale features which are
located in frontal regions, but these features have important implications in

frontal theory and synoptic frontal analysis.

The single -station vertical -velocity computations are necessarily rather

laborious, but they are well worth the effort. The simplifications which are re -

1uired do not destroy the usefulness of the method. Significant vertical-motion

patterns can be determined which are very valuable in view of the limited avail-

ability of such information. The sensitivity of the equations necessitates several

precautions. The most suitable averaging techniques must be used, and the com-

putational errors must be eliminated by use of electronic computers. The uncer -

tainties of each vertical velocity should be computed to allow proper weighting to

be given each value in the analysis of the field and to indicate the confidence which

can be placed in the resulting patterns. The acceleration term arising from

vertical displacements in a shearing fluid should be retained even if only by an

approximate technique. This latter factor can be very important, and one should

determine those regions in which it is important.

The static energy (u- gz + cPd + L0m) was found to be very useful in inter-

preting the serial-ascent data and in qualitatively evaluating the effects of mixing

in frontal regions. The static-energy field depicts the stability and potential
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instability distribution, regions of large baroclinity or horizontal moisture gra-

dients, and regions in which mixing is likely to be important in frontolysis or

frontogenesis. For studies dealing with mesoscale structures and pseudo-

adiabatic, as well as mixing processes, the static energy function is an impor -

tant interpretation aid.

7. 2 Structure of Occlusions

The serial-ascent case studies provided information on the mesoscale thermal,

static-energy, and vertical-motion fields in a limited number of front al systems.

This information, along with the results of previous investigations as reported in

the literature, provides the basis for conclusions on certain maesoscale aspects of

frontal structure. These mesoscale features have important implications in the

interpretation and use of synoptic analyses but do not suggest radical changes in

conventional analysis techniques. The second phase of the study utilizes the radar

records from a large number of occlusions for which only synoptic soundings are
available. The frequency of occurrence of certain cloud and precipitation features

in occlusions has been determined for a reasonably large sample (twenty-four

cases) of relatively unambiguous occlusions. The frequencies demonstrate the

weaknesses of dealing with average models and the importance of studying individual

features and their frequency of occurrence.

7. 2. 1 MESOSCALE STRUCTURE

Mesoscale analyses of frontal zones indicate that they are normally comprised

of multiple subzones* of intense baroclinity or static stability. The subzones are

either leafed together or separated by narrow, more homogeneous or barotropic
layers. The warm frontal zones are particularly laminated. A warm front,

placed at the warm edge of the transition zone, rarely bounds the same mesoscale

subzone at both low and middle levels. The static energy function has been used

to aid in the interpretation of the mesoscale subzones.

The limited number of serial ascent cases indicates two different types of

occluded frontal structures. The newly occluded systems have distinct occluded
fronts extending nearly vertically to the surface. These vertical frontal zones

have little static stability. The occluded structure in the older systems represents

a quasi-horizontal extension of the warm frontal stable zone. Upon passage of the

elevated cold front, the warm frontal zone is continually eroded away without ever

reaching the lowest levels. Abrupt changes at the surface in these cases occur

only with passage of a secondary cold front.

*Figure 11 illustrates the meaning of the frontal zone terminology used herein.
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The relation of frontal slope to the static stability on either side of the occluded
front has two important implications. The slope of the occlusion is not necessarily

related to the relative coolness of the preceding and following air masses, parti -

cularly where pre - or post -frontal secondary features are present. One can also

see that frontal slope can change rapidly under the influence of stability advections,

particularly in the lowest layers.

The elevated cold fronts in occluded systems vary both in intensity and in the

configuration of the leafed or multiple-layered mesoscale structure. A case with

a rather broad and disorganized cold frontal zone was found to maintain synoptic

continuity for a period of twenty-six days. This fact suggests that the synoptic

structure, rather than the mesoscale details, is responsible for the long-term

continuity (on the synoptic scale) of frontal systems.

The steep occluded and cold frontal zones appear to be susceptible to division

into minor subzones or diffusion into broad transition zones. In cases in which

intense subzones are separated from the principle frontal zones, the separated

subzones may produce pre -frontal rain bands, s quall lines, post-frontal rain

bands, or secondary cold fronts. Of the mechanisms which are capable of dividing

steep frontal zones, convective mixing associated with the release of potential

instability appears to be of significant importance.

The mesoscale vertical motions in the serial-ascent cases are much more

varied, complex, and less well correlated to frontal position than the classical

models imply. The observations are more nearly comparable to the recent models

of Eliassen4 which indicate a direct circulation withinthe frontal zone. Rising

motion continues after passage of the cold front in the warmer portion of the

transition zone.

A region of subsidence is shown in several cases to separate the warm frontal

cloud shield from a higher region of ascent and cirrus above 400 mb. A subsidence

region is also found in several cases to extend from high levels behind the cold

front forward and downward to about 600 mb ahead of the cold front.

The occluded fronts in the case studies are invariably surrounded by ascending

air. This vertical-motion field can prevent a quasi-horizontal warm-type occlusion
from intersecting the surface and can be influential in releasing potential instability

near the occlusion. The convection can divide the frontal zone into separate minor

zones or erode and destroy a luasi -horizontal stable zone such as is found in older
occlusions.

7. 2.2 IMPLICATIONS OF T HE MESOSCA LE STRUCT URES IN
SYNOPTIC ANALYSIS

The complexities in the mesoscale structures raise the question of the signi-

ficance of synoptic frontal analysis using conventional techniques. The synoptic
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data are unable to resolve the mesoscale details, but these details do complicate

the interpretation of observations such as individual soundings. Sounding data must

be smoothed in the vertical to correspond with the horizontal and temporal smooth-

ing necessitated by the spacing of synoptic soundings.

The principal features in the mesoscale field can be approximately located by

the somewhat arbitrary but useful technique of 'de-smoothing' the data to emphasize

the baroclinity in specific zones. The 'de -smoothed' analysis, obtained by con-

centrating the baroclinity in certain regions, does not accurately depict the meso-

scale hyperbaroclinic zones, since such features cannot be resolved with synoptic

data.

Since a synoptic frontal analysis is a somewhat artificial construction or sim-

plified model, certain analysis problems must be treated in an arbitrary manner.

For instance, in the absence of an 'identifiable' warm front, the analyst must

establish a criterion for determining the point of occlusion - the point beyond which

a cold front becomes an occluded front. There is no physical reason to rule out
either the formation of an occlusion in the absence of an identifiable warm front

nor the conversion of a portion of an occlusion back into a cold front. The number

of air masses or fronts in the atmosphere varies with season and region. The

specification of a fixed number of synoptic fronts between the tropics and the poles

is an operational decision, to which nature is not bound.

7. 2.3 FREQUENCY OF CLOUD AND PRECIPITATION FEATURES

The relations between: (1) frontal position, structure, and intensity and (2)

clouds and precipitation are of fundamental importance in the application of frontal

concepts. This study has utilized THI-radar records from twenty-four relatively

unambiguous occlusions selected from about one hundred frontal systems to examine

the front-weather relationships in occluded cyclones. The results are conclusive

but disappointing in that consistent relationships were found 'to be lacking. A large

variation was observed in cloud and precipitation feature s both within a single storm

and between occlusions with similar synoptic features. This variability was not

greatly reduced by grouping into classes of storms with similar histories or at

similar stages of development.

The classical models of weather in the vicinity of fronts as well as the more

recent radar and satellite models 21appear to be as good as can be formulated

on a general basis. If one were to take the average of many cases, these models

would be verified. It is extremely important to emphasize, however, that the

probability of a particular occlusion having the classical cloud and precipitation

structure is very small. The more specific and detailed the model is, the less

frequently it will be observed. Computations based on our observations show that

even for a broadly defined model the expected frequency is 14%. For a model
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specifying conditions fairly explicitly throughout a cross section of the occlusion,
the most probable model will occur in only 0. 6%/ of the cases.

The only realistic uses of model relations appear to be: (1) when dealing with

the average of many storms, such as in climatological studies or (2) as examples

of conditions which occur in nature. Examples showing results of nature's mech-

anisms are certainly useful, but a particular example, even if it is the most fre-

quent example, cannot be presented as a common situation if it has a frequency of

only a few percent. When forced to deal with a particular occlusion, the forecaster

or forecast user (such as a pilot) should not assume a model (but rarely found)

structure from which deviations are to be predicted on the basis of current obser-
vations. The more logical approach is to examine the factors which contribute

significantly to the cloud and precipitation features in each section of the storm.

Once the data relevant to each factor have been examined, the most probable con-

ditions within the particular storm can be determined.

7. 2.4 PROCESSES AND FACTORS IMPORTANT IN DETERMINING
CLOUD AND PRECIPITATION FEATURES

The long wave patterns influence the displacement of the synoptic -scale systems

but contribute only a minor component to the vertical-motion field. The synoptic

features surrounding an occluded cyclone prepare the initial conditions of moisture,

stability, and baroclinity of the air entering the circulation of the cyclone. The

patterns downstream from the occlusion are responsible for the preservation or

destruction of the cloudiness produced in the cyclone. The initial moisture and

stability structure of air entering the cyclonic flow is very influential in deter-

mining the cloud and precipitation structure of the occlusion and contributes greatly

to its variability.

The baroclinic structure of the cyclone, through the thermal wind relation

and Sutcliffe's principles, is largely responsible for the synoptic-scale vertical-

motion field. These vertical motions contribute to the formation of clouds, and

the horizontal advections distribute the clouds. Small-magnitude, large-scale

vertical motions are also important in altering the stability field and in releasing

potential instability. Precipitation at moderate or heavy rates is dependent upon

the higher -magnitude mesoscale vertical motions which the synoptic patterns in-

fluence only indirectly.

Clouds and precipitation are greatly influenced by circulations and structures

not directly detectable from synoptic observations. Fronts or circulations, either

too young or too old and diffuse to be detected in a synoptic analysis, can dominate

the cloud and precipitation fields in their area. Cells and lines of clouds and pre-

cipitation exist on the mesoscale and propagate somewhat independently of the
. . 55

synoptic scale motions.



82

The influence of topography on cloud and precipitation formation varies from

region to region but is extremely important in all land areas. The influence ex-

erted by topography depends upon the direction, speed, and vertical shear of the

flow as well as the stability and moisture structure of the air.

The following factors contribute to the variability of the cloud and precipitation

structure of occlusions: the effects of mesoscale circulations, topography, and the

moisture and stability structure of the air entering the circulation. The life cycle

of the occlusion itself will alter, in time, the weather associated with the cyclone.

The importance of such a variety of variable factors eliminates hope of a simple,

accurate, and general description of the relation of clouds and precipitation to

occlusions.

7. 3 Suggestions for Further Research

The results of this study suggest that the general structure of fronts and the

associated weather can be formulated only as a framework to which a variety of

features can be attached. Models of the particular features need both observational
and theoretical investigation to reveal the influence of individual and combined

factors. Rather than studying the average structure, the variety and variability

of the ways in which nature combines the features should be examined. The success -

ful treatment of such complex systems requires the correlation of the features,

on a physical basis, to factors which are more easily observed.

A study of variability requires the collection of a large sample. A large sam-

ple of storms can be adequately analyzed and compared only by automated and,

at least, semi-objective means. The development of objective analyses is im-

portant, for they insure a certain degree of internal consistency and allow large
samples to be examined statistically.

The complexity of the structures and the difficulty in observing certain impor -

tant parameters, such as vertical motions, require the greatest possible combina-

tion of observational data including radar and satellite data. The horizontal spacing

of soundings which determine the synoptic structure needs six-hourly spacing to

maintain adequate continuity for research purposes. Prolonged periods of six-

hourly soundings will be extremely useful once researchers are able to reduce the

data efficiently.

The mesoscale structure, particularly in the vicinity of frontal systems, must

be investigated for a large number of cases. Data from a closely spaced (0030

miles) network of stations releasing radiosondes at hourly intervals would determine

the mesoscale thermal, motion, and even vertical-motion patterns. Knowing

horizontal gradients, the thermodynamic vertical-motion equation can be solved

with accuracy and confidence. Such a program would require electronic data
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reduction but would present no serious difficulties. Use of the static energy func-

tion as a conservative quantity appears to be very valuable in dealing with preci-

pitating systems.

The successful reproduction of physical processes by numerical experiments

provides an effective means of evaluating the effects of certain variables upon

subsequent motion. For instance, if one could adequately represent the motion,

moisture, and stability fields in a numerical model, the interactions of these fields

with various topographic features could be examined. A particular question which

deserves attention is what effect do large-scale vertical motions acting on irregular

moisture and stability fields have upon the subsequent mesoscale circulations.

No major obstacles remain to the study of frontal structures and processes.

Instrumentation, with aircraft, radar, and satellites, has advanced to the point

where adequate observations are possible on both the meso- and synoptic -scales.

Humidity measurements are the weakest link in observational capabilities. The

complexity and variability of conditions in frontal regions require the assimilation

of a tremendous amount of data, but electronic devices make proper data processing

possible. Current advances in the numerical treatment of non-linear partial

differential equations allow theoretical models to be examined and numerical experi-

ments to be performed. We are now in a position to treat the complex but impor -

tant problems related to frontal structures and processes in a realistic manner.
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Appendix A

VERTICAL VELOCITIES COMPUTED FROM SINGLE-STATION DATA

A variation of the 'adiabatic method' of computing vertical velocities has been

used with some success in computing large-scale vertical motions using radiosonde

data from a single station. The serial-ascent radiosonde data used in this study

represent single-station observations on the mesoscale. In this appendix the re-

libaility of the mesoscale vertical motions computed by applying the single -station

method to the serial-ascent data will be examined and the appropriate equations

will be developed for both the vertical velocities and their uncertainties.

If the adiabatic (or pseudo-adiabatic) temperature change, d T A ,is separated

from the diabatic change, d T ID , then

dz ~ dt D ot z W z

w can be expressed exactly by the equation

\ / V/ z dt(A)

w ~r - Y (
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where

S - dT _

The serial-ascent data provide measurements of the local temperature change,

8T/tand the lapse rate, 'y . The thermal wind relation allows the advective

temperature change, - V . izT , to be estimated from the hodograph. I' is the

adiabatic or, if appropriate, the pseudo-adiabatic lapse rate.

In practice (dT /dt)D is ignored, introducing a negligible error except in

cases of strong evaporative cooling. The vertical-velocity equation becomes un-

reliable for very small values of the denominator, F - y , and becomes indeter -

minate when F equals 'y . After examining the implications of using the thermal

wind relation to compute the advective temperature change from the hodograph, the

questions of reliability and diabatically induced errors will be examined in detail.

1. Evaluation of the Advective Temperature Change

Differentiation with height of the equation of motion will give the complete

thermal wind equation and a means of estimating the advective temperature change,

- V - zT , from the hodograph. An eddy viscosity or 'friction' term will be re -

tained to show its form but will be dropped in the computations since it cannot be

evaluated with sufficient accuracy.

The differentiated form of the horizontal equation of motion is

3 zydt )+ fk X =z -g -(z z) + -zLaz Km (A-2)

where Km is the eddy diffusivity of momentum. Since for an ideal gas

8 +ap_8 - zT D T - -
Nz- p~ z ) = Oz 8 p p z) = ,T + Tg 8 z Vg X ki, (A-3)

the following expression is obtained for the advective temperature change:

ggdH - -+ O2z)--z g H\8z dt + a z ) g H 8z 2 Km a

g az VH gk
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In natural coordinates, n

dt = n d# ; d n = - t d' ;

dt dtdt n Dt O

From the n component of the equation of motion,

v +Ffik X (V- -' *n = n -- Km OVH

Hence,

H Oz dt 7 8z kH dtj 8z

= V 8(d' + fV2 ~

dt

2)

8~p-~ 8/ OV
I K

Oz m Oz

and

fVYH X zH = I ak -lV2 8- 4

The advective temperature change can now be written as

ZFv~k(dv~ 28P ( ___

z I II-V.VT= g[8z\-~) -fV g + g Yz H g

(A -5)

g t- 82 K az+ n- z 8z Km z /j

The last term in the above expression represents the effect of eddy stresses

in causing the true wind shear to differ from the geostrophic thermal wind. This

effect can be expected to be largest near the surface but can be found wherever
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KmV H /8Z varies with height. Uncertainties as to the Km (z) -relation and in -

accuracies in measuring the higher order derivatives in the velocity make com-

puted values of this term meaningless. In the remainder of this study, the fric -

tional or eddy stress effects will be included qualitatively only. *

Neglecting only friction and the negligible differences between V - V T and
p

V - Vz T , namely H 8 V X Ik , the advective temper ature change becomes

-~ -+ fTV 2  81(V-Vg\ TV 8 /dV\~(A6
- V-VzT = - g E v2) +- g azit A6

This equation expresses the effect which the variation of ageostrophic wind with

height has on the computation of advective temperature changes. This effect is

TV 8 /dV\ __contained in the term - -zd and the factor g2

The factor, 2 ,cannot be computed for the serial-ascent cases and will

be assumed to be unity with deviations in magnitude considered qualitatively. During

gradient flow this assumption will result in the overestimation (underestimation) of

the advective temperature change in a trough (ridge). Under supergeostrophic

decelerating flow, the advective temperature change will also be overestimated.

For subgeostrophic, accelerating flow, which is often encountered ahead of a front
atlo-lves V (V V)V 1isstsfcoy

at low levels, V - ~V V2 and the assumption that gV.V/ s aifcoy
gg

While the effect in Equation (A -6) of the vertical gradient of the speed accel-

eration cannot be computed exactly from the serial-ascent data, it can be closely

approximated by ACC , where

TV 8 I'8V\ TV 8 ldV(A)
A CC = - w ~ - d .(A-7

The horizontal advection and local-change terms which are neglected are usually

negligibly small and are probably negatively correlated. The retained term, ACC,

can be significant in nature and its retention will prevent the computation of fic -

titiously large values of 8w /8z.

With the above approximations in the acceleration factor and term, Equation

(A -6) be comes

*It may be possible to use Equations (A-l) and (A-5) to evaluate Km(z) under
ideal conditions, with very accurate wind observations, and with an independent
evaluation of the vertical velocity.
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- V -vzT fTV- ~ + ACC . (A -8)

To obtain this equation, friction and the minor difference between V Vz T and
TV 8 V -z

V 9T as well as the term TV 8(Y+ V -. V have been neglected and
pg Dz Dt z

+ 2
(V -V ) / V has been taken to be unity. Of these approximations only the neglect

g
of friction appears to be significant. The further neglect of ACC gives the usual

approximation to the advective temperature change, namely

fT2
ADV- fT~8 - V*-VT. (A -9)

g Oz z

This latter equation follows directly from Equation (A -6) if the variation of the

ageostrophic wind with height is assumed to be zero.

2. Computation of the Vertical Velocities

The vertical velocities are obtained primarily from the equation

8+ ADV
w -= z (A-1b)

which is obtained from Equation (A -l) and Equation (A -9) by omission of the diabatic

temperature change, (dT / dt)D . Since ACC involves the vertical derivative

of w and of the wind shear, a differential equation must be solved if ACC is to

be retained. The resulting differential equation is unsatisfactory because obser -

vational errors will introduce progressively larger errors as one integrates further
from the boundary condition. To circumvent this difficulty, a first approximation

to the w-profile is obtained from Equation (A -1). Using this approximate solution

to provide frequent boundary conditions, one can integrate the more complete equa-

tion through short thicknesses to see if the first approximations are consistent

with the more complete solution. In this manner, the ACC term provides a con-
sistency check on the approximation, Equation (A-1b). This procedure will be dis-

cussed in detail later in this section.

The principal input for the w-computations using Equation (A-1b) is the tem-

perature, adiabatic lapse rate, moist adiabatic lapse rate, and the approximate

temperature advection, ADV . The input quantities are 50 -mb averages computed
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by the IBM 709 from radiosonde data at particular levels." The vertical aver -

aging serves three important functions: (1) it is consistent with computation of

vertical derivatives using finite differences over 50-mb layers; (2) it limits the

amount of input and output data to seventeen levels; (3) the data are arranged by

constant pressure levels, allowing the local-temperature change in Equation

(A- 10) to be easily computed. The local-temperature change is obtained by

using the three -point finite difference equation,

aT T+ -to to - t _+T0 -l _ +1 0 tAll

0 t+1 - 0 +1 -l 0 -l +1 -li( -1

The subscripts, 0, -1, and +1 refer to the central, preceding, and subsequent

soundings, respectively.

The vertical velocity is computed using both the dry and moist adiabatic lapse
rates for r , giving values of wDRY and w SAT ,respectively. wSAT is
selected by the computer as being appropriate only if three conditions are met:

(1) the relative humidity with respect to ice is at least 90%; (2) the lapse rate, y,
is absolutely stable; (3) wSAT is positive. Unless these conditions are met,

wDRY is deemed appropriate. If condition (1) is met, but either (2) or (3) fails,

a note to that effect is listed by the computer on the output sheet.

The next step in the computation is the determination of the reliability of each

vertical-velocity computation and a re -evaluation of the unreliable values. The

formulae used to determine the uncertainty in the vertical velocity will be developed

in -a final section of this appendix. If the computed uncertainty is found to exceed

both 3 cm/sec and the magnitude of the velocity itself, this vertical velocity is

deemed unreliable. A new value is computed by vertical interpolation between the

nearest reliable vertical velocities. Assuming independence in the uncertainties

of the values between which the interpolation is made, a new uncertainty is com-

puted for the interpolated vertical velocity. If the lowest (1000-950 mb) or the

highest (200 -150 mb) layer is found to have an unreliable vertical velocity, the

value is set to zero, and the uncertainty is assigned to 3 cm/sec. Whenever the

vertical velocity is determined by vertical interpolation or set to zero, a note to

that effect is entered by the IBM 709 on the output.
At this stage, vertical velocities of reasonable reliability have been computed

for each 50-mb layer of each sounding. The values are next averaged horizontally

using the three -point running-mean equation,

__ w0 +w t0 -t_ w_ + w t1 -t 0  (-2
t - l +_ 2 ti -t _

* For the serial ascent cases these levels were at intervals of 30-seconds for
soundings taken at UW and 1-minute for the SEA soundings
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The subscripts 0 ,-1, 1 refer to the central, previous, and subsequent soundings.

The uncertainty of these averaged vertical velocities is computed assuming inde -

pendence of the uncertainties in w 0 , w 1 , and w

A 'quality' is then assigned to each of the averaged vertical velocities depend-

ing upon its reliability. The criteria selected are:

Good: 6w < w/2

Fair: w/2 < 6w< wv

Close: w < 6w<;3 cm/sec

Bad: 6w >w and 6 w> 3cm/sec.

By printing the quality beside the vertical velocity, one can easily scan the output

and determine the reliability of the values.

3. Treatment of the Acceleration Term, ACC

To this point the acceleration term in the advective temperature change equa-

tion (A -8) has been ne gle cted. Combining E quations (A -l) and (A -8) , we have

_T TVD ( { V

w- = ot+A gV+ z \w ) . (A- 13)

Defining

ON = - 8T+ ADV ; S r - ;C TV7 ,(A-14)

we have the differential equation

C dw
8z + dz = 0 . (A -15)

(Ca -S s)w + ON

By integrating over 50 -mb layers while using the mean values of the coefficients as

constants, we have

w lU = w0 exp aU) +pU [exp (cU - l1 , (A-16)
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and

W iD =W 2 exp (&U) + U Lexp (-&D) - ii(A-17)

where

- c z > - ON

av 8 2 ,(A-18)
C2 S

and L z is the thickness of the 50 -mb layer. The subscripts U and D on oi and

#3 indicate that these constants are the appropriate averages for the integration up

to (U) level '1' from level '0' or down to (D) level '1' from level '2' . The

boundary conditions, w0 and w1 are taken to be the mean vertical velocities

from Equation (A-12).

The previous paragraph indicates how one can use the values of w computed

without the acceleration term as boundary conditions for integrations of the more

complete expression over 50-mb thicknesses upward and downward. If the accel-

eration term has a negligible effect, the integrated values will be consistent with

the initial values, that is, (w lU + wlD) / 2 , will be nearly equal to w
from Equation (A -12). If inconsistencies are present, a second approximation,

w lU + wD + 2 w
wi , can be computed. These new values can be used as

boundary conditions in another set of integrations, making a further check of con-

sistency.

The computer performed such successive integrations through ten cycles.

When the coefficients ca and /3 were first computed, tests were made to prevent

the use of unreasonable values. Nevertheless, the successive integrations often
did not converge but would oscillate and/or become unstable. It is, however, possi-

ble to determine from the first few integrations whether or not the initial vertical

velocities are consistent with values computed from the more complete expression.

If inconsistencies are present, the sign and the general magnitude of the error can

be -estimate d.

The effect of accelerations on the expression for the advective temperature

change can be handled only crudely and only with difficulty. It is believed that this

crude correction and consistency check is of value, for it explains some tremendous

values of 8w / 8z which would be obtained in regions of strong 8V / 8z if ACC
were to be neglected entirely.
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4. Computation of the Uncertainty in the Vertical Velocities

The reliability of vertical velocities computed by the single -station adiabatic

method varies considerably from point to point. A knowledge of the reliability at

each point is extremely useful, if not necessary, for the proper analysis of the

field of values. It is found that, while some values are unreliable, enough reliable

values are computed to allow a reasonable analysis. The unreliable values can be

disregarded.

The uncertainty in the vertical velocities is found to depend mainly on the rela-

tive magnitudes of the terms rather than on the uncertainties of the terms. For

instance a certain error in the denominator, which introduces a small error in 'w

when the denominator is large, can introduce a tremendous w-error when the

denominator is small. Certain arbitrary, but reasonable, uncertainties in the

observations - corresponding to average conditions rather than extreme conditions -

will be assigned. From the magnitude of the terms in each case, the effect of

these observationa. uncertainties on the vertical velocity can then be computed.

From Equations (A-l) and (A -9) the following expression can be written:

-8T + ADV + dTDN
w= dt D , (A-19)

where

- T dT
S E F-y;,N -~ +ADV + dt D

Since the errors in numerator and denominator are independent, from error

theory and a Taylor series,

()2 (a 6N+ a w (6N2 )2.
(6) \N N 2 2

where 6x indicates the uncertainty in x .* The last set of terms will not con-

verge unless 6 S / S < 1 . With this condition convergence does result and

*The equations would be equally valid if 6 x were the standard deviation, absolute
deviation, R MS deviation, etc. as long as consistency is maintained.
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(6w )2 = w 2 __N + (2+SS) 6)2

For random 6S errors, S6SS vanishes and

f Sw )2 _ N )2 5 (6S) - <1.

The uncertainty in the numerator is,

(6N) 2 2 6-- + (6 ADV)2 +

(A-20)

(A -2 1)( dT,

since the errors in the three terms are independent. Equation (A -li) can be re-

written,

=DDT L 1 + (T 0 - T_1 )Dj,

where

DDT =t+1 - t _;
t -t+1 0

D = -

Notice that D is unity if the soundings are equally spaced in time. Since the errors

in temperature of different soundings are independent, we can denote the uncer-

tainty in any of the temperatures as 6T . Therefore,

()2
-_ 2 (D+ 1/ D2 -_) (T 2  =[DD] (6T) 2

L DDT2
(A -22)

ADV is proportional to: -(1-2

ADV = K - V 1 V2 sin A4

( 2 2 V -+

where K is constant and the winds at levels p 2 and p1i are (V1 y ; and

(V2 ' 2 respectively, and a# = -2 . p is the mean pressure between
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between p2 and p1 . Since we select a fixed pressure interval of 50 mb, only

the winds are uncertain. Hence,

6 ADV _6( 1 V 2 sin p) (A)3
ADV V1 V2 sinLa$ A-3

To obtain an understanding of the uncertainties in the denominator, introduce

the parameter ( to indicate the fraction of the time during which the process is

pseudo-adiabatic. We find

- + ADV + dT
w = at dt D , (A -24)

-d ~ 7 ~ 'Id ~- s

where yd and ysare the dry and moist adiabatic lapse rates and are known very
accurately. The uncertainty in the denominator can be written

(6S)2 = (6y)2 + Byd ~ Ys6~ 2 (A-25)

Combining E quations (A -20) thr ough (A -25),

D D(6T)2 + ADV2  r6 (V V2 i ) 2 + 6 ) 2
w2(V 1 V2 sin A ) 2  L 2snA~ 1  

(Ad

= ( D- + ADV + d

2 (A-26)
(6y)2 + [(d-~ s) 6(] 2

S2 + (6y +(-yd - Ts 6 2

Arbitrary, but reasonable, values can now be assigned to 6T , 6 (Vi V2 sin A 4),

dT
6-d D , 6y , and 6i , which will allow the computer to evaluate 6w at each

point. Each temperature is an average over 50 mb and will, on the average, depend
on the temperature measured at two levels. Hence,

2(6 TR)2
(6T)2

2 65 + 2R
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where 6 TR and 6 Ts are the random and systematic errors in the point measure -
ments. We will assume (6T)2 = 0. 18 , which corresponds to (6T5 , 

6 TR)o

(0. 3680, 0. 30) or (0. 30, 0. 4250).

Many times 64 will be zero - it is either dry adiabatic or moist adiabatic.

Other times, however, even with soundings at close intervals, 64 may be about

0. 2 . We will assign 65 = 0. 5*C /km. This value is equivalent to (6Y', 6( ) of

(0. 5, 0) or, at about 700 mb, (0. 25, 0. 20).

We will further assign 6(V1 V2 sin La$) I (Vi V2 sin L p) to be 0. 28. Approxi-

mately,

[6(V1 V2 sin a$) 12 F6(V 1 V 2 ] 6 12
LV 1 V2 sinz~ ]$ Lv V2 j

and with this approximation the value of 0. 28 would correspond to (6 Ac /L ,

6 V1yV2 1 V 2 ) .of (1 /4 , 6 /50) . The approximation is fairly valid exc ept for

lar ge A $ , or when 6 V V2 is well correlated with 6 A p.

In Equation (A-26), 6 -tDis immaterial unless it exceeds about 0. 2*C

per hour . For 50 -mb layers averaged over several hours, diabatic effects are
seldom of this magnitude. In cases of evaporation, however, this term is very

large. As an example, the evaporation of 0. 01 inch of precipitation in 100 mb in
one hour corresponds to a (dT /dtjlevp of about 0. 6*C/hour. It is very difficult

to objectively calculate this effect for all the cases. Instead, we will neglect

(dT /dt) evp.in the computations and consider it qualitatively in the analysis and

quantitatively for selected cases.

With the above assignments of measurement uncertainties and the relegation

of important diabatic effects to qualitative evaluation, Equation (A -26) becomes,

6w) 2= 0. 18 D D + 0. 0784 ADV2 + 0. 25 (A -27)

w+ADV) 2S +0. 25

It is this equation that was used in computing the uncertainties in the individual ver -

tical velocities. The two terms on the right reflect the contribution of uncertainties

in the numerator and denominator, respectively, to the uncertainty in w . The

*' The validity of the approximation has no direct bearing on the computations, but
only on interpreting the significance of the assigned uncertainty, 0. 28.
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contribution of these two factors was computed and listed separately along with

the total 6 w.

For the much needed 'summary and conclusions' of this appendix, the reader

is referred to Section 3. 3 in the text.
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Appendix B

SELECTED CHARTS FROM THE ANALYSIS REPORTS

Figures B-i, B-2 and B-3 are the time -section analyses which appeared in

Volumes II, III, and IV, respectively, of the analysis reports.32 33 3. The

frontal analyses are based primarily upon the thermal field and considerable weight

has been given to continuity, in time and space, on the synoptic constant -level

charts. The cloud analyses in Figures 4, 5, and 6 are believed to be more accurate

in those places where they differ from the preliminary analyses in this appendix.

Figures B-4 through B-14 contain the surface and 500-mb charts for selected

periods covered by the time sections. These charts represent only a portion of the

material available in the analysis reports.
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Figure B-i.
fine lines,
entered at

Time Section for Seattle, February 1, 2, 1961. Winds denoted by usual convention. Heavy lines represent frontal, inversion, or tropopause discontinuities;
isotherms. Estimated cloud areas are stippled. Echo type, hourly precipitation (in hundredths of an inch), and hourly surface observations (at SEA) are
the bottom of the section. Soundings are plotted at observation time (30 minutes after time of release).
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the bottom of the section. Soundings are plotted at observation time (30 minutes after time of release).

B

II -

9-

6 --

A
R

- 5 6

-- 48

-32

* -24
-20

-- 16

-- 12

kmr /000 f0

_

mb
s :: e e

i

- - -- ""~ 200

-1

300 9 -

-50

450 8-

6

500

650

7003

750

2 -
6 00

650o

90

-------- 1

- -

-..

- -

-

- -

-

-4 0

36e

52

-29

-265

27

-26

25o

S2

23

-- 2

200

* -

- -40

--

-

-



4



10 5

11L

N
.2

'I'

-N'
VA
I

V

(
V

V

VA

2-

9-

8-

I -

0-

I 50

200

250

300

350

400

450

500

550

0 0

650

00

1000

mh b

-44 44
A~t~1

-4 8...

-~ 4/

4

4

- ISO -

- 200

-250

-40

~00

-4 8 4
ISO 0

N

,..--'?-

-4 8

V

-484'

v- 0

____ ____ _ 4 _ __ ____ ____ ____ ___ __.__-_

I I I II 3149 0 2114 2116 --- 14

--- -- I~1I ,

Ill 100 ~ ~~~~~~~~ 00 OR 00 00 00 20 22 8 0 1 0

M AR. If, 196R MA.9 /96/

10 Z 08Z 06 2 04Z 02Z 002 22 Z 20 Z I Z 6 Z 14Z 121Z 10 2

-4 8--

V

V

- 52

- ---- 28
4 - - -- ----- ~ -- - 4

- -48

-_ ___-__ _- p

21--MB 0 2148 0

088 062

- 4 8

042 02Z2 002

37 ~ 38 38 3q 40 40 4/ 4754 44 5004 55 / 5 / SI 44 45 44 42 .31 38 40 g 3 4 3 37 32 38 3 4 1 4/ $ 4 4-3 44 44 52 33 53 Si 52 54 S4 5.
,oR-, IS O / 2 /~ IS '/- or 0't 085_,24w--- 

4
s4 9 4 07/ 4) 013 40 30. 2 30 /4-2 .70 29 "46 23<<- '5/3 /52 /5Ru--0 /4. IsOW ,n ' s 0/0 (50 ( ' is s o /s /0 1 7! 2 is !G /(,3 7g-- is/.

5
S /44 2 /21 30O;~ 3o i3z 30oi-M 3OR;-- 3o4- 30 /iz i,, S/0 5 , / 5 /5'

3 j 4 - 3 j-V' 3 ~ ' Rw>- 27 2S' 2/>3/ ~~! 34j V~ /4
, t o7/ 3 35j/S" 3 3 M 33 34>.5\ 45 35 3 3> 3"' rjV V V ~~ -.Q 'Q Q/ 3\ 2/ X 5 zX 27' z

to /4V 8~ 4 3*S 003 9/45 7 e ice 80/o 550 &$$ S oO/ M4 e 4SSO 750 Mt, F 0/80 00 0 /00 5n 55042 ~ 4 / so . i o 0/ 045 fl) 700@M50 75o~ M I50 40014MM(seM5 9e510 4e

_2.o M AR. 5, /96/

S" o 5o0 4 47 f7 5 .2
/5.s -is s 43 /s+ I5 370 4/40 2

31Z0303! ( 8 30 /0

/000/6 /20 yrzoOo /2.09o
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Figure B-5. Charts for 0000 GCT February 2, 1961. Upper, surface;
lower, 500-mb.
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Figure B-7. Charts for 1200 GCT, February 8, 1961. Upper, surface;
lower, 500-mb.
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Figure B-9. Charts for 1200 GCT, February 9, 1961. Upper, surface;
lower, 500-mb.

92 $8 s.,9% 08 1 2

96
16

00

-. 4

'9 20

/ 1'

/ * -

04

04 95

08 -- - ÷- --

S Surface A

9 FE8 1961 6912 1200 Z

70 0-74 76 78

-3-343 . - 6 32 :~TS -30
72/s - ~ 80

72 -28

7,9 -i; ~ --- -26 2
-30 - 2

_78



Figure B-10. Charts for 0000 GCT, February 10, 1961.
lower, 500-mb.
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Figure B-il. Charts for 1200 GCT, March 8, 1961. Upper, surface;
lower, 500-mb.
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Figure B-13. Charts for 1200 GCT, March 9, 1961.
lower, 500 -mb.
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Figure B-14. Charts for 0000 GCT, March 10, 1961. Upper, surface;
lower, 500-mb.
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