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Abstract
We used the multiphase and multicomponent TOUGH2/EOS7CA model to carry out predictive

simulations of CQinjection into the shallow subsurface of an agricultural field in Bozeman,
Montana. The purpose of the simulations was to inform the choice oh{&Ction rate and design
of monitoring and detection activities for a £@lease experiment. The release experiment
configuration consists of a long horizontal well (70 m) installed at a depth of appiteky 2.5 m

into which CQ is injected to mimic leakage from a geologic carbon sequestration site through a
linear feature such as a fault. We estimated the permeability of trndaibbble layers present at
the site by manual inversion of measurements of sojl flt&® from a vertical-well CQrelease.
Based on these estimated permeability values, predictive simulatiohe fusrizontal well showed
that CQ injection just below the water table creates an effective gas-flow pathveaigh the
saturated zone up to the unsaturated zone. Once in the unsaturated zapre@d3 out laterally
within the cobble layer where liquid saturation is relatively low., @80 migrates upwards into the
soil layer through the capillary barrier and seeps out at the ground suffaezsimulations

predicted a breakthrough time of approximately two days for the 103 kyettion rate, which also
produced a flux within the range desired for testing detection and monitorirgpapps. The
seepage area produced by the model was approximately five meteebangethe horizontal well,
compatible with the detection and monitoring methods tested. For a given flogas{ghase
diffusion of CQ tends to dominate over advection near the ground surface where the CO

concentration gradient is large while advection dominates deeper in the system.
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Introduction
Large-scale geologic carbon sequestration (GCS) is being considered@s@ach to reduce

carbon dioxide (Cg) emissions from the current global carbon-based fossil-fuel energy supply.
Associated with GCS is concern that leakage of &fld result in unintended negative
environmental and health and safety consequences. Demonstrations by the techmmuahity of

the ability to detect, characterize, mitigate, and remediatd€a®age from geologic CGtorage

sites are needed to satisfy concerns about potential safety and environmeatéd imh GCS. While
monitoring and detection capabilities are useful at all depths from thea&gerthe near-surface
environment, our focus in this work is on the shallow subsurface as the place where heafétyand sa

issues are foremost and as the last interface befosée@kage enters the atmosphere.

In order to develop and demonstrate approaches for detection and charamtesfzairface C@
leakage (seepage), the Zero Emissions Research and Technology (£Bjedt)team developed the
ZERT Release Facility (ZRF) in an agricultural field on the Montana &taiversity campus in
Bozeman, Montana. A 100 m-long, approximately 2.5 m deep horizontal well was instedled he
with a 70 m long central perforated section. This perforated section is divided intmsi by
inflatable packers into which G@s injected to emulate leakage from a GCS site through a linear
feature such as a fault or fracture. The,@Cthe shallow subsurface and its efflux at the ground
surface (seepage) arising from the injection creates an art@€i8l leakage signal that we observe
using various detection and monitoring approaches. This artificias@@ce also allows us to
study shallow C@transport processes, the understanding of which can be used to design monitorin
approaches the exploit one or another process (e.g., advection or diffusion). (In thisevask, w

the definitions of Oldenburg and Unger (2003) and Oldenburg and Lewicki (2006) who defined
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leakageas CQ migration away from the storage region, e.g., away from a deep formationttiat is
reservoir intended to sequester £{-@ndseepageas leaking C@that crosses the ground-surface into
the atmosphere. By these definitions, @@t has leaked from the GCS site but is still migrating in

the subsurface is called leakage while;@@grating across the ground surface is called seepage.)

The purpose of this paper is to present pre-injection (predictive) simulatiots rafsthle migration

of CO, at the ZRF in the summer of 2007. The simulations were carried out to inform the design of
the first experiments with respect to considerations such as breakthrougimégmetude of seepage
flux, size and character of the seepage area, and modes of transport (diffusisradeection) in

the shallow system. We also present here a comparison of the predicteddhirssfaeld
measurements as validation of the model predictions. Results of the predictivegnaice

presented in four sections organized around the following specific questions: (lis\Wigatime to
breakthrough at the surface as a function of injection rate? (2) What is théeelqpaitern of C®
discharge at the ground surface? (3) What is the temporal variation in seeptmeldrges in

injection rate? (4) What are the g@ansport mechanisms as a function of depth and injection rate?

Motivation and Background
The ubiquity and variability of CQin nature causes enormous challenges for detection of small-

scale CQ seepage from the shallow subsurface (Oldenburg et al., 2003; Lewicki et al., 2007; Cortis
et al., 2008; Leuning et al., 2008). In short, plants and microbes take up and resptes&tble

rates on semi-diurnal to interannual time scales as controlled by variatioie$ogical activity and
availability of moisture, nutrients, and energy. The fundamental challengdarfesand near-

surface GCS leakage and seepage detection is to discern a signal franthgititural variability

of COy in the ecosystem. The purpose of the ZRF is to create a controlled leakedevilgn a
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functioning ecosystem that can be observed and monitored by multiple teams and me#stdkdo t
ability to detect and characterize £@akage and seepage in the presence of overprints from natural

processes.

There is a long history of research using intentional releases of gadesdétwping methods of
detection, monitoring, mitigation, risk assessment, and modeling of gas leaks. Mhest of
intentional release experiments described in the literature weredcaui above-ground, in the
environment relevant to industrial plants (e.g., refineries and chemical)mattdiquefied natural
gas (LNG) terminals and transport, and emphasize atmospheric dispersesspso@.g., Britter,
1989; Hanna and Steinberg, 2001). Activities closest to our objectives include invassigéti
subsurface transport processes such as those involved in pipeline accidents. Bure@ pipes
generally much safer than above-ground pipes, but maintaining them and finding heakihey
occur is greatly complicated by the overburden. In research funded byshite&zarch Institute
(GRI) aimed at natural gas (G}pipeline leak detection, it was found that thermal, laser, and
multispectral remote sensing approaches exhibited limitations, whilgisgrof soil gas and
microbial populations around the leak source allowed detection of an intentionetl€&te

(Wilkey et al., 1992).

The releases modeled in this work involve (@ection below the water table. At the shallow

depths of interest, CQwill be gaseous and will rise through saturated porous media either as bubble
or channel flow depending on the flow rate (Oldenburg and Lewicki, 2006). The psooésse

injection and buoyant upward flow of G@as resemble those involved in air sparging (e.g., Ji et al.,

1993; Brooks et al., 1999), except that injection is typically deeper and at highen @tesparging
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than those planned for intentional £@leases such as those at the ZRF designed to mimic low-
level CQ leakage from GCS sites.. At the injection rates planned for the ZRHs@&pected to
emanate from the slotted pipe and migrate upwards as bubble or channel flow throagr &teds
cobble region into the vadose zone. In the vadose zone during injectipga€@ill be driven
upwards and laterally by pressure driving forces and by gravity C&dense gas relative to air in

the pore space).

When modeling flow and transport in the shallow subsurface, hydrologists oftemrebyl physics
approaches that utilize the Richards equation (e.qg., Hillel, 1998). For our purposaseling CQ
flow and transport in the saturated and unsaturated zones, the Richards equatidieisisé lit
because it neglects the gas phase which is our primary interest. Althougls masielor
estimating the velocity of discrete bubbles rising in saturated porous meggj&R@osevelt and
Corapcioglu, 1998; Corapcioglu, 2004), in general, larger-scale continuum modelscae foee
addressing the questions posed here involving coupled saturated- and unsaturafled+zome
transport of gas. The TOUGH2/EOS7CA continuum modeling approach used here modals t

as a second phase in the porous medium with capillary pressure and relativabpityraéfects.

Methods
We used TOUGH2 (Pruess et al., 1999) along with the research module EOS7CA (Oldedburg

Unger, 2003) for modeling CQransport at the ZRF. TOUGH2/EOS7CA models the Darcy flow
and Fickian diffusive transport of five components (water, bring, @Qas tracer, and air) in
gaseous and aqueous phases at near-ambient pressures and temperatures. TOW@EEIY issed
integral finite-difference multiphase and multicomponent non-isothermaldghd transport

simulator that supports numerous equation of state (EOS) modules. The governing egeations a
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presented in Table 1, and symbols are defined in the nomenclature table. TOUGHZgsals int
equations and solves them implicitly by the integral finite difference methotlGH2 uses
Newton-Raphson iteration to handle non-linearity, a choice of conjugate grsjolbesé matrix
solvers to solve the Jacobian matrix at each Newton iteration, and a robust riesshaal-
convergence criterion to ensure convergence of the coupled non-linear eg{Rti@ss et al.,
1999). Note we omit the energy equation in Table 1 because all results in this stadgrw
isothermal conditions. TOUGH2/EOS7CA is designed for near-surface djgpigcevhere the
pseudo component air is present (Oldenburg and Unger, 2003). The use of Henry’s Law for
modeling solubility restricts EOS7CA to shallow regions (low pressuteragy. Other TOUGH2
modules (e.g., ECO2N (Pruess, 2005) and EOS7C (Oldenburg et al., 2004) are avaitkdap for

subsurface (high-pressure) systems.

Results

Domain and boundary conditions

The shallow subsurface at the ZRF consists of ~1.2 m of soil overlying a cobhbgion with a
seasonally variable water table. Data for the soil thickness and watedeglbitecame from shallow
wells, soil pits, and borings at the site (Mokwa, 2006). The horizontal injection weltsoofsa
long (100 m) stainless steel pipe installed at a depth of approximately 2.5 m with 15 em{$¥nd
12 m (NE end) sections on each end sloping upward to the surface. The 70-m sub-horizimmtal sect
is perforated (slotted) and divided into six sections (five of length 12 m, and one 9 nilnaetige
SW end) by inflatable packers. The six sections receiveaCiddependently controlled rates
through plastic tubing connected to a flow controller and §Dirce supply tank by copper tubing.
The water table was approximately 1.5 m deep during the test, causingimgeCtion to be within

the saturated zone. The geometry of the first ZRF experiment was intendexi¢ccd6» leakage
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up a linear feature such as a fault or fracture zone. Each of the six packediafisseeceived CO
at the same flow rate. The long linear geometry lends itself to two-diomahg$2D) modeling in a

grid transverse (perpendicular) to the well.

The site characteristics were generalized into 2D model systemsteansyith the long horizontal
well (2D transverse) and the vertical-well injection (2D radial) genese Figure 1 shows the
Cartesian 2D transverse model system discretization, boundary conditiorsyessi] &nd water
table location. The well is offset toward the left-hand side to allow the moal©@, dissolved in
groundwater moving from left to right, a process not presented in this paperrid lsfiger

around the well a¥ = 9.6 m to resolve near-well processes. The radial system (2D radiakgsid)
used for the vertical-well injection experiment and used the same vertioatdiation, soil
thickness, and initial liquid saturation as the Cartesian model, but with a raigligg horizontal
discretization to resolve the near-well region. The top boundary is held at a coretantegof 1
bar (10 Pa) and constant G@oncentration of 380 ppmv (corresponding to,@@ss fraction in the
aqueous phase equal to 5.76 £ 1@hich is also the initial and boundary condition throughout the

system). All simulations are isothermal at°C5s

The properties of the two layers (soil and cobble) were assigned as shovateil . Tén the absence
of measurements, we estimated property values based on descriptions of tredsm&apillary
pressure and relative permeability characteristic curves were apptes for the soil and cobble
layers as shown in Table 1 to give a higher capillary pressure in the prestimabgyrained soil

than in the cobble for a given liquid saturation. The porosity of both layers was set to 0.83hevhil

permeabilities of the layers were set to arbitrary values (not shown) yoocaisteady-state gravity
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capillary equilibrium simulations for which porosity and permeability arempbrtant. Rainfall
infiltration was set to zero as the ¢f@leases from the horizontal well were carried out in summer
months that tend to have little precipitation. The resulting steady-statg gtavity-capillary
equilibrium) moisture profile is shown in Figure 2. Note the capillary b&itaeal region of high
liquid saturation) that develops in the bottom of the soil layer as a result of stcapgkry

pressure in the soil than in the underlying cobble layer in unsaturated conditions (eghudj

and Pruess, 1993). The moisture profile of Figure 2 was used as an initial conditidibrfaticg

permeability as described below.

Permeability calibration prior to horizontal well releases

CO; injection testing began in October 2006 with Q€&ease from a shallow vertical well to ensure
injectivity of the formations present. The shallow vertical-well releamnsisted of an injection of
1.6 L/min (4.8 x 10 kg/s) of CQ at a depth of approximately 3 m. Soil £fixes (seepage and
soil respiration) were measured using an accumulation chamber instrument aeunjection well
along transects in the N, S, E, and W directions. A 2D radial model with the samgegsil la
vertical grid spacing, and moisture distribution as those shown in Figures 1 ante€ @artesian
model was used to model this vertical-well injection. Soip @@xes measured using an
accumulation chamber (Dobeck, unpublished data) were used as constraints to rfiamadi
permeabilities to the soil and cobble layers. Figure 3 shows the simulated-vejiction well
seepage flux (solid lines) along with the measured data showing the fit dbf@ike; = 5 x 10™*
m? (50 Darcy), andkeoppie= 3.2 X 10" m? (3.2 Darcy). The high inferred permeability of the soil
likely arises from cracks and root casts that create macropores throwghtiéinjected Cg) soil
gas, and atmospheric air are readily transported. Subsequently, tleelsediitand cobble

permeabilities were used in forward models using the Cartesian gyid€Hi) for prediction and

9 Rev. 6.0



design of the horizontal injection experiment as discussed below. The erirgy @rithis
permeability calibration as a result of the coarse vertical gsmlugon we used is approximately
duplicated in the Cartesian grid making our selection of permeability valuesteom&ietween the
radial grid and the Cartesian grid. Therefore, we expect the model to havéyeedipability for
breakthrough time and total flux magnitude. As will be seen in the last sectionhdineu@rid is
needed for resolving the magnitude of molecular diffusion arising from e ¢@ncentration

gradient at the ground surface.

General description of C£nigration

Figure 4 shows model results for four times during simulation gfi@jéction from the horizontal
well with an injection rate of 100 kg'd As shown in Figure 4, the G@xits the well directly into

the saturated zone (sub-water table) and creates a partially unsaturate@@one around the

well. The CQ flows upwards by buoyancy and pressure-gradient forces. Note the liquidisasurat
around the well (solid white lines) after three hours (Figure 4a) aragitbximately 90%

indicating the gaseous G@®& at a saturation of approximately 10%. By a time of one day (Figure
4b), the CQ gas has moved into the vadose zone and begins to spread laterally in the cobble layer
below the capillary barrier in the soil at ~1 m depth. Spreading in this region aftible ¢s

favored because of the high intrinsic permeability and lower liquid saturatadivegtio the soll

layer above. Nevertheless, €fenetrates the soil layer after approximately one day and after two
days, CQ gas has just reached the ground surface (Figure 4c). By this time (two ldaysyion
around the well becomes 20% saturated with gas (gas saturation is equal tawnthenliquid
saturation shown by the white contour lines), and lateral spreading in the cobhksrea

approximately four meters on each side of the well. After ten days, spreadiegvisrdiose zone
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reaches approximately seven meters on each side of the well (Figure 4elthébigh mass
fractions of CQ in the gas phase (nearly pure £ Consistent with prior results of leakage and
seepage modeling (Oldenburg and Unger, 2003). These high soil-gas concerngratianed a

steep concentration gradient near the ground surface.

Shown in Figure 5 are results with an injection rate of 1000%af dmes of 3 hours, 1 day, 2 days,
and 10 days. The behavior is qualitatively similar to the 100 kg/d injection of Figure 4, but the

spreading is larger and the time to breakthrough is shorter.

Fundamental questions pertaining to experiment design

Question 1. What is the time to breakthrough at the surface as a function of injection rate?
The objectives of the experiment included the testing of varioyd€a®age and seepage detection
and monitoring approaches. As such, we wanted the selected injection rates to p@deetdle
and seepage signals that were challenging but not impossible to detect. Alsojrjegtion rates
would be expected to produce surface seepage flux signals of greateudeagnid area that would
be advantageous for detection. However, relatively rapid migration pinG@e subsurface
associated with relatively high injection rates could make it difficult feeaechers to characterize
the temporal evolution of the leakage signal and breakthrough at the surface. hibwegd &in ideal
breakthrough time would be longer than a day or two and shorter than a week following thfe sta
injection. With these goals in mind, we simulated various injection rates to aid irstge déthe

field experiment.
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The 100 kg @ injection rate predicted breakthrough after just under two days whereas the 1000 kg
d™ injection predicted breakthrough in less than 12 hours. Figure 6 shows a summary afrmaxim
surface seepage flux and soil £&ncentration (12 cm depth) for four different injection rates as a
function of time. The predicted smooth breakthrough that occurs after approximatelsits for

the 100 kg @ injection rate would allow for the research teams to observe increases (arftl
concentration) from the background measurements before reaching a sté¢adgepage condition.
Ultimately the team decided to begin the experiment at 100'kmnd increase it if either the
breakthrough was too slow or the leakage signal could was not detectable byoihe wmathods.

As we will show below, neither occurred and the predictive simulation reguéiscawell with the

field measurements.

Question 2: What is the expected pattern of @&charge at the ground surface?

As shown in Figures 4 and 5, the width of the seepage zone at the ground surface Varies wit
injection flow rate. The 100 kg'dnjection rate produces a zone of anomalous fi@ and
concentration with a width of approximately 5 m, while the 1000 kinjction produces a zone of
anomalous C@flux and concentration of width approximately 12 m. The maximum seepage fluxes
at the ground surface for four different injection rates are shown in Figure 6ead@dlssely with

the injection rate. The 100 kg date produced maximum seepage fluxes that appeared to be within
the range of detectability for the approaches planned forguse~(100umoles n¥ s* (380 g nf o

1), approximately 10 times a typical ecological flux). In contrast, theramgetion rates produced
fluxes that were larger and likely too easy to detect, at least by someapipitoaches being used.

The simulations predicted that the flux is largest directly over theandlfalls off rapidly on either

side of the well. Figure 6b shows the maximum concentrations directly abovelltae avéepth of

12 Rev. 6.0



12 cm. These results show again that soil gas concentrations éfd@Ceakage can become very
large even for small fluxes because there are few processes in the sidlémface to dissipate

leaking CQ (e.g., Oldenburg and Unger, 2003). We note that the model is 2D and highly idealized.
Local heterogeneity, three-dimensional effects, imperfections in tretianevell, and other factors

will tend to produce the patchy emission patterns that were ultimately otbsee experiment
(Lewicki et al., 2007). Nevertheless, the overall scale of the patchesmitas & the width of

emission area predicted by these simulations.

Question 3: What is the temporal variation in seepage due to changes in injection rate?

The injection began July 9, 2007 at a rate of 100 kgrtl lasted for ten days. This period was
followed by a shut-in period of 16 days, followed by seven additional days at afomjete of 300
kg d'. We present in Figure 7a predictive simulation results for the end of the shut-in péiid, w
follows on effectively from results presented in Figure 4. As shown, theh@Oslumped

downward in the vadose zone and spread slightly during the shut-in period. Maximum
concentrations are still near 100% 4 the well. After one day at an injection rate of 300kg d
(Figure 7b), CQrapidly breaks through to the surface. Apparently the new injection lifts the
leftover CQ in the soil upwards to the surface making the breakthrough time very short. Injection a
the higher rate leads to additional lateral spread and higher maximum tiexgabund surface
(Figure 7c). We present in Figure 7d a comparison between the time evolutiodeléch

maximum surface C{fluxes above the well and the g8eepage discharges in tonnes per day (t d
1) estimated by Lewicki et al. (2007) based on accumulation chamber meassrefresiit CQ flux
made on a grid over the injection well. Because there was considerable patchihegtistribution

of measured seepage fluxes at the site, the accumulation chamber mesisusesn@otted in
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Figure 7d as seepage discharges ih t(fiuxes integrated over the discharge area above the well).
By this means, the areal accumulation chamber data are effectivedgestdor comparison to the
2D model results. As shown, the temporal evolution of available measured data mguafetiaé
trend over time of the predicted surface fluxes. In particular, the predatéedf increase in
seepage flux over time at the start of the first injection, the time to apprteady state during the
first injection, and the rapid decline at the end of the second injection agree Wweaheavit
measurements. For further details on measurement of spil ®s using the accumulation
chamber technique, errors associated with these measurements, and dasa teatgader is

referred to Lewicki et al. (2007).

Question 4. What are the dominant transport mechanisms as a function of depth and injection rate

We used the model to investigate modes of shallow subsurface gas transportheu@ity

injection tests. We simulated injections of different strengths and compé#tesivei to total
(advective plus diffusive) transport mechanisms. In other words, we examinedtive grengths
of the two terms on the right-hand side of the component flux term giving in Table 1. For thes
studies, we increased the vertical resolution of the numerical grid in thayssibly a factor of ten
as shown in Figure 8. The higher resolution of the grid is needed to resolve the large CO
concentration gradient that exists between ambient air withcG@entration at ~380 ppm
(corresponding to COmass fraction in the aqueous phase equal to 5.768)xah@ soil gas
containing injected C®© For this particular study, we injected £i@ the model at the bottom of the
soil layer aZ = -1.12 m as shown in Figure 8 to avoid the complications of the saturated zone and
capillary barrier. For this reason, the resulting model breakthrough timéssger than for the

actual horizontal-well injection depth presented above. The molecular diffusidicieoés for all
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gas components is set to’16F s* as shown in Table 1. Default multipliers in the model for gas-
phase molecular diffusivity dependence on porosity 0.35), tortuosity of the porous medium £
1.0), and tortuosity arising from saturatiap € ks = 0.0128 af§; = 0.2) were used resulting in an
effective gas-phase molecular diffusivity for ©a1 4.5 x 16 m” s atS, = 0.2 (see Pruess et al.,

1999, App. D4).

Shown in Figure 9a are comparisons of diffusive and total gas-phasea@g€port for three
different injection rates where injection occurs at a depth of 1.12 m. As showinj€&on rates
up to approximately 100 kg'dshow transport at the ground surface is primarily by diffusion. Evans
et al. (2001) showed through experiments in an instrumented sand bucket apparatus that CO
transport at the ground surface is dominated by diffusion even for very large sthexegie The
reason that diffusion can dominate transport at high flux ofi€@at the concentration gradient
becomes very large near the ground surface because the ambiauriCéntration in air is fixed at
approximately 380 ppm. So while there is still a strong advective component of trangmoréral,
the transport of C&is dominated by diffusion near the ground surface. This allows the use of
accumulation chambers that measure mainly diffusive flux to be reasonabiatacsurface-CO
flux measurement devices, notwithstanding diversion of gas flow when the prgssiient is high

(Evans et al., 2001).

To further elucidate the relative strength of transport processes involvedesent in Figure 9b-d
simulation results for gas-phase £@ansport mechanisms at three different depths directly above
the injection point. As shown in Figure 9b for the lowest injection rate (25kgte fluxes at a

depth of 0.5 m4 = -0.5 m) increase first with total flux and diffusive flux nearly equal. dftst
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one day, the diffusive flux diminishes while the total flux continues to increass.og@turs because

the gradient of C®in the gas phase becomes very small as advection dominates the transport at th
location 0.62 m above the injection point. Slightly higher in the s@l-at0.10 m, CQtransport is

64% by diffusion and 36% by advection, implying the presence of a concentratiomgtadiestain
diffusion. At the ground surfac& € -0.02 m), the total C{gas-phase transport is equal to that at
=-0.10 m, but transport is 91% by diffusion. These results illustrate well the consla$iEvans

et al. (2001) that increased concentration gradient at the ground surface enhamsigs thi#insport

relative to advection even at steady-state conditions.

Figure 9c shows results for an injection rate of 100kgAis observed for the lower injection rate
shown in Figure 9D, there is a short-lived diffusive component of mass trangfer-@t5 m that is
quickly overwhelmed by advection as the concentration gradient diminish&s= A.10 m, the
advective transport is 79% of the total transport suggesting smaller catioengradient in this
case than for the 25 kg'dase. At the ground surface, the diffusive transport is 72% of the total
transport. With even greater vertical resolution in the grid in this area, theaéiftasmponent of

transport would increase and dominate overall mass transport in the gas phase.

Finally we present in Figure 9d the mass transport at the three depths focaonmpte of 500 kg

d. In this case, diffusion shows two equal local maxima at early times aZ bot®.5 m and aZ =
-0.10 m as the C{ront passes through, demonstrating the importance of advection for this higher
injection rate case. At the ground surface, the diffusive transport is 35% of theatogpbrt.

Again, with higher vertical resolution, the diffusive component of transport would incedatee
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to the advective component because the higher-resolution grid would resolve the vertical

concentration gradient more accurately.

These simulations show that transport in the field test when injection rate$00ekg d" was

mostly by diffusion at the ground surface, but likely mostly advective at depth neeelthé&Vhen

the rate was increased to 300 Kgtohnsport was dominated by advection through a larger section of
the soil, but transport was still likely mostly diffusive at the ground surface.re8ults confirm

those of Evans et al. (2001) that at the ground surface, transport of flee@@onent is primarily
diffusive because of the large concentration gradient that exists thereerfmaté these results can

be used to constrain measurement and monitoring approaches as a function of depth. Approache:
that exploit concentration gradients will be most applicable to very neacslofzations, whereas
approaches that can measure advective leakage (e.g., small pressumeceshecan be used at

greater depths.

Conclusions
Numerical simulations using TOUGH2/EOS7CA informed the key questions {amjeete,

breakthrough time, size of seepage zone, transport mechanisms) pertaining tmthefdis first

set of ZRF CQleakage detection and monitoring experiments. In addition, the modeling provided &
greater understanding of likely subsurface flow and transport processearths used to design
monitoring approaches. First, the permeability calibration using the Vevatlaelease suggests

that shallow soils and sediments can be very permeable, e.g., by having cracks eastsodtVhat

this means is that once leaking O@igrates to the shallow subsurface, it will very likely seep out of
the ground into the atmosphere in environments like that at the ZRF. Second, the moded sugges

that the CQtransport through the saturated zone is focused and likely occurs by channel flew as t
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gas phase displaces water and creates pathways for itself, whereagaddse zone G@oes not
displace water significantly (note liquid saturation contours are largelyanttrbed) and spreads
out as driven by pressure and density effects.. The model pointed out the importance of the
unsaturated region in the cobble layer as an area where migratingad{d tend to spread out
laterally. Such regions may be useful areas to targeicGazentration monitoring equipment in
tests and actual deployments for GCS monitoring. The model suggests thainceéntrations can
build up to very high levels even for low injection rates creating a shagg@@entration gradient
near the ground surface, a result already reported in the literature (Oldendhlwtgger, 2003). The
modeling also revealed the tendency of the surface flux to fall rapidly whenanjstps while
concentrations overall in the soil drop slowly, suggesting that high-frequencglipdeakage
fluxes, e.g., burping or geysering phenomena originating at depth (e.g., Pruess, 2068), wil
manifest in the shallow soil by rapid changes in,@@x. The model results were subsequently
validated by comparison to measured seepage rates and showed good agreemeamatidtxam
the transport processes showed that diffusion is more important at shallower degtise blee
concentration gradient of Gancreases as ambient air enters the soil from above. Transport is
increasingly dominated by advection closer to the injection point, and as th®mjate increases.
Nevertheless at the ground surface, transport ofdppears to be primarily by diffusion justifying
the use of the accumulation chamber for measuring surface fluxes. This studhsttated the

utility of TOUGH2/EOS7CA for modeling of shallow G@ow and transport processes.
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Nomenclature

d

2 & *~ ma

=)

NPH

Pc

Qv

—+

N < X < -+

molecular diffusivity
acceleration of gravity vector
Darcy flux vector
permeability

relative permeability

mass accumulation term
outward unit normal vector
number of components
number of phases

total pressure

capillary pressure

mass flux

volumetric source term
saturation.

time

temperature

volume

mass fraction

Y-coordinate

Z-coordinate (positive upward)

Greek symbols

T N ™ R

ms?

kg s?

kgm

Pa

Pa
kg M st
kg rs?

°C

~v9/Po in van Genuchten's capillary pressure function

phase index (subscript)

surface area

m

exponent for temperature dependence of diffusivity

Rev. 6.0



>

™ X

mass components (superscript)
van Genuchten’s m

dynamic viscosity

density

tortuosity

porosity

Subscripts and superscripts

gas
liquid

satiated (saturation)
maximum

residual

water

reference value

22

kg ths?
kg i
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Tables
Table 1. Governing equations solved in TOUGH2/EOS7CA for isothermal problems.

Description Equation

Conservation of mass %IM KV = IFK ndrl + quKdV

Vn 1—‘n VI"I

Mass accumulation NPH

M™ = 2. SpopX"

=1

Phase flux KsPp

Fgs=-k—=(VP; - ps0

s Hp ( BB )

Component flux _ NPH K ) -

Fo= 2 (Xﬂ Fp =970t 5ppd5VX 5 )

p=1

Pressure and capillary pressure | Pg =P +FRy,
Henry’s |aW Pgl( _ Kngq

Relative permeability (after van

2
Genuchten, 1980) if § <Ss, ky :E{l_(l_[s* }MY}

if S 25 krI =1

if Sgr =0 kg =1-ky

if Sy >0 kg = (1— é)z(l— éz)
whereS’ = (SI -5 )/(815 -5 )’
S:(SI _Slr )/(1_Slr _ng)

Capillary pressure (after van 1174 1-1
Genuchten, 1980) P = Po([S T - j

subjectto— By < P, <0

Molecular diffusion t = —grot50; d'ﬁ‘,VXﬂ’(

wherer,7 5 = 75K, 5(Sp)
and

dﬂp:):dﬂ%:@i[

Pl 27315

T+ 273.15}9
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Table 2. Properties of the two layers in the ZRF model.

Soll Cobble
TemperatureT) 15°C 15°C
Porosity @) 0.35 0.35
Permeability K) 5x 10 m* 3.2 x 10°m*

Capillary PressureP)

van Genuchterf
A=0.291S, =0.15,a=
2.04 x 10° Pa', Ppax= 5 X
10° Pa,Ss = 1.

van Genuchterf
21=0.627S, =0.10,a = 1.48
x 10° Pa', Pmax=5 x 16 Pa,
S.= 1.

Relative permeabilityk()

van Genuchterf
Sr=0.17,5, = 0.05

van Genuchterf
S =0.12,§, = 0.05

Molec. diffusivity coefficients ")

Liquid: 10 m” s™
Gas: 10 n? st
0=1.0,P, = 1C¢° Pa

Liquid: 10 m” s™
Gas: 10 n? st
0=1.0,P, = 1C¢° Pa

Tortuosity (z) 1.0 1.0
Saturation-dependent tortuosity) | Equal to relative Equal to relative
permeability permeability
Pruess et al. (1999)
22 ismin van Genuchten’s notation.
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Figure Captions

Figure 1. Discretization and boundary conditions for the transverse grid.

Figure 2. Initial condition of liquid saturation showing water tablé atl.5 m with moisture
declining to a minimum at the top of the cobble, with sharp increase in moisture at tine biotihe
soil layer (capillary barrier).

Figure 3. Measured soil G@luxes and their mean at a distance of 1 m from the vertical injection
well as a function of time with manually fitted simulation result.

Figure 4. CQ@mass fraction in the gas (flooded contours) and liquid saturation (white contour lines)
at four times for C@injection rate of 100 kgt(0.1 t d%).

Figure 5. C@mass fraction in the gas (flooded contours) and liquid saturation (white lines) at four
times for CQ injection rate of 1000 kg (1 t d*).

Figure 6. Summary of simulated (@) surface flux and (b) soil gas mass fraction (12 cm depth)
evolution above the well for different G@njection rates.

Figure 7. C@mass fraction and liquid saturation (a) after 26 days (16 days of zero injection), (b)
after 1 day of injection at 300 kg'd(c) after 7 days of injection at 300 kg,dind (d) time evolution
of predicted maximum Cgseepage flux with measured seepage discharge superimposed for
validation.

Figure 8. Fine mesh for studying diffusive and advective gas-phast&a@Sport near the ground
surface from release at the point labeled “Injection point.”

Figure 9. (a) Time evolution of the total (advection plus diffusion) and diffusive compafe@
mass transport directly above the well for injection at different rates iatioattom of the soil layer
calculated using the fine mesh. (b) Evolution of the total and diffusive components th@sport

for injection rate of 25 kg Hat depths oZ = -0.5, -0.1, and -0.02 m vertically above the injection
point. (c) Evolution of the total and diffusive components o @&nsport for injection rate of 100

kg d* at the same three depths in the system. (d) Evolution of the total and diffusive compbnents
CO, transport for injection rate of 500 kg dt the same three depths in the system.
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Figures
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Figure 2

Steady-state initial liquid saturation
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Figure 3
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Figure 4
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Figure 5
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Figure 6
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Figure 7

(@) (b)

Time = 26 days Injection rate = 0 kg/day Time = 27 days Injection rate = 300 kg/day
XCOZ
<]

water table water table

0 5 10 15 0 5 10 15
Y (m) Y (m)
(c) (d)
Time = 33 days Injection rate = 300 kg/d
350 | q=300kg/d 1°°
o 3oof TOUGH2/EOSTCA 1.
o I & AC measurements E -
ﬁ 250 '. F'E
B s Hos E
water table § »°or < =
E' 150 ;q=100 kg/d ‘:°-2 a
2 :H ON
L 100 )
8“ 5 o1
0 5 10 15 50 J 3\
Y(m) R T B ‘;o°

time (days)

32 Rev. 6.0



Figure 8

Fine mesh has vertical grid spacing=0.02 m for0 >Z > -0.8 m
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Figure 9
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