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Abstract. The statistical approach to molecular sequence evolution involves the stochastic modeling of the substitution, insertion and deletion processes. Substitution has been modeled in a reliable way for more than three decades by using finite Markov-processes. Insertion and deletion, however, seem to be more difficult to model, and the recent approaches cannot acceptably deal with multiple insertions and deletions. A new method based on a generating function approach is introduced to describe the multiple insertion process. The presented algorithm computes the approximate joint probability of two sequences in \(O(l^2)\) running time where \(l\) is the geometric mean of the sequence lengths.

1 Introduction

The traditional sequence analysis [1] needs proper evolutionary parameters. These parameters depend on the actual divergence time, which is usually unknown as well. Another major problem is that the evolutionary parameters cannot be estimated from a single alignment. Incorrectly determined parameters might cause unrecognizable bias in the sequence alignment.

One way to break this vicious circle is the maximum likelihood parameter estimation. In the pioneering work of Bishop and Thompson, [2] an approximate likelihood calculation was introduced. Several years later, Thorne, Kishino and Felsenstein wrote a landmark paper [3], in which they presented an exact maximum likelihood algorithm, which estimates the evolutionary distance between two sequences involving all possible alignments in the likelihood calculation. Their 1991 model (frequently referred to as the TKF91 model) considers only single insertions and deletions, but this consideration is rather unrealistic [4],[5]. Later it was improved by allowing longer insertions and deletions [4] in the model, which is usually coined as the TKF92 model. However, the improved model assumes that sequences contain unbreakable fragments, and only whole fragments are inserted and deleted. As it was shown [4], the fragment model has a flaw: considering unbreakable fragments, there is no possible explanation for overlapping deletions with a scenario of just two events. This problem is solvable by assuming that the ancestral sequence was fragmented independently on both branches immediately after the split, and sequences evolved
since then according to the fragment model [6]. However, this assumption does not solve the problem completely: fragments do not have biological realism. The lack of the biological realism is revealed when we want to generalize this split model for multiple sequence comparison. For example, consider that we have proteins from humans, gorillas and chimps. When we want to analyze the three sequences simultaneously, two pairs of fragmentation are needed: one pair at the gorilla-(human and chimp) split and one at the human-chimp split. When only sequences from gorillas and humans are compared, the fragmentation at the human-chimp split is omitted. Thus, the description of the evolution of two sequences depends on the number of the introduced splits, and there is no sensible interpretation to this depending.

1.1 The Thorne-Kishino-Felsenstein Model

Since our model is related to the TKF91 model we describe it briefly. Most of the definitions and notations are introduced in here.

The TKF model is the fusion of two independent time-continuous Markov processes, the substitution and the insertion-deletion process.

The Substitution Process Each character can be substituted independently for another character dictated by one of the well-known substitution processes [7],[8]. The substitution process is described by a system of linear differential equations

\[ \frac{dx(t)}{dt} = Qx(t) \]  

where \( Q \) is the rate matrix. Since \( Q \) contains too many parameters, it is usually separated into two components, \( Q_{os} \), where \( Q_o \) is kept constant and is estimated with a less rigorous method than maximum likelihood [4]. The solution of (1) is

\[ x(t) = e^{Q_{os}t}x(0) \]

The Insertion-Deletion Process The insertion-deletion process is traditionally described not in terms of amino acids or nucleotides but in terms of imaginary links. A mortal link is associated to the right of each character, and additionally, there is an immortal link at the left end of the sequence. Each link can give birth to a mortal link with birth rate \( \lambda \). The newborn link always appears at the right side of its parent. Accompanying the birth of a mortal link is the birth of a character drawn from the equilibrium distribution. Only mortal links can die out with death rate \( \mu \), taking their character to the left with them. Assuming independence between links, it is sufficient to describe the fate of single mortal link and the immortal one. According to the possible histories of links, three types of functions are considered. Let \( p_{(1)}^{(1)}(t) \) denote the probability that after time \( t \), a mortal link has survived, and has exactly \( k \) descendants including itself. Let \( p_{(2)}^{(2)}(t) \) denote the probability that after time \( t \), a
mortal link died, but it left exactly $k$ descendants. Let $p_k(t)$ denote the probability that after time $t$, the immortal link has exactly $k$ descendants, including itself.

**Calculating the Joint Probability of Two Sequences**

The joint probability of two sequences $A$ and $B$ is calculated as the equilibrium probability of sequence $A$ times the probability that sequence $B$ evolved from $A$ under time $2t$, where $t$ is the divergence time.

$$P(A, B) = P_\infty(A) P_{2t}(B|A)$$  \hspace{1cm} (3)

A possible transition is described as an alignment. The upper sequence is the ancestor; the lower sequence is the descendant. For example, the following alignment describes that the immortal link (0) has one descendant, the first mortal link (*) died out, and the second mortal link has two descendants including itself.

```
0 - A* U* -
0 G* - C* A*
```

The probability of an alignment is the probability of the ancestor, times the probability of the transition. For example, the probability of the above alignment is

$$\gamma_2 \pi(A) \pi(U) p_2(t) \pi(G) p_2^{(2)}(t) p_2^{(1)}(t) f_{UC}(2t) \pi(A)$$  \hspace{1cm} (4)

where $\gamma_n$ is the probability that a sequence contains $n$ mortal links, $\pi(X)$ is the frequency of the character $X$, and $f_{ij}(2t)$ is the probability that a character $i$ is of $j$ at time $2t$.

The joint probability of two sequences is the summation of the alignment probabilities.

### 2 The model

Our model differs from the TKF model in the insertion-deletion process. The difference is that every character has its own mortal link in the long insertions. Thus, this model allows long insertions without considering unbreakable fragments. It is possible that a long fragment is inserted into the sequence first and some of the inserted links die and some of them survive after then. A link gives birth to a block of $k$ mortal links with rate $\lambda_k$, where

$$\lambda_k = \lambda r (1 - r)^{k-1}, \quad k = 1, 2, \ldots, \quad 0 < r < 1, \quad \lambda > 0$$  \hspace{1cm} (5)

Only mortal links can die with rate $\mu$, $\mu > 0$. 
2.1 Calculating the Generating Functions

**The Master Equation** First, the probabilities of the possible fates of the immortal link is computed. Collecting the gain and loss terms for this birth-death process, a Master equation is obtained:

\[
\frac{d p_n}{dt} = \sum_{j=1}^{n-1} (n-j)\lambda_j p_{n-j} + n\mu p_{n+1} - \left[ n\sum_{j=1}^{\infty} \lambda_j + (n-1)\mu \right] p_n
\]  

(6)

Using \( \sum_{j=1}^{\infty} \lambda_j = \lambda \), and \( \sum_{j=1}^{n-1} (n-j)\lambda_j p_{n-j} = \sum_{k=1}^{n-1} \lambda_k p_k \)

\[
\frac{d p_n}{dt} = \lambda r \sum_{k=1}^{n-1} k(1-r)^{n-k-1} p_k + n\mu p_{n+1} - \left[ n\lambda + (n-1)\mu \right] p_n
\]  

(7)

Due to the immortal link, \( p_d(t) = 0 \), \( \forall t \). For \( n=1 \), the sum in (7) is void. The initial conditions are given by:

\[ p_n(0) = \delta_{n,1} \]  

(8)

Next, we introduce the generating function [9]:

\[ P(\xi; t) = \sum_{n=0}^{\infty} \xi^n p_n(t) \]  

(9)

Multiplying (7) with \( \xi^n \), then summing over \( n \), we obtain a linear PDE for the generating function:

\[
\frac{\partial P}{\partial t} - (1-\xi) \left[ \mu - \frac{\lambda \xi}{1-\xi} \right] \frac{\partial P}{\partial \xi} = -\left( 1 - \xi \right) \frac{\mu}{\xi} P
\]  

(10)

with initial condition \( P(\xi;0) = \xi \).

**Solution to the PDE for the Generating Function** We use the method of Lagrange:

\[
\frac{dt}{1} = \frac{d\xi}{-\left( 1 - \xi \right) \left[ \mu - \frac{\lambda \xi}{1-\xi} \right]} = \frac{dP}{-\left( 1 - \xi \right) \frac{\mu}{\xi} P}
\]  

(11)

The two equalities define two, one-parameter family of surfaces, namely \( \nu(t; \xi; P) \) and \( \omega(t; \xi; P) \). After integrating the first and the second equalities in (11) the following surfaces are obtained:
\[
\nu(\xi, t) = \frac{(1 - \xi)^x}{(\mu - a \xi)^{\frac{1}{a}}} e^{-t(\mu - \lambda)} = c_1
\]

\[
w(\xi; t; P) = P \frac{(\mu - a \xi)^{\frac{1}{a}}}{\xi} = c_2
\]

where \(a=\lambda+\mu(t-r)>0\). The general form of the solution is an arbitrary function of \(w=g(v)\). This means:

\[
P(\xi, t) = \xi (\mu - a \xi)^{-\frac{1}{a}} g \left( \frac{(1 - \xi)^x}{(\mu - a \xi)^{\frac{1}{a}}} e^{-t(\mu - \lambda)} \right)
\]

The function \(g\) is fixed from the initial condition \(P(\xi, 0) = \xi\):

\[
g(z) = \left[ \mu - af^{-1}(z) \right]^{\frac{1}{a}}
\]

where

\[
f(x) = \frac{(1-x)^x}{(\mu - ax)^{\frac{1}{a}}}
\]

Thus the exact form for the generating function becomes:

\[
P(\xi, t) = \xi \left[ \frac{\mu - af^{-1}(z)e^{-(\mu - \lambda)t}}{\mu - a \xi} \right]^{\frac{1}{a}}
\]

**The Probabilities for the Fate of the Mortal Links**  The Master Equations for the probabilities \(p_{n}^{(1)}(t)\) and \(p_{n}^{(2)}(t)\) are given by

\[
\frac{dp_{n}^{(1)}}{dt} = \sum_{j=1}^{n-1} (n-j) \lambda_j p_{n-j}^{(1)} + n \mu p_{n+1}^{(1)} - \left[ n \sum_{j=1}^{n} \lambda_j + n \mu \right] p_{n}^{(1)}
\]

\[
\frac{dp_{n}^{(2)}}{dt} = \sum_{j=1}^{n-1} (n-j) \lambda_j p_{n-j}^{(2)} + (n+1) \mu p_{n+1}^{(2)} + \\
+ \mu p_{n+1}^{(1)} - \left[ n \sum_{j=1}^{n} \lambda_j + n \mu \right] p_{n}^{(2)}
\]
We have the following conditions to be fulfilled:

\[ p^{(1)}_0(t) = 0, \quad \forall t \geq 0 \]  (20)

and the initial conditions:

\[ p^{(1)}_n(0) = \delta_{n,1}, \quad p^{(2)}_n(0) = 0, \quad \forall n \geq 0 \]  (21)

The corresponding partial differential equations for the generating functions

\[ p^{(i)}(\xi, t) = \sum_{n=0}^{\infty} \xi^n p^{(i)}_n(t), \quad i=1,2, \]  are given by:

\[
\frac{\partial p^{(1)}}{\partial t} - (1 - \xi) \left[ \mu - \frac{\lambda \xi}{1 - \xi(1 - r)} \right] \frac{\partial p^{(1)}}{\partial \xi} = -\frac{\mu}{\xi} P^{(1)}
\]  (22)

\[
\frac{\partial p^{(2)}}{\partial t} - (1 - \xi) \left[ \mu - \frac{\lambda \xi}{1 - \xi(1 - r)} \right] \frac{\partial p^{(2)}}{\partial \xi} = \frac{\mu}{\xi} P^{(1)}
\]  (23)

Solution to the PDE-s for the Generating Functions of the Mortal Links

First, we solve Eq. (22) using the method of Lagrange

\[
\frac{dt}{1} = - \frac{d\xi}{(1 - \xi) \left[ \mu - \frac{\lambda \xi}{1 - \xi(1 - r)} \right]} = \frac{dP^{(1)}}{-\frac{\mu}{\xi} P^{(1)}}
\]  (24)

The two, one-parameter family of surfaces are \( v(t; \xi; P^{(1)}) \) and \( w(t; \xi; P^{(1)}) \). Since \( v \) comes from the integration of the first equality in (22) it is the same as (12). Integrating the second equality yields:

\[
w(\xi; t; P^{(1)}) = P^{(1)} \left( \frac{1 - \xi}{\xi(\mu - a\xi)} \right)^{\lambda/(\mu - \lambda)} = c_2
\]  (25)

Proceeding as in the previous section, we have:

\[
P^{(1)}(\xi; t) = \left[ \frac{\mu - a\xi}{\mu - af^{-1}(f(\xi)e^{-(\mu-\lambda)t})} \right]^{\lambda/(\mu - \lambda)}
\times
\left[ 1 - f^{-1}(f(\xi)e^{-(\mu-\lambda)t}) \right]^{\mu/(\mu - \lambda)}
\]  (26)
with \( f \) given by (16). To calculate \( P(2)(\xi; t) \) we first define \( Q(\xi; t) = P(1)(\xi; t) + P(2)(\xi; t) \). Summing Eqs. (22) and (23) the following equation is obtained for \( Q \):

\[
\frac{\partial Q}{\partial t} - (1 - \xi) \left[ \mu - \frac{\lambda \xi}{1 - \xi(1 - r)} \right] \frac{\partial Q}{\partial \xi} = 0
\]

This is easily solved with the method of characteristics. First, we integrate the characteristic equation, which is the first equation in (24), to obtain the family of characteristic curves, given by \( \kappa(\xi; t) = c_1 \) as in (12). Thus, \( Q(\xi; t) = g(\kappa) \) is the general solution, where \( g(x) \) is an arbitrary, differentiable function, to be set by the initial conditions. Using (20) and (21) we have \( Q(\xi; 0) = \xi \). This leads to:

\[
Q(\xi; t) = f^{-1}(f(\xi)e^{-(\mu - \lambda)t})
\]

with \( f \) given by (16), and therefore:

\[
P(2)(\xi; t) = f^{-1}(f(\xi)e^{-(\mu - \lambda)t}) - P(1)(\xi; t)
\]

with \( P(1)(\xi; t) \) given by Eq. (26).

### 2.2 The equilibrium length distribution

The generating function of the equilibrium length distribution can be obtained from (17) by considering the limit \( t \to \infty \). Since \( f^{-1}(0) = 1 \) and due to the immortal link, the generating function becomes

\[
\Gamma(\xi) = \left[ \frac{\mu - a}{\mu - a \xi} \right]^{\frac{1}{a}}
\]

Calculating the Taylor-series of \( \Gamma(\xi) \) around 0, we get for the equilibrium probabilities:

\[
\gamma_n = (\mu - a)^{\frac{n}{a}} \frac{1}{n!} \prod_{i=0}^{n-1} (\lambda + ia)
\]

From \( \frac{d\Gamma(\xi)}{d\xi} \) in the limit of \( \xi \to 1 \), the expected value of the sequence length is obtained as:

\[
E(\gamma) = \frac{\lambda}{\mu + \lambda - \lambda}
\]
3 The Algorithm

3.1 Calculating the transition probabilities

Unfortunately, the inverse of $f$ given by (16) does not have a closed form. Thus a numerical approach is needed for calculating the transition probability functions $p_n(t)$, $p_n^{(1)}(t)$, $p_n^{(2)}(t)$. We calculate the generating functions $P(\xi; t)$, $P^{(1)}(\xi; t)$ and $P^{(2)}(\xi; t)$ in $l_1+1$ points around $\xi=0$, where $l_1$ is the length of the shorter sequence. For doing this, the following equation must be solved for $x$ numerically where $\xi$, $\mu$, $r$, $t$ and $a$ are given.

$$f(\xi) e^{-(\mu - \lambda)s} = \frac{(1-x)^r}{(\mu - ax)^{1/a}}$$

(33)

Given $l_1+1$ points, the functions are partially derived $l_1$ times. After this

$$p_n(t) = \frac{\partial^n P(\xi; t)}{\partial a^n} \frac{1}{n!}$$

(34)

and similarly for $p_n^{(1)}(t)$ and for $p_n^{(2)}(t)$. Thus, the transition probability functions can be calculated in $O(l_1^2)$ time.

3.2 Dynamic Programming for the Joint Probability

Without loss of generality we can suppose that the sorter sequence is sequence B. The equilibrium probability of sequence A is

$$P_\infty(A) = (\mu - a)^{l/A} \prod_{i=0}^{l(A)} (\lambda + ia) \prod_{i=0}^{l(A)} \mu^{(\lambda + (l(A) - 1)a)/a} \prod_{i=0}^{l(A)} \pi(a_i)$$

(35)

where $a_i$ is the $i$th character in A and $l(A)$ is the length of the sequence.

Let $A_i$ denote the $i$-long prefix of $A$, and let $B_i$ denote the $j$-long prefix of $B$. There is a dynamic programming algorithm for calculating the transition probabilities $P(A_i|B_j)$. The initial conditions are given by:

$$P_1(A_0|B_j) = p_{n+1}(t) \prod_{k=1}^{j} \pi(b_k)$$

(36)

To save computation time, we calculate $\prod_{k=1}^{j} \pi(b_k)$ for every $k<j$ before the recursion. Then the recursion follows
The dynamic programming is the most time-consuming part of the algorithm, it takes \( O(P^3) \) running time.

### 3.3 Finding the Maximum Likelihood Parameters

As mentioned earlier, the substitution process is described with only one parameter, \( s_t \). (A general phenomena is that the time and rate parameters can not be estimated individually, only their product.) The insertion-deletion model is described with three parameters, \( \lambda t, \mu t \) and \( r \), which however, can be reduced to two, if the following equation is taken under consideration

\[
\frac{\lambda}{\mu r - \lambda} = \frac{I(A) + I(B)}{2}
\]

namely, the mean of the sequence lengths is the maximum likelihood estimator for the expected value of the length distribution.

The maximum likelihood values of the three remaining parameters can be obtained using one of the well-known numerical methods (gradient method, etc.).

### 4 Discussion and Conclusions

There is an increasing desire for statistical methods of sequence analysis in the bioinformatics community. The weak point of the statistical approach is the lack of an appropriate evolutionary model. A new model and an associated algorithm for computing the joint probability were introduced. This new model is superior to the Thorne-Kishino-Felsenstein model: it allows long insertions without considering unbreakable fragments. However, it is only a small inch to the reality, as it contains at least two unrealistic properties. It cannot deal with long deletions, and the rates for the long insertions form a geometric series. The elimination of both these problems seems to be rather difficult but not impossible. Other rate functions for long insertions lead to more difficult PDE-s whose characteristic equations may not be integrated without a rather involved computational overhead. The same situation appears when long deletions are allowed. Moreover, in this case calculating only the fates of the individual links is not sufficient. Thus, for achieving more appropriate models, numerical calculations are needed in an earlier state of the procedure. We hope that the generating function approach will open some novel avenues for further research.

\[
P_i(A_j | B_j) = \sum_{l=0}^{j} P_i(A_{i+l} | B_j) p_{i+1}^{(2)}(t) \prod_{k=i+l+1}^{j} \pi(b_k) +
\]

\[
+ \sum_{l=0}^{j-1} P_i(A_{i+l} | B_j) p_{i-l}^{(i)}(t) f_{n+1, i} \prod_{k=i+l+2}^{j} \pi(b_k)
\]
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