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1 Overview

There are several reasons why the performance of current distributed and heterogeneous systems is often disappointing. For example, the characteristics of the application may be input sensitive and evolve during execution causing dramatic changes in memory reference patterns, resource requirements, or degree of concurrency between different phases of the computation. Or, the system may change dynamically with nodes failing or appearing, some network links severed and other links established with different latencies and bandwidths.

Another important reason for poor performance is the fairly compartmentalized approach to optimization: applications, compilers, operating systems and hardware configurations are designed and optimized in isolation and without the knowledge of instance specific information and needs of a running application. There is too little information flow across these boundaries and no global optimization is even attempted. For example, most operating systems services like paging, virtual-to-physical page mapping, I/O, or data layout in disks, provide little or no application customization. Similarly, the off-the-shelf hardware used by most commercial systems is optimized to give best average-case performance.

To address this problem, we have proposed application-centric computing, or SMART APPLICATIONS (SMARTAPPs). In the SMARTAPPs executable, the compiler embeds most run-time system services, and a performance-optimizing feedback loop that monitors the application’s performance and adaptively reconfigures the application and the OS/system platform. At run-time, after incorporating the code’s input and determining the system’s resources and state, the SMARTAPPs performs an instance specific optimization, which is more tractable than a global generic optimization between application, OS and system.

The overriding philosophy of SMARTAPPs is “measure, compare, and adapt if beneficial.” That is, the application will continually monitor its performance and the available resources to determine if, and by how much, performance could be improved if the application was restructured. Then, if the potential performance benefit outweighs the projected overhead costs, the application will restructure itself and the underlying system accordingly. The SMARTAPPs framework includes performance monitoring and modeling components and mechanisms for performing the actual restructuring at various levels including: (i) algorithmic adaptation, (ii) run-time software optimization (e.g., input sensitivity analysis, etc.), (iii) tuning reconfigurable OS services (scheduling policy, page size, etc), and (iv) system configuration (e.g., selecting which, and how many, computational resources to use).

SMARTApps is being developed in the STAPL infrastructure. STAPL (the Standard Template Adaptive Parallel Library) is a framework for developing highly-optimizable, adaptable, and portable parallel and distributed applications. It consists of a relatively new and still evolving collection of generic parallel algorithms and distributed containers and a run-time system (RTS) through which the application and compiler interact with the OS and hardware.

The overall architecture of our system shown in Figures 1 and 2, consists of a nested multi-level adaptive feedback loop that monitors the application’s performance and, based on the magnitude of deviation from expected performance, compensates with various actions. Such actions may be run-time software adaptation, re-compilation, or operating system and system reconfiguration. The system shown in Figure 1 uses techniques from a TOOLBOX shown in Figure 2. The TOOLBOX contains application and system specific databases and algorithms for performance evaluation, prediction and system reconfiguration. The tools are supported by architectural and performance models. More details of this architecture can be found in [40].

In the following, we will report on the various research activities that were undertaken as part
of this project and note some of our accomplishments. The document is organized according to the major tasks of the project:

- the STAPL parallel programming infrastructure, including algorithmic adaptation and applications developed using STAPL;
- the ARMI run-time system, including its ability to exploit future operating systems such as K42; and
- the compiler infrastructure.

## 2 STAPL Development

STAPL (the Standard Template Adaptive Parallel Library) is a framework for parallel C++ code development [3, 2, 39, 48, 71]. Its core is a library of ISO Standard C++ components with interfaces similar to the (sequential) ISO C++ standard library [36]. STAPL offers the parallel system programmer a shared object view of the data space. The objects are distributed across the memory hierarchy which can be shared and/or distributed address spaces. Internal STAPL mechanisms assure an automatic translation from one space to another, presenting to the less experienced user a unified data space. For more experienced users the local/remote distinction of accesses can be exposed and performance enhanced. STAPL supports the SPMD model of parallelism with essentially the same consistency model as OpenMP. To exploit future petascale systems and current
large systems such as IBM’s BlueGene/L, STAPL allows for (recursive) nested parallelism (as in NESL [7]).

A key design goal of STAPL is to deliver so-called ‘portable performance’ – that is, the same program performs well on all systems without any modification. This is a major challenge in general, but is even more challenging on parallel systems because performance of parallel algorithms is sensitive to system architecture (latency, topology, etc.) and to application data (data type, distribution, density, etc.). We address this challenge in STAPL by providing the infrastructure to make STAPL applications SMARTAPPS. That is, the STAPL framework provides the tools and mechanisms that enable STAPL SMARTAPPS to continually adapt to the system and the data at all levels – from selecting the most appropriate algorithmic implementation to balancing communication granularity with latency by self-tuning the message aggregation factor, etc. In particular, the library must be capable of making intelligent and automated decisions to select concrete implementations for each of its generic components, customizing the implementation for each application that uses it. Although more experienced users may later choose to refine performance manually (explicitly within STAPL), it is imperative that good performance be provided for even the novice parallel programmer.

For users, STAPL provides three levels of abstraction appropriate to an application developer (level 1), a library developer (level 2), and a run-time system developer (level 3). At the highest level, STAPL offers the application developer an STL compatible interface to a generic parallel machine. Parallel programs can be composed by non-expert parallel programmers using building blocks from the core STAPL library. Users don’t have to (but can) be aware of the distributed nature of the machine. At the intermediate level, STAPL exposes sufficient information to allow a library developer to implement new STAPL-like algorithms and containers, e.g., to expand the STAPL base or build a domain specific library. This is the lowest level at which the “usual” user of STAPL operates. The shared object view and abstract interface to the machine and RTS result in platform independent portable code. Nevertheless, remote and local accesses may be distinguished, and a new container class must specify the data types it stores to enable RMI to pack/unpack container objects. For new pAlgorithms, the developer must (provide a method to) define a DDG describing the algorithm’s dependences. At the lowest level, the RTS developer has access to the implementation of the communication and synchronization library, the interaction between OS, STAPL thread scheduling, memory management and machine specific features such as topology and memory subsystem organization.
2.1 STAPL Components

The STAPL infrastructure consists of platform independent and platform dependent components that are revealed to the programmer at an appropriate level of detail through a hierarchy of abstract interfaces (see Figure 3). The platform independent components include the core parallel library, a view of a generic parallel/distributed machine, and an abstract interface to the communication library and run-time system. The core STAPL library consists of pAlgorithms (parallel algorithms) and pContainers (distributed data structures). Important aspects of all STAPL components are extendibility and composability, e.g., the pContainers implemented within the framework allow users to extend and specialize them, and to operate on pContainers of pContainers, and pAlgorithms may themselves call pAlgorithms.

pContainers, the distributed counterpart of STL containers, are thread-safe, concurrent objects, i.e., shared objects that provide parallel methods that can be invoked concurrently. They are composable and extendible by users via inheritance. Currently, STAPL provides counterparts of all STL containers (e.g., pArray, pVector, pList, pHashMap, etc.), and two pContainers that do not have STL equivalents: parallel matrix (pMatrix) and parallel graph (pGraph). Analogous to STL iterators, views provide a generic access interface to pContainer data for pAlgorithms. While a pContainer's data may be distributed, pContainers offer the programmer a shared object view, i.e., they are shared data structures with a global address space. This is provided by an internal object translation method which can locate, transparently, both local and remote elements. The physical distribution of pContainer data can be computed automatically or user-specified. A pAlgorithm is the parallel equivalent of an STL algorithm. STAPL currently includes a large collection of parallel algorithms, including parallel counterparts of all STL algorithms, pAlgorithms for important parallel algorithmic techniques (e.g., prefix sums, the Euler tour technique), and some for use with STAPL extensions to STL (i.e., graph traversals for pGraph).

Parallel computations in STAPL (e.g., pAlgorithms) are represented by pRanges. Briefly, a pRange consists of a set of tasks and the dependences, if any, between them. A task includes both work (represented by work functions) and data (from pContainers, generically accessed through views). The executor, itself a distributed shared object, is responsible for the parallel execution of computations represented by pRanges; as tasks complete, the executor updates dependences, identifies tasks that are ready for execution, and works with the scheduler to determine which tasks to execute. Nested parallelism is created by composing pRanges, e.g., work functions that themselves call pAlgorithms. Some additional papers describing some of the features of STAPL can be found in [10, 57, 58].

2.2 Algorithmic Adaptation in STAPL

For many important operations there exist multiple, functionally equivalent, algorithms that could be used to perform them. Common examples include sorting (insertion sort, quicksort, mergesort, etc.) or computing minimum spanning trees (Kruskal’s and Prim’s algorithms). When there exist many functionally equivalent algorithmic options, the decision of which to use can depend on many factors such as type and size of input, ease of implementation and verification, etc. These factors make it difficult even for an experienced programmer to determine which algorithm should be used in a given situation. Moreover, and perhaps more importantly, they make it very difficult to write portable programs that perform well on multiple platforms or for varying input data sizes and types, and this problem will only increase in difficulty and importance for petascale systems. Ideally, the programmer should simply specify the desired operation (e.g., sort) and the decision
of which algorithm to use should be made later, possibly even at run-time, once the environment and input characteristics are known.

Toward this goal, we have developed a general framework for adaptive algorithm selection for use in STAPL. Figure 4 shows the major components and flow of information in the adaptive framework. During STAPL installation, the framework collects statically available information from standard header files and vendor system calls about the architecture and environment, such as available memory, cache size, and number of processors. Algorithm performance data is also gathered from the installation benchmarks for the algorithmic options available in STAPL. Next, machine learning techniques are used to analyze the data in the repository and determine tests that will be used at run-time to select the appropriate algorithm from algorithmic options in STAPL. At run-time, any necessary characteristics are measured and then a decision about which algorithmic option to use is made.

We applied a prototype implementation of our framework in STAPL to select among different parallel algorithms for sorting and matrix multiplication [71]. In our validation tests on multiple platforms, our framework provided run-time tests that correctly selected the best performing algorithm from among several competing algorithmic options in 93-100% of the cases studied for sorting and in 86-92% of the cases studied for matrix multiplication, depending on the system. (See [71] for more detail.)

The adaptive algorithm selection framework in STAPL is a generalization of previous work done by our group for the adaptive selection among multiple algorithmic options for parallel sorting [49, 2], for selecting among different motion planning methods [33, 35], and for performing parallel reduction operations [83, 84]. To the best of our knowledge, our framework provides the first general methodology for automatically developing a model for selecting among multiple algorithmic options. All other work of which we are aware is limited to parameter tuning of a particular algorithm (e.g., ATLAS [80]), relies upon some level of manual modeling (e.g., [9, 25, 80] or is domain specific (e.g., [38]). More details can be found in [71].

if \( p \leq 8 \) then
  \( \text{sort} = \text{"sample"} \)
else
  if \( \text{presortedness} \leq 0.117188 \) then
    \( \text{sort} = \text{"sample"} \)
  else
    if \( \text{presortedness} \leq 0.370483 \) then
      \( \text{sort} = \text{"column"} \)
    else
      \( \text{sort} = \text{"sample"} \)
    end if
  end if
end if

Figure 4: (a) Adaptive Algorithm Selection and Tuning framework and (b) p_sort decision tree.
3 Adaptive Run-Time System (RTS)

The platform dependent STAPL components are mainly contained in the STAPL runtime system (RTS), which provides the API to the OS and several important functions. The RTS includes the ARMI (Adaptive Remote Method Invocation) communication library that abstracts inter-processor communication for the higher level STAPL components, the executor and scheduler modules that are responsible for allocating resources for the computation and for executing it, and the performance monitor.

ARMI abstracts communication of data and work across the distributed memory machine by providing a common remote method invocation (RMI) interface to all other STAPL components [48, 70, 71]. There is also support in ARMI for collective operations common in parallel programming, such as broadcasts and reductions. Its implementation is machine dependent and it can generate synchronous or asynchronous messages (e.g., MPI messages) or synchronizations, e.g., OpenMP synchronizations.

The executor and scheduler provide support for an assortment of common scheduling policies and load balancing strategies, and also provide mechanisms through which users can add their own versions of these services.

We designed and implemented a multi-threaded version of ARMI and our RTS. The STAPL runtime system will support nested parallelism if the underlying architecture allows nested parallelism via a hierarchical native runtime system. Otherwise, the runtime system will serialize the nested parallelism.

3.1 Application-specific Customization of the RTS

When the project was initiated, it was believed that K42 would be a living project that could be integrated into our work. For the first few years of the project, we worked actively towards this goal. However, towards the end of the project, it became clear this would not be the case and hence development using K42 slowed. In the following, we briefly report on the progress that was made.

We installed the K42 operating system on a dual processor Apple G5 and worked to port our applications to this system. After several problems were solved we could run the full STAPL test suite on this machine. We also worked to install and tested Mambo, the IBM simulator on a PC. The objective was to give us more insight into the behavior of applications on K42. However, we did not run Mambo for our experiments because it was too slow.

We have also developed several custom memory allocators: Defero [19] and TP [20]. The ultimate objective was to interface to K42 named paging system. Defero allows each object to customize its memory allocation policy. We have established an interesting relationship between our “closest neighbor” allocation policy and page size. TP exploits this allocation policy: It allocates “close” to a hint provided by the user. When using STL then these hints are provided automatically. We believe that we will be able to improve even more memory management performance when operating systems will provide customization capabilities like those that were present in K42.

4 Compiler for STAPL/C++

Our ultimate aim is to support high-level parallelism expressed in terms of C++ libraries by static program analysis, program transformation, information to be used at run-time extracted from source code, and semantic information embedded in the program text. For that, we have built
a static analysis and transformation system, the Pivot, which can handle all of C++ (eventually all of C++0x). We place particular emphasis on the higher levels of abstraction, such as systematically use of templates. We were major players in the ISO C++ standardization effort to provide direct language support for generic programming (concepts) incl. a notation for semantic properties of types (axioms).

Accomplishments:

(1) Design and implementation of the static analysis framework, the Pivot. This is now being used for student projects related to code validation, code simplification, code rejuvenation, and transformation to use new (C++0x) facilities. We found that the initial Pivot (relying on the visitor pattern for traversal) was hard for students to use and have been working of facilities for simple traversal and lowering of semantic levels (see Luke Wagner’s thesis). We plan further work to simplify the use of the Pivot. (2) We took a major role in the design and implementation of concepts for C++0x (See papers and technical reports by Stroustrup). Unfortunately, the ISO C++ standards committee decided to postpone further work on concepts (to a large extent because of Bjarne Stroustrup’s analysis of usability problems. This leaves us with a major design effort done, a fair bit of practical experience (incl. a complete rewrite of the C++ standard library using concepts - remember STAPL is based on the C++ standard library), and no implementation to act as front-end to the Pivot. We are now looking at ways to get an improved concepts design implemented and interfaced with the Pivot. The design and implementation of the Pivot - our high-level analysis and source code transformation system for C++ is progressing as planned. In particular, the design of the IPR representation of concepts a type system for types aimed is complete. The IPR provides a foundations for semantics-based optimization of high-level libraries using templates, such as STAPL. The IPR is a fully typed abstract syntax tree representation of ISO Standard C++. The IPR is designed with an eye on C++0x, the next revision of the ISO C++ standard. Implementations based on GCC and EDG compiler front-ends are being tested. We use two compiler front-ends to avoid vendor lock-in. Some papers describing in more detail the Pivot infrastructure can be found here: [41, 56, 55].

To better adapt to input data we have developed a compiler infrastructure for F77 compilation that uses bridges static and dynamic compilation in a seamless manner. The Hybrid Analysis developed during these years allows the compiler to perform the most sophisticated analysis currently available and, in case of inconclusive results, to extract the minimum necessary information that needs to (and can be) provided at run-time to perform aggressive optimization. We have used Hybrid Analysis to automatically parallelize many Perfect and SPECfp codes and obtained excellent results. In Fig. 5,6 we show some of these results.

We have also directed our attention to dynamic compilation because we believe that it will improve the performance of SMARTApps for dynamic, input dependent codes. We have developed a compilation system that can stop the execution of a code, for example after it has read all its inputs, recompile with high levels of specialization and continue executing the remainder of the code. The program can be stopped any time during execution and recompiled.

4.1 Applications Developed using STAPL

STAPL has been co-developed with domain specific libraries for some high-performance scientific applications:

Figure 5: Speedups relative to the sequential version of automatically parallelized benchmark applications on 1, 2 processors of a Core Duo Intel system. CT = speedups obtained using only compile-time methods. The applications are from the PERFECT and previous SPEC 89-92 benchmark suites respectively.

Figure 6: Speedups relative to the sequential version of automatically parallelized benchmark applications on 1, 2, and 4 processors on a SUN quad socket, AMD dual core system. CT = speedups obtained using only compile-time methods. The applications are from the SPEC2000 and SPEC2006 benchmark suites.
Figure 7: Strong scaling studies (fixed problem size). (a) pAlgorithm performance using pArray containers on an IBM SP RS/6000. (b) STAPL particle transport computation on an IBM BlueGene/L and a Linux cluster. Note that the scaling is computed relative to 64 and 32 processors, respectively; linear scaling is shown for reference.

- a new computational method based on motion planning for protein and RNA folding [74], and
- Seismic Ray Tracing: a parallel code built in STAPL implementing a wavefront approach to seismic ray tracing.

The PDT code is an ongoing project at Texas A&M. It is a software infrastructure developed in STAPL for investigating discrete-ordinates [21, 24, 30] methods for deterministic particle transport in irregular problems with complex geometries. Each iteration of a discrete-ordinates method involves multiple, but independent, sweeps through the spatial domain, one for each direction of particle travel. Although each directional sweep is sequential in nature, all spatial cells in a wavefront are independent. The efficiency and scalability of the parallelization depends on many factors including the decomposition and distribution of the spatial domain, the scheduling of the sweeps, the granularity of the parallelization, and the computational method applied to each cell. Each of these steps can be implemented in several ways. Our STAPL particle transport library PDT provides a testbed for exploring these options.

The PDT project has been supported by the DOE and the NSF and the PDT code is currently being utilized and further developed in the DOE PSAAP CRASH center (Michigan, with Texas A&M collaborating, ‘Center for Radiative Shock Hydrodynamics’, DE-FC52-08NA28616). PDT is also being utilized and further developed as part of the DNDO-NSF Academic Research Initiative SHIELD project (Texas A&M, ‘A Framework for Developing Novel Detection Systems Focused on Interdicting Shielded HEU’, 2008-DN-077-ARI018-02). A strong scaling study for the discrete-ordinates transport code PDT are shown in Figure 7. Note that the scaling is computed relative to 64 and 32 processors, respectively; linear scaling is also shown on the figure for reference. Here are some relevant papers [76, 74].
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