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ABSTRACT: 
 
 In order to explore the reasons for the apparent discrepancy between laboratory and field 
weathering rates and to determine the extent to which weathering rates are controlled by the 
approach to thermodynamic equilibrium, secondary mineral precipitation and flow rates, a multi-
component reactive transport model (CrunchFlow) was used to interpret soil profile development 
and mineral precipitation and dissolution rates at the 226 ka marine terrace chronosequence near 
Santa Cruz, CA.   Aqueous compositions, fluid chemistry, transport, and mineral abundances are 
well characterized (White et al., 2008, GCA) and were used to constrain the reaction rates for the 
weathering and precipitating minerals in the reactive transport modeling. When primary mineral 
weathering rates are calculated with either of two experimentally determined rate constants, the 
nonlinear, parallel rate law formulation of Hellmann and Tisserand [2006] or the aluminum 
inhibition model proposed by Oelkers et al. [1994], modeling results are consistent with field-
scale observations when independently constrained clay precipitation rates are accounted for. 
Experimental and field rates, therefore, can be reconciled at the Santa Cruz site. 

 
Observed maximum clay abundances in the argillic horizons occur at the depth and time 

where the reaction fronts of the primary minerals overlap. The modeling indicates that the argillic 
horizon at Santa Cruz can be explained almost entirely by weathering of primary minerals and in 
situ clay precipitation accompanied by undersaturation of kaolinite at the top of the profile. The 
rate constant for kaolinite precipitation was also determined based on model simulations of 
mineral abundances and dissolved Al, SiO2(aq) and pH in pore waters. Changes in the rate of 
kaolinite precipitation or the flow rate do not affect the gradient of the primary mineral 
weathering profiles, but instead control the rate of propagation of the primary mineral weathering 
fronts and thus total mass removed from the weathering profile. Our analysis suggests that 
secondary clay precipitation is as important as aqueous transport in governing the amount of 
dissolution that occurs within a profile because clay minerals exert a strong control over the 
reaction affinity of the dissolving primary minerals. The modeling also indicates that the 
weathering advance rate and the total mass of mineral dissolved is controlled by the 
thermodynamic saturation of the primary dissolving phases plagioclase and K-feldspar, as is 
evident from the difference in propagation rates of the reaction fronts for the two minerals despite 
their very similar kinetic rate laws. 
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1. INTRODUCTION 

Chemical weathering rates are affected by several distinct processes that are in practice 
difficult to separate in natural systems.  These processes include advective and diffusive 
transport, secondary mineral precipitation, and the solubility and intrinsic kinetics of individual 
minerals. These processes are linked by their individual effect on the overall saturation state of 
the dissolving mineral.  Recent field observations and laboratory-based studies have suggested 
that secondary mineral precipitation can regulate the dissolution rates of primary minerals 
(Alekseyev et al., 1997; Zhu et al., 2004; Maher et al., 2006b) and partly control elemental fluxes 
(Michalopoulos and Aller, 1995; Stefansson and Gislason, 2001). Such precipitation should 
moderate chemical weathering rates (defined here as the dissolution of primary minerals) by 1) 
controlling the saturation state of primary minerals in natural waters (Alekseyev et al., 1997; 
Maher et al., 2006b), 2) potentially obscuring or restricting the reactive surface area of primary 
minerals (Kohler et al., 2003; White and Brantley, 2003), and 3) and reducing the permeability of 
the porous media and creating  preferential flow (Perillo et al., 1999). However, the extent to 
which secondary mineral precipitation controls primary weathering has not been explicitly 
evaluated. This relationship is difficult to predict in natural systems because reliable pore water 
chemical analyses, especially for such elements as aluminum, and quantitative determination of 
secondary mineral abundances are often not available. In many environments, it is also difficult to 
determine the exact composition of precipitating phases, and as a consequence, the 
thermodynamic properties of the precipitating minerals.  The interpretation of secondary mineral 
abundances in many soil profiles is also complicated by poorly characterized initial abundances 
and translocation and flocculation of primary clay minerals, processes that obscure the extent of 
in situ precipitation. 

Understanding the relationship between primary silicate weathering and secondary clay 
formation is important in natural systems such as soils and sediments because clay formation can 
affect the biogeochemistry by controlling nutrient availability, elemental fluxes, and the quality 
and quantity of transmitted water (Casey et al., 1993; Hopkins and Franzen, 2003). Lithogenic 
ally-derived nutrients become irreversibly depleted from soils as the transformation of primary 
minerals to secondary minerals proceeds because 1:1 layer clays such as kaolinite have both a 
low cation exchange capacity and are depleted in structural cations.  In sedimentary 
environments, the process of “reverse weathering” or the formation of 2:1 clays is proposed to 
impact elemental fluxes by sequestering cations and potentially releasing CO2 (Michalopoulos 
and Aller, 1995).  The development of clay horizons in soils and aquifers reduces the local 
permeability, affecting the ability of the porous media to transmit water and contaminants, and 
potentially increasing preferential flow. Clay development in soils can result in seasonal 
groundwater ponding and vernal pool development and can decrease erosion rates by increasing 
the cohesive strength of a soil (Hobson and Dahlgren, 1998).  Perhaps most importantly, 
depending on the relative solubilities of the dissolving and precipitating minerals, there is the 
possibility that clay minerals can strongly control primary mineral dissolution through the 
removal of weathering products and resulting changes in the reaction affinity of the dissolving 
minerals.  

 A number of studies have investigated the dissolution rate of various clays and other 
important secondary minerals under experimental conditions (Nagy et al., 1991; Nagy and 
Lasaga, 1992; Nagy, 1995; Huertas et al., 1999; Cama et al., 2000; Cama et al., 2002; Kohler et 
al., 2003; Kohler et al., 2005).  The precipitation rate of clays has also been investigated under 
experimental situations (Nagy et al., 1991; Nagy and Lasaga, 1992, 1993; Yang and Steefel, 
2008). The rates of clay precipitation in natural systems have been considered in a relatively 
limited number of natural systems, typically using an inverse mass balance approach (Yokoyama 
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and Banfield, 2002; Price et al., 2005) or a reactive transport model approach (Godderis et al., 
2006).  Studies of mineral dissolution in groundwater systems (Zhu, 2005; Zhu et al., 2006) and 
at the catchment scale (Godderis et al., 2006) have also noted the importance of clay precipitation 
and the associated thermodynamic parameters. However, there has not been a detailed analysis of 
the rates of clay formation in a natural weathering system that considers the primary mineral 
dissolution rates, aqueous transport, distance from chemical equilibrium, and pore water 
chemistry.   

 It is difficult to measure precipitation rates under geologically meaningful conditions 
using experimental approaches. Reactive transport simulations of natural systems using detailed 
measurements of fluid compositions and mineral abundances offer a potentially useful means of 
quantifying secondary mineral precipitation rates and of examining the extent to which secondary 
mineral precipitation controls primary mineral dissolution. However, there are significant 
difficulties in determining mineral kinetics in natural systems associated with natural 
heterogeneity, the potential for variations in mineral solubility and reactive surface areas, 
seasonally variable moisture contents and elemental cycling by vegetation, and the many 
simplifications and assumptions required to represent a natural system as an approachable 
mathematical problem.  

This study uses a reactive transport approach (the multi-component model CrunchFlow) to 
directly investigate how secondary mineral precipitation and solute transport control primary 
mineral weathering rates using data on soils of different ages from a chronosequence developed 
on elevated marines terraces near Santa Cruz, CA. The reactive transport model uniquely allows 
us to quantitatively evaluate the effect of reaction networks on the observed geochemical 
trajectories. Detailed measurements of the mineral abundances, hydrology and aqueous 
concentrations reported in companion papers (White et al., 2008; this issue) permit 
characterization of weathering processes on a detailed level comparable to many laboratory 
studies. Given the robust geochemical data for the Santa Cruz Terraces, it is possible to uniquely 
identify weathering processes in order to constrain the factors that control chemical weathering 
rates, including the important roles of secondary minerals, aqueous transport and the approach to 
thermodynamic equilibrium.  

2. SITE DESCRIPTION 

 The study site consists of a sequence of five marine terraces located within and northwest 
of the city of Santa Cruz, CA, adjacent to the Pacific Ocean (Fig. 1). This paper will use the same 
terrace identifications as presented in the previous papers on the Santa Cruz chronosequence in 
which the successively older terraces are termed SCT 1 to SCT 5 (See Table 1 in White et al., 
2008 for a more detailed discussion of terrace nomenclature).  The average annual rainfall at 
Santa Cruz, CA is 727 mm and the average temperature is 13.4˚C.   The age of the terraces, 
regional geology, climate, and the primary soils data are discussed in White et al. (2008); 
therefore only a brief summary is provided here.  The climate is Mediterranean with cool wet 
winters and hot dry summers. The marine terraces originated as wave cut platforms during high 
sea level stands and were subsequently stranded above sea level by tectonic uplift of the Santa 
Cruz Mountains (Anderson et al., 1999). The bedrock platform of each terrace is covered with 1 
to 10 meters of sediment, principally sands, derived primarily from long shore marine transport of 
local fluvial sediments eroded from the Santa Cruz Mountains (Perg et al., 2001).  Sampling sites 
at each of the five terraces were chosen based on several criteria, including the lack of significant 
erosion, lateral distance from the edges of the relict sea-cliff, and absence of anthropogenic 
disturbance (White et al., 2008).  Each terrace (65 ka, 90 ka, 137 ka, 226 ka) was modeled, but 
only the details of the oldest terrace, SCT5 (226 ka), are considered here because this older 
terrace shows the greatest degree of chemical weathering and profile development (Fig. 2). 
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3. MODEL FORMULATION AND MODEL CONSTRAINTS 

The model used in this study is the CrunchFlow multicomponent reactive transport model 
(Steefel and Lasaga, 1994; Steefel and Yabusaki, 1996; Steefel, 2001; Giambalvo et al., 2002; 
Maher et al., 2006b).  A model formulation was developed that described the progressive 
evolution of terrace weathering in order to reproduce the observed data for the oldest 226 ka 
terrace (SCT 5). In addition to individual rate laws describing mineral dissolution and 
precipitation, the model also includes mineral-specific cation exchange and uses the measured 
flow rate and water contents to describe unsaturated zone flow and transport. The mineral 
abundance profiles, major element profiles, exchangeable cations, and aqueous data are used as 
constraints in the modeling. The abundance of data enables us to uniquely consider the 
relationships between profile geometry, secondary mineral precipitation, the departure from 
thermodynamic equilibrium and aqueous transport. The stoichiometry of the overall reactions 
serves as an additional constraint.  Given the large number of available constraints, we are also 
able to consider the effect of both end-member mineral compositions and solid solution 
compositions on calculated mineral weathering rates. The parameters for the model are based on 
literature data, measured values summarized in White et al (2008, this issue), best approximations 
from the data, or for cation exchange, modeling of the data using the nonlinear optimization 
program PEST (Steefel et al., 2003; Doherty, 2004).  

3.1. Primary and Secondary Minerals 

Mineral compositions and abundance profiles for all terraces and present day beach deposits, 
reported in White et al. (2008), were determined by electron microprobe and quantitative X-ray 
diffraction (XRD) using the methods of Eberl (2003).  In situ weathering of the terrace material 
produces depth- and age-dependent mineralogical and elemental profiles, including the 
progressive accumulation of kaolinite culminating in the pronounced argillic horizon observed in 
SCT 5 (Fig. 2). The primary protolith minerals observed in the deepest terrace horizons, are 
quartz, K-feldspar, plagioclase, and smectite. The Purisima Formation, which outcrops in present 
day sea cliffs and in the submarine shelf, is the parent material for the fine grained component in 
the terraces and contains 3 to 5 wt % smectite. Based on the compositional similarity between the 
terrace and Purisima smectite, it is assumed that terrace smectite is a primary mineral and is not 
actively forming in the soil profile (White et al., 2008). This is substantiated by the weathering 
gradients observed in the smectite abundance profiles and the observed decrease in total cation 
exchange capacity, which also suggests a loss of exchange sites over time due to smectite 
dissolution. The secondary minerals in the shallower weathered horizons are kaolinite and minor 
amounts of iron oxides. The reversals in primary mineral content in the upper 1 meter of the 
profiles are thought to result from eolian inputs.  This may have occurred episodically with 
enhanced deposition during glacial periods when the sea level was lower, or as a continuous flux 
over the development of the soil profile.  The effects of eolian accumulation on the calculation of 
weathering rates and profile development will also be considered.  

The composition, equilibrium constants and surface areas of the minerals and related 
parameters are detailed in Table 1. As no direct measurements of plagioclase solubility as a 
function of anorthite content are available, three model scenarios were considered in order to 
understand how this could affect the weathering process.  Model 1 considers only pure K-feldspar 
and albite end-member compositions, similar to previous studies of granitic rocks (White et al., 
2002). Models 2a and 2b incorporate the plagioclase and K-feldspar compositions reported in 
Table 1 and in White et al. (2008). Because the solubility of plagioclase containing 30% anorthite 
is greatly enhanced relative to the end-member albite solubility, modifications in either the 
plagioclase or K-feldspar solubility are required to fit the measured mineral profiles, as discussed 
in later sections.  The measured plagioclase composition in the unweathered terrace deposits is 
between An25 and An33, with slightly lower anorthite contents in the Terrace 5 sediments (An10 to 
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An20) (White et al., 2008, Table 2). It is not known if the compositional variability reflects 
differences in the original terrace material or the presence of heterogeneous populations of 
plagioclase with differing anorthite contents.  

As the thermodynamic values for feldspar solid solutions are difficult to constrain, two 
options were evaluated. A full justification for the options considered is provided in the Results 
section, but the log Ks used in the calculations are provided in Table 1 for completeness.  Model 
2a considers a plagioclase (An30) composition using an equilibrium constant determined from the 
Santa Cruz chronosequence data (mineral abundance and elemental), and a pure end-member K-
feldspar composition with the same solubility as in Model 1. Model 2b alternatively considers the 
effect of An30 using the equilibrium constant calculated from the data of Arnorsson and 
Stefansson (1999) and determines instead the solubility of the K-feldspar with 20 mol % albite as 
measured for SCT5. In both cases, the rationale is to honor the mineral and elemental profile data, 
which constrains the relative solubility of the two feldspar phases. 

Several different smectite and mixed-layer clay compositions and solubilities were 
considered by using the measured aqueous data to calculate the aqueous saturation state.  A 
smectite of a similar composition to that reported for terrace material in eqn. 2 of White et al. 
(2008) was treated as a primary dissolving mineral phase. This composition was selected because 
it was both closest in composition to the measured smectite and reached thermodynamic 
equilibrium over the upper 4 meters of the profile, consistent with the observed smectite 
dissolution over this depth and generally consistent with calculated saturation states for smectite 
using the measured aqueous compositions from White et al. (this issue). 

The predominant secondary mineral at SCT 5 is kaolinite. A review of existing 
thermodynamic data for kaolinite equilibrium constants at 25˚C revealed large variations 
commonly exceeding one order of magnitude (Grimaud et al., 1990; Nagy et al., 1991; Devidal et 
al., 1996).  The variability may result from difficulty in measuring low Al concentrations, 
differences in the crystallinity, and compositional variations substantial enough to affect the 
overall solubility.  We used the solubility of Georgia kaolinite determined by Yang and Steefel 
(2008) at 22ºC, which was consistent with Nagy et al. (1991) but 0.8 log units more soluble than 
the EQ3/EQ6 value (cf. Wolery et al., 1990). XRD data did not show evidence for a more soluble 
precursor phase such as halloysite (White et al., this issue). However, the kaolinite was observed 
to be relatively fine-grained and poorly crystalline.  The effect of different equilibrium constants 
on the interpretation of kaolinite rates is discussed in Appendix 1.  

3.2. Mineral Surface Areas 

 The bulk reactive surface area (m2/m3
bulk) for mineral precipitation and dissolution in the 

model is calculated from the specific surface area (Aspec (m2/g)): 

Abulk =
φmAspecMWm

Vm

     (1) 

where φm is the volume fraction of the mineral,  MWm is the molecular weight of the mineral and 
Vm (m3/mol) is the molar volume of mineral. This is the preferred approach for modeling 
precipitation of secondary phases because evolution of the mineral volume fraction causes the 
bulk surface area to evolve according to Eqn. 1.  

Mineral surface areas were determined using several different methods; the assumed values 
and ranges are listed in Table 1.  BET measurements on the bulk sediment from terrace 5 ranged 
from 5 m2/g in the upper and lower portions of the profiles to as much as 50 m2/g in the argillic 
horizons where secondary mineral accumulation is at a maximum and primary mineral contents 
are quite low.  Surface areas of the primary minerals were determined by White et al. (2008) 
using a geometric specific surface area (Ageo) based on the average grain size and feldspar 
abundances (0.012 m2/g for plagioclase) and a surface roughness (λ) of 160 based on the 
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relationship between material age and surface roughness presented in White and Brantley (2003). 
The resulting specific surface area (Aspec) of 1.94 m2/g most likely provides a maximum estimate 
of the surface area and therefore our calculated rate constants are likely to represent minimum 
values. As the protolith material was a well-sorted and uncemented beach sand, mineral surface 
areas are not likely to vary from our estimate as a result of cementation that occludes mineral 
surfaces.  

 

3.3. Aqueous transport 

 The spatial distribution of gravimetric moisture contents vary seasonally in the upper 
terrace soils, with saturated conditions occurring for several months during the wet season (Fig. 
12, White et al., this issue). The maximum moisture contents correspond to the zones of peak clay 
accumulation.   During the dry season, extensive profile drying is generally confined to the 
shallower depths above the argillic horizon. Beneath the argillic horizon the soil remains 
unsaturated, but the moisture contents remain essentially constant between seasons. Pump tests 
suggested minimal lateral flow through the argillic horizon. Perennial groundwater encountered at 
or near the maximum sampling depth (ca. 10 m) was observed to fluctuate seasonally by about 2 
meters at SCT 5.  

The measured bulk density and gravimetric water contents contained in White et al. (this 
issue) were used to calculate the pore water liquid saturation profile that was incorporated into the 
model to formulate unsaturated flow and transport. Although this liquid saturation reflects the 
modern conditions at SCT5, the water content profiles are quite similar between SCT5 and SCT1 
(65 ka) suggesting that modern liquid saturation may provide a reasonable estimate of the long-
term conditions.  In addition, measured soil tensions and water contents showed minimal seasonal 
variations beneath the depth of the argillic horizon.  

The generally flat terrace surfaces generate little to no runoff and are maximally conducive 
to vertically downward unsaturated flow. Vertical infiltration fluxes (q) at each terrace were 
calculated using the chloride mass balance (CMB) approach as discussed in White et al. (this 
issue). The calculated value for SCT 5 is 0.088 m/yr. The values calculated at the other four 
terraces range from approximately 0.086 (SCT1) to 0.218 m/yr (SCT 4). The initial conditions 
and boundary conditions used in the model calculations are summarized in Table 2 and discussed 
in the following sections. 

3.4. Aqueous chemistry 

The hydrochemistry is described in detail in White et al. (this issue). Data include 
precipitation (rainfall) amounts and compositions, soil matric potentials, and detailed chemistry 
for pore water collected from nested porous cup suction water samplers. The precipitation 
amounts ranged from 390 mm/yr at SCT1to 586 mm/yr at SCT 5, presumably due to orographic 
effects of increasing elevation of the terraces with increasing distance from the coast (White et 
al., 2008). Coastal fog during the dry season also constitutes a portion of the moisture inputs at 
the site. Solute concentrations, dominated by NaCl deposition, generally decreased with distance 
from the coast. Measurements of precipitation at each terrace suggest that sea spray is an 
important source of solutes in precipitation. Soil gas samples for CO2 and O2 were collected from 
stainless steel gas samplers following the procedure of White et al. (2005b). Because the pore 
water samples degas during collection, the measured CO2 and alkalinity values were used to 
calculate the field pH. The pH values calculated based on the measured carbonate alkalinity and 
the soil gas PCO2 (0.01 bars) range from 7.0 to 5.5, generally increasing with depth.  

For the model simulations, the measured precipitation was corrected for evaporation (ET) 
on the basis of the measured soil water chloride concentrations (average ET = 75% at SCT 5). 
The measured solute concentrations within the profile were used to calculate the saturation state 
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of the minerals for comparison with model results (Table 2). Total dissolved aluminum 
concentrations were high in the shallow soils and positively correlated with dissolved organic 
carbon (DOC), indicating probable complexation with organic matter above 1meter depth (White 
et al., this issue). However below the argillic horizon (> 1 m) total Al as well as DOC decreased 
significantly. The deeper Al values therefore more accurately reflect free-Al and states of mineral 
saturation.   

3.5. Cation Exchange 

The aqueous and ammonium acetate exchangeable Na+, K+, Ca2+, Mg2+, and Sr2+ were 
measured at each terrace and reported in Appendix III in White et al. (this issue). The bulk cation 
exchange capacity (CEC) (assumed to reflect complete base cation saturation at soil water pH) in 
individual terraces was observed to correlate strongly with smectite concentrations and less 
strongly with kaolinite concentrations (White et al., 2008). This relationship is expected since the 
typical cation exchange capacity (CEC) of kaolinite and smectite generally ranges from 2-10 
meq/100g and 80-100 meq/100g respectively (Ma and Eggleton, 1999; Borden and Giese, 2001; 
Coppin et al., 2002). The different capacities of the two cation exchangers should thus result in a 
net decrease  in total CEC over time as smectite is progressively weathered to kaolinite.   

In order to reflect the changing composition of the total cation exchange pool, a model for 
mineral-specific cation exchange was developed for use in CrunchFlow.  This formulation linked 
the abundance of cation exchange to the abundance of the particular mineral using the mineral-
specific CEC. We considered the ammonium acetate exchangeable and aqueous data for K+, Na+, 
Ca2+, Mg2+, and Sr2+, along with the mineral abundances for kaolinite and smectite from all 
terraces as determined by XRD and reported in White et al. (2008; this issue).  The Gaines-
Thomas activity convention was used to formulate multicomponent exchange in CrunchFlow 
(Steefel et al., 2003) using a formulation similar to that of PHREEQC (Parkhurst and Appelo, 
1999). The reaction stoichiometry of the following form was used to calculate selectivities for the 
major cations (K+, Na+, Ca2+ and Sr2+) relative to Mg2+, for exchange on both kaolinite and 
smectite:  

1
2

Mg2+ +
1
m

MXm ↔
1
2

MgX2 +
1
m

M m+                                               (2) 

where M is the competing cation, m is the charge of the cation and X is the exchange site. 
Aqueous and exchangeable cations and measured mineral volume fractions from the entire 
thickness of the four terrace profiles were used to constrain the cation exchange selectivites 
(relative to Mg2+) and the smectite and kaolinite CECs in CrunchFlow using the nonlinear 
optimization program PEST. The data from SCT 4 were excluded because of evidence for large-
scale anthropogenic disturbance during operation of a lime kiln (White et al., 2008).  The 
mineral-specific CECs and selectivities were determined by minimizing the sum of the squared 
weighted residuals. Low concentration values (e.g. K+) were weighted such that all concentrations 
were given equal importance. The optimized values are shown in Table 3 and the fit to the data 
shown in Fig. 3. These values were then used in the model simulations to consider the effect of 
changes in cation exchange driven by mineral dissolution and precipitation as described above.  

Individual terraces were also considered separately, producing similar values to the global 
values presented in Table 3. However, in the upper depths of several terraces (notably SCT 3 and 
5, ca. 0 to 1 m), we found evidence for a different type of exchange medium with very different 
selectivities. This exchanger is most likely soil organic matter. As a result of this finding, the 
shallow samples from SCT 3 and 5 were excluded from the global fit. The global CEC values 
determined are 86 meq/100 g and 9.4 meq/100 g for smectite and kaolinite respectively.  These 
values are in a similar range to those calculated using EXCEL reported in White et al (this issue): 
108 to 63.7 meq/100g for smectite and 36 to 1.6 meq/100g for kaolinite. 
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3.6. Alternative rate law formulations 

There have been several proposed kinetic rate law variations describing aluminosilicate 
dissolution stemming from both theoretical and experimental observations (Aagaard and 
Helgeson, 1982; Lasaga, 1984; Gautier et al., 1994; and many others; Hellmann, 1994; Oelkers et 
al., 1994; Hellmann and Tisserand, 2006). In order to evaluate the application of these rate laws 
to natural system studies we considered three alternatives: 1) a linear Transition State Theory 
(TST) rate law (L-TST) of the form proposed by Aagaard and Helgeson (1982) and Lasaga 
(1984) as a reference model, 2) a TST rate law that defines the rate-limiting step as the formation 
of a silica-rich precursor complex on the surface of the feldspar, thus accounting for the inhibitory 
effects of aqueous Al (AIM)(Gautier et al., 1994; Oelkers et al., 1994; Carroll and Knauss, 2005), 
and 3) a parallel rate law formulation that describes close-to-equilibrium dissolution separately 
from far from equilibrium dissolution (PRL)(Hellmann and Tisserand, 2006).  

A general form of the TST rate law formulation that is not restricted to the assumption of a 
linear dependence on the deviation from equilibrium can be written as: 

Rl = Abulk ⋅ kl ⋅ β ⋅ 1− exp
−∆Gr

σRT
⎛
⎝⎜

⎞
⎠⎟

n⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

m

     (3a) 

where Rl is the rate of an individual reaction pathway or mechanism (in units of mol/m3 porous 
medium/s), A is the reactive surface area (m2/m3 porous medium), k1 is the surface normalized 
rate constant (mol/m2/s), β is a term describing the inhibition or catalysis of the reaction,  ∆Gr is 
the Gibbs free energy of reaction, n and m are fitting parameters, and σ is Temkin’s average 
stoichiometric coefficient.  The overall rate of mineral k is given by the sum of the parallel 
reaction pathways (as in the PRL form) 

 Rk = R/
l
∑  (3b) 

The reference model is formulated using a linear Transition State Theory rate law (L-TST) 
for reversible reactions with a linear dependence on the deviation from equilibrium. The L-TST 
model is formulated assuming β, σ, m, n are equal to 1. This L-TST expression was previously 
used in the spreadsheet calculator described by White et al. (2008) to fit Santa Cruz feldspar 
weathering profiles.  

 The alternative model formulations in CrunchFlow were discussed previously in Maher 
et al. (2006b), therefore only a brief summary is presented here. The Al-inhibition model (AIM) 
is based on the principle that aluminosilicate dissolution rates are controlled by the formation and 
destruction of an Al-deficient and Si-rich precursor complex (Gautier et al., 1994; Oelkers et al., 
1994; Carroll and Knauss, 2005). This is considered here by modifying the inhibition term in 
equation 1 to include a hyperbolic dependence on Al activity: 

β =
K f

'

Al(OH )3[ ]1/3
+ K f

'( )        (4) 

where Kf’ (10-4.824) is the equilibrium constant for the reaction describing the precursor complex 
and is calculated from the experimental data of Carroll and Knauss (2005) as described in Maher 
et al. (2006b).  For this formulation σ is also equal to 1/3 to reflect the stoichiometry of the 
overall dissolution reaction relative to the stoichiometry of the rate-limiting step, here the 
formation of the silica-rich precursor.  With this formulation, the exponents n and m in Equation 
3a are assumed to be = 1. 

The third formulation, PRL, combines two parallel nonlinear rate laws that are summed 
according to Equation 1.1 and is based on theoretical principles and experimental data that 
suggest close-to-equilibrium dissolution behavior is fundamentally distinct from far-from-
equilibrium dissolution (Burch et al., 1993; Hellmann and Tisserand, 2006).  The rate law 
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proposed by Hellmann and Tisserand (2006), based on experimental data for albite, was 
implemented in CrunchFlow to consider both the plagioclase and K-feldspar dissolution in the 
profiles and is very similar in form to the parallel rate law previously proposed by Burch et al. 
(1993). One rate law describes far from equilibrium dissolution behavior with a rate constant k2, 
and one rate law describes close to equilibrium behavior (k1): 

Rl = Abulk ⋅ k1[1− exp(−m1g
m2 )]+ k2[1− exp(−g)]m3                  (5) 

where g represents |∆Gr|/RT and the fitted parameters m1, m2 and m3 have values of 7.98 x 10-5, 
3.81 and 1.17 (Hellmann and Tisserand, 2006). This formulation is consistent with theoretical and 
experimental considerations which suggest that far-from-equilibrium dissolution is characterized 
by the opening of etch pits and rapid propagation of step waves, whereas close-to-equilibrium 
dissolution in the absence of etch pits is localized to surface defects (Lasaga and Luttge, 2001; 
Beig and Luttge, 2006).  

The rate constants determined by Hellmann & Tisserand (2006) were corrected for pH and 
temperature. To correct from pH 9.2 to neutral pH, we assumed the relationship between pH and 
the rate constant in the alkaline range is defined by a slope of -0.3 (White, 1995) and the rate 
constants were corrected to the pH-independent range (approximately 1 order of magnitude 
decrease in the rate constant).  The temperature was corrected from 150 ˚C to 13.5 ˚C assuming 
the activation energy of 60 kJ/mol determined by Hellmann and Tisserand (2006). The corrected 
rate constants along with the values of m1, m2 and m3 are reported in Table 4. The temperature 
dependence of these fitting parameters have not yet been determined, so the assumption is made 
that they apply at 25ºC.  Given the circumneutral pH values at SCT5, we assume that mineral 
dissolution kinetics are independent of pH (White, 1995). 

For each rate law, the rate constants were increased from a starting value equal to that of 
the laboratory-derived rate constants from Table 4, and were adjusted to fit the gradient in the 
observed mineral abundance profiles. We used the linear TST model to describe the precipitation 
of kaolinite.  We did not test alternative rate laws for kaolinite precipitation at this time, although 
we recognize that alternative formulations have been proposed (Yang and Steefel, 2008).    

3.7. Model conditions and parameters 

The model simulations were run at 13.5 ˚C (mean annual air temperature) and 1 atm. The 
model domain for each terrace profile consists of a one dimensional soil column with a flux 
boundary condition at the base of the measured profile, and a Dirichlet boundary condition for 
aqueous and gaseous species at the land-atmosphere interface.  For SCT 5, the model was run for 
226 ka, but equally spaced time intervals corresponding to the approximate age of the other 
terraces are shown for comparison. The protolith composition determined from the deepest 
sediments represents the initial solid condition (Table 1, Fig. 5). The composition of the 
infiltrating fluids is the composition of the volume-weighted precipitation corrected for 
evapotranspiration based on the chloride mass balance estimate (Table 2). The flux of water 
entering the column is taken as equal to the long-term average infiltration flux of 0.088 m/yr 
determined by chloride mass balance fir SCT 5 (White et al., this issue).    

The best-fit to the data was determined by matching the solid profiles using flow rate 
determined by the chloride mass balance and varying the kinetic rate constants.  The reverse 
parameter estimation program (PEST, Doherty, 2004) was used to evaluate the sensitivity and 
uniqueness of the model fit and is described in more detail in Appendix 2. PEST was used to 
evaluate the kinetic rate constants and the flow rate based on the measured solid and solute 
profiles.  
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4. RESULTS 

4.1. Base case model 

4.1.1. Profile evolution for end-member compositions 

 Model mineral abundance profiles reflecting different time steps in the soil evolution are 
shown in Fig. 4, along with profiles showing the overall rates versus terrace depth. These profiles 
represent the best fit to the data using the end-member stoichiometry (Model 1) and the linear 
TST model. Other stoichiometry, solubilities and rate law formulations will be discussed in the 
following sections and an analysis of the sensitivity and uncertainty is provided in Appendix 2. 
The calculated albite and K-feldspar rate constants are nearly identical, although the solid profiles 
show very different slopes and degrees of weathering.   As the K-feldspar profile propagates 
downward, the slope of the profile remains constant, which is consistent with the observation that 
pore waters approach equilibrium for this phase rapidly relative to albite (Fig. 5). Similar 
conclusions concerning the similarity in albite and K-feldspar rate constants and the importance 
of respective saturations were reached previously using a much simpler spreadsheet approach to 
fit the SCT 5 profile (Fig. 14, White et al., 2008).  

 The albite profile suggests a markedly different evolution from K-feldspar because it has 
a greater solubility. This difference is less evident in the saturation state profiles (Fig. 6), but is 
clearly evident in the mineral abundance and rate profiles of Fig. 5. Over the depth range 
considered, the pore waters remain very slightly undersaturated, thus resulting in a weathering 
profile that broadens over time.  This effect is evident in the rate profiles— the peak reaction rate 
decreases and the weathering front continues to broaden. This result differs from those obtained 
with the simple linear estimate of steady-state profile development reported in White et al. 
(2008). The reasons for the discrepancy will be discussed in the following sections. 

The evolution of the kaolinite profile is approximately the inverse of the albite profile, with 
kaolinite accumulation occurring at increasingly greater depths over time as a result of depletion 
in primary minerals at the top and the downward transport of aqueous weathering products.  This 
indicates that Al is largely conserved in this pH range, as expected.  The model profile shows a 
small reversal in the upper 0 to 0.5 meters because of undersaturation of kaolinite, (Fig. 4f).  The 
twin peaks in the kaolinite rate profiles correspond to the peak reaction rates of the primary 
dissolving minerals (albite and K-feldspar).  The maximum accumulation of kaolinite 
corresponds to the point in time where the primary mineral reaction fronts overlapped. The 
continued accumulation of kaolinite at greater depths, as suggested by both the data and the 
model, is consistent with our suggestion that albite closely approaches but does not reach 
equilibrium over the depth of the profile.  

4.1.2. Primary mineral stoichiometry and solubility 

If a solubility for An30 plagioclase content is used (rather than the end-member value for  
albite), then the reactive transport simulations are unable to reproduce either the measured profile 
gradient of plagioclase or the position of the plagioclase profile relative to that of K-feldspar.  
The increase in solubility of plagioclase relative to K-feldspar (and albite) steepens the 
plagioclase profile gradient and increases the amount of kaolinite precipitation.  Changes in 
mineral kinetics and other parameters such as flow rates cannot be used to improve the model fit 
because the relative position of the weathering fronts under quasi-steady state weathering 
conditions is fixed only by the relative solubilities (cf. Ortoleva et al., 1987; Lichtner, 1993; 
White et al., 2008).  This conclusion is also borne out by numerical simulations using 
CrunchFlow (not shown here) in which it was confirmed that the relative position of the K-
feldspar and plagioclase front could not be achieved by changing flow rates and/or mineral 
reaction kinetics. 
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Given that the position of the weathering fronts are fixed by the relative mineral 
solubilities, there are two options for increasing the agreement between the solid solution models 
and the measured profiles using the measured plagioclase and K-feldspar compositions.  The first 
option (Model 2a) is to use the mineral and elemental profiles to independently determine the log 
K for Ab70An30, while using the pure K-feldspar composition and other parameters of Model 1. 
Fitting the profile data, this approach results in a log K (25˚C) of 8.17 for a plagioclase with 30% 
anorthite. For Model 2a, all calculated rate constants remain the same.  

If instead a log K (25˚C) value of 9.63 is assumed for Ab70An30 based on the calculations 
of Arnorsson and Stefansson (1999), then the K-feldspar(Ab20) log K (25˚C)  must be increased 
by 1.2 log units to 2.63 to fit the profile data (Model 2b). Reported log K values for K-feldspar 
with 20 mol % albite content range several orders of magnitude from approximately 1.07 for 
sanidine to 5.5 for microcline at 25˚C (Arnorsson and Stefansson, 1999), bracketing the values 
determined by fitting the profile data. When both the plagioclase and K-feldspar solubilities are 
increased in Model 2b, the data require a decrease in the kaolinite rate constant by four orders of 
magnitude. This model presents the best fit to the solid profile elemental data at depths greater 
than about 2.5 meters (Fig. 6), but does not match the aqueous data and re-calculated 
thermodynamic saturations with the exception of the deepest sample at 6 meters.  In contrast, 
Model 2a remains consistent with the pore water compositions and the calculated saturation state 
values and provides a reasonable fit to the elemental profiles at depths less than about 2.5 meters 
(Fig. 6). The enrichment of relative and total Ca contents observed at the top of the profile is most 
likely a result of eolian inputs and cannot be captured with either Model 2a or 2b. Most 
importantly, these changes in stoichiometry and solubility do not change the primary mineral rate 
constants using Models 2a and 2b because the relative depth of the profiles is controlled only by 
the relative mineral solubilities.   

In addition to the thermodynamic constraints imposed by the relative positions of the 
reaction fronts, textural considerations may also be important for interpreting these results. The 
increasing Al/Si crystallographic ordering, resulting from slow cooling of plagioclase between 
temperatures of 800 and 400oC (conditions common for granitic plutons) produces complex and 
extremely fine scale lamellae structures which consist of zones of sodic and calcic enrichment 
(Carpenter, 1993). The fine-scale intergrowth of these plagioclases could potentially result in 
armoring of the anorthite component during dissolution and would thus be consistent with a 
model in which end-member albite solubility eventually controls the pore water chemistry at 
larger extents of weathering.  This model would explain the better fit of the pore water data using 
a log K more like that of an albitic plagioclase, as is the case with Model 1 and Model 2a.  This 
explanation would also be consistent with the observed reduction in anorthite content with terrace 
age (White et al., 2008). Because none of the alternative models we considered produces a 
suitable match to all of the fluid and solid data across all metrics, coupled with the constraints that 
the profile geometries impose on relative solubility (constraints violated by Models 2a and 2b), 
we conclude that in the present case the processes and rates that we consider here are well 
described by Model 1, therefore only Model 1 will be referred to in the following discussion.   

4.1.3. Solute profiles and mineral saturation states 

 The solute profiles offer an additional constraint on the model results and also indicate 
profiles that are impacted by processes (biologic or hydrologic) that are not explicitly considered 
in the model formulation (Fig. 7).  Fig. 7 shows the best fit to the data determined using the L-
TST model and the measured infiltration flux (0.088 m/yr). The model fits to the pH, and total 
Na+ Mg2+, Al3+ and SiO2(aq) profiles are in general agreement with the measured data. In 
particular, the model Al concentration profile reproduces the measured data and suggests an 
accumulation of Al in the upper pore waters. The K+ profile, however, is notably discrepant 
despite the excellent match to the K-feldspar profile. The exact reason for this has not been 
determined, but probably results from strong seasonal biologic cycling of K+, which is the 
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dominant mineral nutrient in the grassland vegetation (White et al., this issue). The model pH also 
differs slightly from the measured values (which were calculated from measured soil PCO2 and 
alkalinity). The differences may reflect slight measurement error or slight seasonal fluctuations. 
However, any error introduced by the difference in pH will only affect our interpretation of 
secondary mineral precipitation as discussed in Appendix 1.2. 

As we are primarily concerned with the primary mineral dissolution and secondary mineral 
precipitation, the match to Al3+ and SiO2(aq) concentrations and saturation states (Figs. 5 and 7) 
provides an additional constraint on the reaction rates over and above what is provided by a  
match of the time-integrated mineral profiles.  The model is in very close agreement with the 
measured saturations states for all three minerals beneath 1.5 meters and confirms the high degree 
of supersaturation of kaolinite suggested by the data.  The model also suggests that as mineral 
volumes are depleted and reaction rates decrease, undersaturation with respect to ?? increases 
over time at a particular point within the profile, which is consistent with the trend in calculated 
saturation states for the other younger terrace profiles (White et al., this issue).  The reversal in 
measured values is at the top of the profiles is most likely an effect of eolian inputs as discussed 
in Appendix 1. 

4.1.4. Cation exchange and the evolution of clay abundances 

The evolution of smectite relative to kaolinite and the bulk CEC is shown in Fig. 8. A 
dissolution rate constant for smectite of 10-15.9 mol/m2/sec was determined by approximating the 
observed profile gradient. At 226 ka, smectite dissolution in the model occurred only in the upper 
4 m, at which point it reached equilibrium.  Smectite dissolution had an extremely minor impact 
on the profiles of the major minerals in the model (e.g. albite, K-feldspar and kaolinite) because 
of its low abundance. However, as smectite provides a large fraction of the CEC, it needs to be 
considered. The assumed protolith abundance for smectite abundance is lower than values 
observed at other terraces, but given the strong agreement with the data it is likely that smectite 
abundances were lower in these terrace deposits.  

For this particular terrace, the loss of exchange sites from the depletion of smectite in the 
upper regions of the profile was essentially matched by the large addition of kaolinite with a 
much lower CEC (Fig 8b,c) resulting in minimal change to the total CEC during profile 
evolution.  Although the total CEC is changing slightly over time due to changes in the volume 
fraction of kaolinite and smectite, weathering processes operate over much longer timescales than 
exchange processes, resulting in quasi-steady state conditions. Cation exchange concentrations 
will be approximately in equilibrium with the advecting waters, therefore, unless a major 
transient is introduced into the system.  As a result, cation exchange is not expected to affect 
weathering processes. Therefore as expected, the addition of cation exchange coupled to mineral 
dissolution/ precipitation resulted in no measurable change to the model profile evolution because 
the weathering and subsequent transport of cations through the profile is slow enough that a 
quasi-steady state is maintained.  

 

4.2. Results using alternative rate law formulations 

The system considered here is developed on unconsolidated and well-sorted beach sand 
where physical surface area restriction and physical heterogeneity are both minimal, therefore 
these factors are unlikely to substantially impact weathering processes. We also used a maximum 
surface area estimate (a factor of 160 greater than geometric estimates); therefore these rate 
constants likely represent minimum values. Using a parallel rate law formulation (PRL), we 
calculated field scale rate constants consistent with those determined experimentally by Hellmann 
and Tisserand (2006). Similarly using a rate law formulation that depends on the activity of Al 
and a Temkin coefficient of 3 (Equation 3a), we obtain dissolution rate constants within error of 
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the laboratory values suggested in Palandri and Kharaka (2004). The model calculations that 
include a non-linear dependence on reaction affinity (PRL or AIM) are therefore consistent with 
experimental rate constants for the primary minerals (Table 4). Our values for the rate constants 
using a linear TST model are similar to typical field-based surface normalized rates (White and 
Brantley, 2003) and therefore significantly smaller than experimentally-determined rate 
constants, even though we have accounted for the reaction affinity term in equation 3a and the 
observed super saturation of clay minerals. 

In Table 4, the best-fit TST rate constants for dissolution of albite and K-feldspar are listed 
and compared with the results from alternative rate law formulations and with the results from 
calculations based on the solid profile evolution (White et al., 2008). The rate constants for the 
parallel nonlinear rate law formulation (PRL) determined from a best fit of the field data were 
approximately half an order of magnitude slower than the laboratory rate constants calculated by 
correcting the Hellmann and Tisserand (2006) data for pH and temperature.  The close to 
equilibrium rate constant (k2) for the PRL is also similar to the rate constant from the linear TST, 
indicating that the performance of the parallel rate laws originates from the second, highly 
nonlinear reaction term in the rate law.  

The dissolution rate constants for albite and K-feldspar calculated for the Al-inhibition rate 
law (10-12.7 mol/m2/sec) are extremely close to the laboratory reported values of 10-12.8 mol/m2/sec 
(Palandri and Kharaka, 2004).  This result is attributable predominanty to the effect of the Al-
inhibition term in Eqn. 1, as the overall reaction rate must be the same as for the TST and PRL in 
order to fit the data.  As the depth of propagation of the weathering front is in part controlled by 
the rate of kaolinite precipitation (as discussed in a later section), the kaolinite rate was adjusted 
slightly between models to achieve a match to the dissolving mineral profiles.  

The model calculations that include a non-linear dependence on reaction affinity (PRL or 
AIM) are therefore consistent with experimental rate constants for the primary minerals (Table 4). 
Our values for the rate constants using a linear TST model are similar to typical field-based 
surface normalized rates (White and Brantley, 2003) and therefore significantly smaller than 
experimentally-determined rate constants, even though we have accounted for the reaction 
affinity term in equation 3a and the observed super saturation of clay minerals. 

The model albite rate profiles for the three different rate law formulations as a function of 
saturation state are shown in Fig. 9.  The measured saturation state corresponding to the peak 
overall reaction rate from Fig. 4e (i.e. the point where the ratio of the profile concentration (Mw) 
to the protolith value (Mp) equals 0.5) is shown as a reference point in Fig. 9 because this 
corresponds to the maximum overall weathering rate in the profile.  

4.3. Comparison to previous weathering rate estimates at the Santa Cruz, CA 
chronosequences 

The linear TST values are also consistent with the aqueous rates determined in White et al 
(this issue), and those calculated using a spreadsheet model that calculates the dissolution rate as 
a function of the depletion in the solids (White et al., 2008). The model of White et al. (2008) 
considered the saturation state of the dissolving minerals as it was affected by mineral dissolution 
and aqueous transport, and stoichiometrically removed Al and Si to reflect secondary mineral 
precipitation at the rate at which they were produced from dissolution. The current model treats 
the reaction kinetics of kaolinite separately using the measured solute and the aqueous activities, 
and the mineral abundance data.  In other words, stoichiometric Al and Si incorporation occurs 
here with kaolinite supersaturated. 

Our comparison of three different rate law formulations suggests that the apparent 
discrepancy between field and experimental rate constants cannot be attributed entirely to the fact 
that most field rates are calculated without considering the reaction affinity term. More important 
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is the nonlinear dependence of the rate on the reaction affinity as regulated by the slow rates of 
secondary mineral precipitation. These effects will be discussed in the following sections.  

 

5. DISCUSSION 

In practice, it is difficult to measure reaction rates experimentally over geologically 
significant periods of time.  Reactive transport simulations of natural systems, constrained by 
detailed measurements of fluid compositions, hydraulic parameters and mineral abundances, are 
an alternative method for quantifying reaction kinetics of primary mineral dissolution and 
secondary mineral precipitation (Giambalvo et al., 2002; Godderis et al., 2006; Maher et al., 
2006b). Reactive transport formulations also enable us to test experimental results at the field 
scale. For the Santa Cruz profiles, we have explicitly considered unsaturated flow, time 
dependent evolution of mineral-specific cation exchange pools, mineral solubility, secondary 
mineral precipitation and the effect of alternative rate law formulations (e.g. Al-inhibition and a 
parallel rate law formulation).  In addition, gas phase diffusion is included using a diffusion 
coefficient of 0.01 cm2/sec (Cerling, 1984). 

 Many authors have discussed the importance of hydrology as a limiting factor for 
chemical weathering rates in natural systems (White et al., 1992; White and Blum, 1995; Clow 
and Drever, 1996; Steefel and Lichtner, 1998; Stonestrom et al., 1998; White et al., 1998; West et 
al., 2005; White et al., 2005a; White et al., 2008; this issue). Previous analysis also documented 
the importance of fluid fluxes on controlling saturation-limited weathering of primary albite and 
K-feldspar in the Santa Cruz terraces (White et al., 2008; this issue). Other studies have cited the 
potential influence of secondary minerals on primary mineral weathering rates (Godderis et al., 
2006; Maher et al., 2006b). However, none of these preceding studies considered in detail the 
kinetic effects of secondary mineral precipitation on weathering of primary minerals. Our 
investigations show that in the absence of a secondary mineral phase that also removes 
weathering products from solution, it would require flow rates an order of magnitude greater than 
our range of estimates to match the amount of observed mineral depletion. In addition, the 
coupling between the respective dissolution and precipitation kinetics of albite and kaolinite leads 
to the long-term development of disequilibrium conditions that extend the weathering profiles 
much deeper into the protolith than predicted by calculations assuming simple equilibrium 
conditions (White et al., 2008; this issue). We conclude, therefore, that secondary mineral 
precipitation is important in most weathering systems. If the saturation state of the dissolving 
minerals is the critical factor controlling chemical weathering rates, then the hydrology, 
secondary mineral precipitation, relative mineral solubility and other factors which impact ∆Gr 
will all play a role in controlling the evolution of the weathering profiles. From a practical point 
of view, interactions between these parameters can only be fully investigated using a modeling 
approach broadly equivalent to that described in the sections above.  

5.1. Solid state profile development and reaction front geometry 

5.1.1. Primary mineral dissolution 

 Our analysis has demonstrated that the K-feldspar and albite profiles show markedly 
different gradients with depth because of their different solubilities, not their rate constants, 
consistent with the conclusions of White et al. (2008). Albite starts to approach equilibrium at the 
maximum depth of SCT 5 profile (IAP/K = -0.04 at 7 meters), whereas K-feldspar reaches 
equilibrium at relatively shallow depths (3 meters, Figs. 4 and 5).  The difference in solubility 
also results in different patterns for the reaction fronts and peak overall reaction rates, despite the 
nearly identical rate constants determined for the two minerals. The more soluble albite has a very 
broad reaction front which extends over the length of the SCT 5 profile, while K-spar reaches 
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equilibrium in the upper regions of the profile, and is thus characterized by a short and 
compressed reaction front and a shallow mineral abundance gradient.  

The reaction fronts of the dissolving minerals are also fairly symmetric. The shape of the 
deeper side is controlled by the approach to equilibrium (or the gradient in ∆Gr values), while the 
decrease in gradient on the shallow side of the reaction front profile results from the decline in 
total mineral surface area as the mineral volume decreases. These conclusions are comparable to 
those also predicted by White et al. (2008) and Brantley et al. (2008). The net result is that the 
depth of the peak reaction rates corresponds to the location of the profile where the mineral 
volumes are approximately one half that in the protolith. However, as the leading boundary of the 
reaction front is controlled by ∆Gr, any factors that affect ∆Gr will thus control the rate at which 
the weathering front propagates, i.e., the weathering advance rate (ω). 

The predicted profile evolution for K-feldspar is consistent with the steady state geometric 
profile evolution proposed by White et al. (2008) and investigated previously by Lichtner (1993)  
Steady state profile evolution is defined geometrically as the condition where the mineral 
abundances at the top of the profile (z = 0) are equal to zero (Mw = 0), and the mineral 
abundances at the base of the weathering profile (z= L) are equal to the protolith abundance (Mw 
= Mp). In the absence of erosion (as at the Santa Cruz terraces), this condition results in a fixed 
profile geometry that propagates downward at a constant rate (approximately 9.7 mm/kyr). A 
requirement for the steady-state profile evolution model is that the mineral must reach 
thermodynamic saturation in order to maintain a constant weathering gradient.  This steady state 
profile evolution is distinct from steady state soil thickness, which occurs when the weathering 
advance rate is balanced by the erosion rate (Heimsath et al., 1997), since it occurs even in the 
absence of erosion. 

Because K-feldspar approaches equilibrium, the peak reaction rate does not change 
substantially over time as the reaction front migrates downward. However, the model albite 
profile shows a different evolutionary pattern with progressive mass loss at depth that indicates a 
departure from the steady state geometric profile evolution described by White et al (2008). 
Although we have chosen the least soluble albite composition, thermodynamic saturation is still 
not obtained because of kaolinite precipitation. As a result, weathering occurs over the length of 
the profile (Figs. 4b and 4e) and the condition that Mw = Mp is not met. Prolonged weathering has 
a substantial effect on the reaction rate profile—the peak reaction rate for albite decreases over 
time as the rate profile broadens.  As the reaction front profiles are controlled by mass (and 
surface area) depletion and thermodynamic saturation, progressive mass depletion and increasing 
undersaturation broadens the reaction front and reduces the maximum overall dissolution rate. 
The rate at which the albite profile advances is 23.6 mm/kyr, about 2.4 times faster than the K-
feldspar front. This value describes the downward propagation of the peak reaction front, but is 
distinct from the weathering advance rate as at no time after the start of the simulation does Mw 
equal the initial assumed protolith value, Mp. The implications for this behavior are that in the 
presence of erosion, steady state profiles can be achieved, but the deep weathering of albite (and 
especially the Ca-plagioclase compositions) means that Mw may not equal Mp, thus requiring 
careful consideration of gradients in comparing soil production/weathering advance rates to 
erosion rates.  

An increase in the model dissolution rate constants causes the reaction fronts to become 
increasingly sharp and the gradients to become shallower, but does not appreciably impact the 
total mass removed from the profiles (cf. Bolton et al., 2006; White et al., 2008). Our model 
confirms that the weathering advance rate and the total mass of mineral dissolved will be 
controlled by the thermodynamic saturation, as is evident by the difference in propagation rates of 
the reaction fronts for the two minerals. The flow rate and the rate of secondary mineral 
precipitation are the two predominant controls on the thermodynamic saturation of the dissolving 
minerals, and as such exert a substantial control over the maximum reaction rates, mass depletion 
and weathering advance rate. While the importance of the fluid flux in controlling the rate of 
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advance of the weathering front under transport-limited conditions has been investigated in 
previous papers (White et al., 2008), the kinetics of secondary mineral precipitation and the effect 
of ∆Gr has not. 

5.1.2. Secondary mineral precipitation and the development of an argillic horizon 

Both the measured and model profiles suggest a peak in clay abundances between 0.5 and 
2 meters (Fig. 4).  This bulge in clay accumulation (referred to herein as the argillic horizon) is 
common to soils in temperate climates (USDA, 1999). The genesis of an argillic horizon is not 
well understood, but is commonly attributed to translocation of clays from the A horizon (the 
"zone of elluviation") and accumulation in the B horizon (the "zone of illuviation").  Inspection of 
the bulk reaction rates shown in Fig. 4 suggests that the bulge in the argillic horizon results from 
the overlap of the albite and K-feldspar reaction fronts early in the profile development at 
approximately 65 ka of soil formation. The reversal at the surface of the profile (0 to 0.5 m) 
results from undersaturation of kaolinite due to the dilute composition of rainfall and downward 
transport of any dissolved components from weathering. At the lower depths of the profile from 
approximately 3 to 7 meters, the precipitated kaolinite is a result of the broad reaction front of 
albite. As the primary mineral reaction fronts propagate downward, kaolinite accumulation occurs 
at greater depths. The developmental sequence of this pattern has obvious implications for the use 
of clay minerals in paleoclimate studies as well.  

In addition to the mineral concentrations, the saturation state of kaolinite and the match to 
the aqueous Al and SiO2(aq) provide additional constraints on the reaction rates determined here. 
Our model confirms the substantial degrees of kaolinite supersaturation suggested by the 
measured data for this terrace (Fig. 5) and all younger terraces (Fig. 13, White et al., this issue), 
even though we used the most soluble log K value for kaolinite reported in the literature. This 
degree of supersaturation (log IAP/K ~ 2 to 4) is perhaps unexpected, but consistent with other 
pore water studies (Steefel and Van Cappellen, 1990; White, 2002).  Although XRD 
measurements did not show evidence for gibbsite and halloysite precipitation in the profiles, it is 
possible that the precipitation of a more soluble precursor mineral, followed by relatively rapid 
transformation to a more crystalline kaolinite, is responsible for the observed supersaturation and 
relatively slow kaolinite rate constant (e.g. Steefel and VanCappellen, 1990). According to this 
interpretation, halloysite or some other precursor with a solubility greater than kaolinite could be 
the actual phase controlling the pore water composition, as long as its conversion to kaolinite (as 
identified by XRD) is sufficiently rapid that the precursor cannot be observed in the profile.  If 
this were the case, the rate constant for the phase with a halloysite composition would likely be 
about 4 orders of magnitude larger than the value we report for a kaolinite composition, since the 
solubility would be higher by that factor (thus producing an affinity term, or ∆G driving force, 
that is 4 orders of magnitude smaller [see Equation 3a]). 

The observation that the model somewhat overestimates the amount of kaolinite at shallow 
depths can be attributed to several factors, including the translocation of clays, seasonally low 
moisture contents, complexation of Al by organic matter and the effect of eolian input. The 
simplest explanation for the discrepancy between the model and the measured data is that clays 
from the top of the profile are translocated downward and flocculate as a result of humic acid 
concentrations (Kretzschmar et al., 1998). The amount of excess kaolinite at the surface is 
approximately equal to the discrepancy between the model and the measured abundances at 0.5 m 
depth, suggesting that some redistribution via translocation does occur. Examination of the 
orientation of clay films in the soil indicates that relatively little translocation has occurred at 
Santa Cruz, but the amount of translocation may vary among natural soils depending on 
hydrology,  ionic strength and humic acid content of the pore water.    

There are alternative explanations for the decline in clay abundance at the surface. For 
instance, if insufficient water is present, or if fractions of the total Al are forming strong 
complexes with organic ligands such that actual activities of Al3+ and SiO2(aq) are less than our 
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model predictions, then kaolinite precipitation would be suppressed to a greater extent than is 
suggested by the model. A strong correlation between DOC and total solute is also described by 
White et al. (this issue).  Examples of processes which were found to suppress model kaolinite 
precipitation to the extent suggested by the data the are 1) complexation of Al3+ by dissolved 
organic matter at the surface followed by decomposition of organic matter at depth, 2) a steady 
input of eolian input with the composition of the protolith beach sand; and 3) a more soluble 
kaolinite composition such that kaolinite is undersaturated at the surface.  Dust input reproduces 
the bulge in kaolinite and the reversals in the primary minerals, with no change to the calculated 
rate constants (Appendix 1). The effect from dust occurs because the constant supply of fresh 
mineral to the soil column maintains the location of the reaction fronts for albite, K-feldspar and 
kaolinite at the top of the profile (e.g. peak reaction rates occur at the very surface), while the 
constant addition of fresh material dilutes the kaolinite abundances resulting in a large bulge at 
the approximate depth of the argillic horizon. Complexation of Al by organic matter and the 
influx of dust may affect the shape of the profile at the surface, but will not dramatically change 
the calculated rate constants or the mechanisms. Although these are interesting results, their 
validity cannot be sufficiently evaluated at this time due to the lack of appropriate constraints, and 
moreover none of them required changes in the rate constants to match the observed data. We 
conclude that the peak accumulation of kaolinite and the development of the argillic horizon in 
soils is most likely a result of the overlap of the albite and K-feldspar weathering fronts coupled 
with undersaturation of kaolinite in dilute waters at the top of the profile. 

5.2.  Effect of flow rates on weathering rates and weathering profiles 
It is possible that the amount of meteoric precipitation, and hence percolation rates, at SCT 

5 have varied over the last few glacial-interglacial cycles. These cycles could have had a localized 
impact at Santa Cruz, in that the continental shelf was exposed for a distance of more than 20 km 
to the west of the current coast line during the last glacial maximum. This geographic shift could 
have impacted precipitation and possibly temperature. Our model uses the average net percolation 
flux determined from chloride mass balance estimates and thus represents an average over 
approximately the last 10 to 20 years (White et al., this issue). The uncertainties in the model 
values produced by uncertainty in the long-term flow rate are shown in Fig. 10 and are also 
discussed in Appendix 2. Fig. 10 shows the effect of a factor of ±1.5 variation in the flow rate and 
the increase in the rate of propagation of the weathering fronts at higher fluxes.  Increased mass 
loss at higher flow rates occurs because the approach to equilibrium for the dissolving minerals is 
prolonged—at extremely high flow rates, reaction fronts become elongated, the approach to 
equilibrium is slower, and the gradient in saturation state and mineral abundance is steepened.  
Uncertainty in the flow rate does not transfer into uncertainty in the primary mineral dissolution 
rate constants because changes in the flow rate do not noticeably change the profile gradients, but 
rather increase the weathering advance rate.  

5.3. Secondary mineral precipitation as a control on primary mineral weathering 

Previous work has suggested that secondary mineral precipitation (Zhu et al., 2004; 
Godderis et al., 2006; Maher et al., 2006b) and re-crystallization are important processes in 
driving mineral-fluid reactions over long timescales (Steefel and Van Cappellen, 1990; Maher et 
al., 2004; Fantle and DePaolo, 2006, 2007).  The nature of this relationship has not been 
explicitly demonstrated in a natural system due to insufficient data.  As a result, kaolinite and 
other secondary minerals are often treated as passive by-products of primary mineral dissolution 
(e.g. precipitation rates are set equal to the primary mineral dissolution rates and possible 
supersaturation is not considered) as in the previous characterizations of weathering in the Santa 
Cruz terraces (White et al., 2008, this issue). Here we further refine the controls on profile 
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evolution by documenting the importance of precipitation kinetics of secondary clays in 
controlling primary silicate weathering rates.  

Although the shape of the kaolinite profile is affected by the reaction fronts of the 
dissolving minerals, kaolinite precipitation is critical for sustaining primary mineral dissolution.  
Fig. 11 shows the effects of a factor of 5 to 10 variation in the rate constant for kaolinite 
precipitation on its profile development in SCT 5, and the corresponding impact on the 
weathering profiles.  For reference, the absence of kaolinite precipitation results in virtually no 
primary mineral dissolution because Si and, more importantly Al, rapidly increase and pore 
waters saturate. It would require a flow rate of approximately 0.6 m/yr (equal to or greater than 
annual precipitation) to dissolve the same amount of primary mineral as is dissolved when clay 
precipitation occurs. In other words, without the perturbation to the saturation state of the 
dissolving minerals provided by kaolinite, weathering would be minimal and the profile would 
advance very slowly.  

Changes in the rate of kaolinite precipitation do not affect the primary mineral kinetic rate 
constants or weathering gradients. However, an increase in the rate constant removes weathering 
products from solution and therefore results in an increase in the weathering velocity of the 
primary minerals (Fig. 11).  A factor of 10 decrease in the rate of kaolinite precipitation produces 
changes in the profiles comparable to the effect of a factor of 1.5 decrease in the flow rate (or 
about 100 ka in profile development). The two variables are thus inversely correlated in the 
model (for the same fit to the data).  Increasing kaolinite precipitation increases the total mass 
loss and the amount of mineral dissolved, but will not substantially change the gradients of the 
saturation state or weathering profiles over depth as the later are controlled by the intrinsic rate 
constants. For example, to fit the data at higher flow rates requires only a slower rate constant for 
kaolinite precipitation, but does not require appreciable changes to the primary mineral 
dissolution rates.. Therefore, uncertainty in the flow rate or soil PCO2 only affects the uncertainty 
in the kaolinite precipitation rate and not the primary mineral dissolution rates, as the profile 
gradients are fixed by relative mineral solubilities and rate constants. However, because kaolinite 
precipitation affects weathering profiles in the same manner as aqueous transport and soil pH or 
PCO2 (e.g. by influencing the reaction affinity of the dissolving phase), without the direct 
measurement of all of the parameters that perturb reaction affinity it would be difficult to 
distinguish their impact on soil profile evolution and total mass loss from weathering.  

5.4. Exporting experimental rate constants to natural systems 
A number of processes have been suggested as factors in the “dissolution rate conundrum” or 

the discrepancy between field and laboratory rates, including changes in the intrinsic reactivity of 
mineral surfaces (Maher et al., 2006b), limitations on reactive surface area in natural porous 
media (White and Peterson, 1990; White, 1995), limitations on flow and transport into low 
permeability zones in heterogeneous material (Clow and Drever, 1996; Malmstrom et al., 2004), 
slow precipitation of secondary minerals (Maher et al., 2006b), and transport rather than strict 
interface control of rates (Swoboda-Colberg and Drever, 1993; Clow and Drever, 1996; Steefel 
and Lichtner, 1998). Here we use geometric surface areas corrected for surface roughness, values 
that should be roughly equivalent to BET surface areas.  As the protolith is composed of 
unconsolidated beach sands and the abundance of smectite is low, it is unlikely that substantial 
reductions in mineral surface areas are an important control on reaction rates at Santa Cruz.  In 
terms of the hypothesis that physical heterogeneities could introduce an important effect, it should 
be noted that there are weak compositional variations in the protolith material as a function of 
depth and terrace age. However, these do not introduce substantial physical heterogeneities 
because the beach sands were well-sorted initially, and thus contain few if any clay lenses or 
other substantial grain-size variations that would act as barriers or conduits to flow. With very 
little evidence for either shielding of mineral surfaces or preferential flow, we suggest that the 
slower rate inferred for natural systems are the result of the non-linear approach to 
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thermodynamic equilibrium and to the particular form in which reaction affinity is incorporated 
into the primary mineral dissolution rate laws. Our reference model, which used a simple linear 
TST description of mineral dissolution and precipitation, and considered measured mineral 
abundances, solute profiles and saturation states, still resulted in rate constants for mineral 
dissolution that were approximately 2 orders of magnitude slower than the experimental values 
(Table 4). We also found that factors that affect the approach to equilibrium, such as secondary 
mineral precipitation and flow rate, result in greater mass depletion, but minimal change in profile 
gradients (e.g. kinetic rate constants). Combined these observations suggest that the particular 
dependence on reaction affinity included in the overall rate law will be particularly important 
when experimental rate constants are exported to natural systems.    

To address this observation, two additional rate law formulations were evaluated in addition 
to the linear TST rate law: a rate law that considers the effect of Al-inhibition (AIM), (Gautier et 
al., 1994; Oelkers and Schott, 1995), and a parallel rate law formulation (PRL), that explicitly 
considers non-linear close-to-equilibrium dissolution (Hellmann and Tisserand, 2006).  Previous 
modeling work by Maher et al. (2006b) also noted that very slow clay precipitation and/or the 
precipitation of more soluble clay minerals resulted in close-to-equilibrium conditions and 
therefore laboratory-scale dissolution rate constants. Their suggestion could not be fully evaluated 
due to the lack of suitable constraints on both aqueous Al activities and clay mineral abundances 
at that particular site. The results from this study, which are constrained by the mineral 
abundances, the aqueous chemistry and thermodynamic saturation states, suggest that the 
majority of dissolution at Santa Cruz occurs close to equilibrium and as a result the inferred 
kinetic rate constants and the overall profile mass depletion are highly dependent on the particular 
form of the rate law, a finding similar to that of Sverdrup et al. (2002). 

We considered three different formulations that vary in the values assigned to n, m, σ and 
β. In order to evaluate the different rate laws, the albite and K-feldspar rate constants were 
adjusted to match the gradient of the profiles.  The major difference between kinetic models in 
terms of their ability to match the mineral abundance data occurred at low mineral abundances.  
As mineral surface area is depleted and bulk dissolution rates plummet, this results in greater 
degrees of undersaturation and therefore the PRL results in very sharp profiles at low mineral 
volumes. The Al-inhibition rate law (AIM) resulted in similar profiles to the linear TST reference 
model, but produced rate constants similar to experimental values.  

Of the three rate laws, the L-TST rate law resulted in rate constants that are 2 orders of 
magnitude slower than the established laboratory rate constant of ca. 10-12.5 to 10-12.8 mol/m2/sec 
based on an equivalent interpretation of experimental data obtained under far-from-equilibrium 
conditions (Palandri and Kharaka, 2004).  In contrast, the two non-linear rate law formulations 
(PRL and AIM) resulted in rate constants that are comparable to laboratory values. For the PRL 
model, the temperature- and pH-corrected laboratory rate constants of Hellmann and Tisserand 
(2006) required little adjustment from the experimental values. The “close-to-equilibrium” rate 
constant (k2) determined in the laboratory by Hellmann and Tisserand (2006) is essentially the 
same as the value determined using the L-TST rate law formulation in the reference model (Fig. 
9, and Table 4). 

For the Al-inhibition model, the rate constants for both minerals are similar to 
experimental values (10-12.8 mol/m2/sec). The ability of the two nonlinear rate laws to describe 
both the mineral abundance profile and the porewater chemical data suggests that the noted 
discrepancy between laboratory and field rates may be a result of the affinity dependence of the 
reaction rates and the fact that the majority of dissolution occurs close-to-equilibrium. A parallel 
rate law like that developed by Hellmann and Tisserand (2006) minimizes the discrepancy 
between the laboratory and field rate constant because it results in a large range of ∆Gr values 
where the dissolution rates change slowly.  The Al-inhibition model reduces the discrepancy 
because of the inhibitory effect of high aqueous Al concentrations (where the inhibition term (β) 
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is also associated with the approach to equilibrium) that suppress the destruction of a Si-rich 
precursor complex (cf. Gautier et al., 1994; Oelkers et al., 1994; Carroll and Knauss, 2005), 
although the Temkin coefficient of 3 (introducing a 1/3 dependence on ∆G) also broadens the 
region in ∆Gr over which the rates goes from its maximum value to zero. Because the models 
were largely indistinguishable in their ability to match the aqueous and solid data, it is difficult to 
evaluate between the PRL and AIM models without further information.  However, we note that 
the AIM provided a slightly better fit to the data than the PRL, where the latter caused a sharp 
step function to develop between low mineral concentrations and zero mineral concentrations as a 
result of the increase in the surface normalized rate at high undersaturations. 

To further evaluate the alternative rate laws, it is worth noting that Beig and Luttge (2006), 
using  a combination of high resolution imaging techniques (AFM, TEM and SEM) suggested 
that the bi-modal nature of many experimental data sets (cf. Burch et al., 1993; Taylor et al., 
2000; Hellmann and Tisserand, 2006) was consistent with the “dissolution stepwave model” 
(Lasaga and Luttge, 2001, 2003; Luttge et al., 2003).   Their experiments also suggested that the 
overall rates were strongly affected by the direction of the fluid evolution — from far from 
equilibrium to close-to-equilibrium or vise versa.  Under far from equilibrium conditions, the 
opening of etch pits accelerates removal of material from within the etch pits and as a result of the 
propagation of steps away from the pit edges (Beig and Luttge, 2006).   As the system approaches 
equilibrium, the surface defects are maintained. Conversely, “close-to-equilibrium” dissolution 
should be localized to surface defects generated as a result of comminution and cleaving (Beig 
and Luttge, 2006).  If the reaction kinetics of silicate minerals (and other mineral classes) are 
characterized by this hysteresis effect, this may in part explain some of the wide variability in 
natural rates, and thus the apparent discrepancy between field and lab measurements.  

Similarly, inhibition of the Si-rich precursor complex by aqueous Al may play a role in this 
observed behavior, although there is no clear linkage between the two effects, aside from their 
importance under near-equilibrium conditions. The Al-inhibition model is based on the 
experimental correlation between the log of Al concentration and log of the dissolution rate 
(Gautier et al., 1994; Oelkers et al., 1994; Oelkers, 2001).  This observation, coupled with 
consideration of the surface chemistry led to the conclusion that the rates were controlled by the 
decomposition of an Al-deficient silica-rich surface precursor complex.  It is likely significant 
that the ratio of the rate constants for the AIM and TST is approximately 0.007, which is 
approximately the predicted value of k/kmax that is calculated from the Al concentrations measured 
at Santa Cruz (Fig. 12). Also shown in Fig. 12 are aqueous SiO2 and Al values corresponding to 
equilibrium with kaolinite calculated for an average SCT 5 pH of 6. The comparison between the 
predicted K-feldspar and albite dissolution rates when equilibrium with respect to kaolinite is 
assumed, versus the case indicated by the pore waters at Santa Cruz, demonstrates how 
supersaturation of kaolinite (presumably due to more soluble precursor minerals) plays a role in 
suppressing dissolution rates by allowing the albite to approach equilibrium. Most importantly, if 
this mechanism can be confirmed it may provide a means for scaling reaction rates between the 
field and the laboratory based on total Al concentrations and measured pH.  
 

5.5. Positive feedback behavior in weathering profiles 
The precipitation of kaolinite provides a substantial driving force for dissolution of both K-

feldspar and albite. However, the relationship observed between albite and kaolinite differs from 
the relationship to K-feldspar in several important aspects.  Fig. 13 shows the relationship 
between kaolinite and albite saturation states for the model simulations and the calculated pore 
water values. When kaolinite is at equilibrium, albite is substantially undersaturated, and even at 
high degrees of kaolinite supersaturation, albite is still undersaturated, although less substantially. 
The result of this condition is that as kaolinite precipitation increases (e.g. lower degrees of super 
saturation), the albite rate will increase as dissolution products are removed by kaolinite. This can 
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also be observed in Fig. 4 where albite is dissolved from the bottom of the profile as kaolinite 
precipitation increases. The albite profile gradient becomes steeper over time, and the maximum 
reaction rate decreases as the weathering front broadens (assuming a semi-infinite profile). This 
relationship can also be described as an autocatalytic reaction, similar to that observed in other 
dissolution-precipitation experiments (Pina et al., 2000).  An autocatalytic reaction would proceed 
at exponentially increasing rates unless a barrier was reached or some other process acts to inhibit 
the reaction.  In the case of plagioclase weathering to kaolinite, this barrier is the total amount of 
available surface area. For example, increases in the rate of clay precipitation will enhance the 
rate of feldspar dissolution up to the maximum rate achievable far-from-equilibrium, consistent 
with surface reaction-control observable in the upper meters of the profile. At depth in the profile, 
lower kaolinite surface areas and slower nucleation rates (e.g. Fig. 5f, Fig 13) effectively inhibit 
the kaolinite precipitation rate.  These limitations set important bounds on the reaction rates at the 
top and bottom of the profile, but are consistent with the observations of deep weathering within 
the profiles.  This apparent autocatalytic relationship would vary as a function of flow rate (e.g. 
accumulation of cations), pH and the presence of other phases, all of which affect the reaction 
affinity at the leading edge of the reaction front.  

Even if the precipitation of a more soluble precursor mineral such as halloysite (rather than 
kaolinite) was the rate controlling step (thus lowering the extent of supersaturation relative to the 
precursor phase and effectively increasing the rate constant), the same autocatalytic behavior 
would occur, as the system must follow the model reaction trajectory of Fig. 13 to be consistent 
with data constraints. It is therefore likely that this condition may occur in all multi-component 
systems and would strongly affect the most soluble of the dissolving phases. Weathering driven 
by clay precipitation may also explain observations of weathering in deep unsaturated zones 
(Maher et al., 2006a), deep-sea silicate sediments (Maher et al., 2006b; Wallmann et al., 2008), 
and groundwater systems (Kenoyer and Bowser, 1992; Zhu, 2005).  The importance of secondary 
phases in moderating primary mineral dissolution rates has been pointed out in experimental 
studies (Alekseyev et al., 1997) and in field scale numerical simulations (Zhu et al., 2004; 
Godderis et al., 2006; Maher et al., 2006b). However, we suggest that this behavior is the result of 
a positive feedback process that occurs when the most soluble dissolving mineral is 
undersaturated and the principal precipitating phase is at equilibrium.  

6. CONCLUSION 

In order to understand how experimentally-determined rate constants and associated kinetic 
rate laws can be extrapolated to accurately portray the overall rates and process occurring in 
natural systems, we used a reactive transport model to fit several different measured constraints, 
including aqueous chemistry, mineral saturation state and solid elemental and mineral 
abundances. Rate constants were initially calculated for the primary dissolving minerals (albite 
and K-feldspar) and the dominant precipitating mineral (kaolinite) using a simple linear TST 
approach. The ability of this reference model to match the available data was compared to 
simulations that used experimentally-derived rate constants and the corresponding rate laws (AIM 
and PRL). Using a parallel rate law formulation (PRL), we calculated field scale rate constants 
consistent with those determined experimentally by Hellmann and Tisserand (2006). Similarly 
using a rate law formulation that depends on the activity of Al and a Temkin coefficient of 3, we 
obtain dissolution rate constants within error of the laboratory values (as summarized in Palandri 
and Kharaka, 2004). 

The intrinsic rate constant for the linear TST model was found to be 2 orders of magnitude 
smaller than the experimentally determined laboratory rate constant, even though the effect of 
kaolinite precipitation on the fluid saturation state was accounted for.  However, when a non-
linear dependence on the approach to equilibrium was considered using alternative rate law 
formulations, we found that the calculated rate constants were within error of experimentally-
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determined rate constants for the same fit to the data achieved by the reference model. These 
results suggest that the discrepancy between experimentally and field-calculated rates is not 
purely a result of close-to-equilibrium dissolution in natural systems (White and Brantley, 2003), 
but depends on the particular form of the rate law as reaction rates approach equilibrium. The rate 
constants determined by best-fits to the field data are therefore consistent with experimental 
values only if rate laws that incorporate the slowing of dissolution rates close to equilibrium are 
considered. 

The aqueous saturation state data for the dissolving minerals suggests dissolution in 
weathering profiles at a given depth begins very close-to-equilibrium and proceeds away from 
equilibrium over time. Together, these findings suggest that weathering at Santa Cruz occurs 
largely within the rate plateau defined by close-to-equilibrium dissolution. This observation 
would be consistent with the hypothesis presented by Beig and Luttge (2006) that if dissolution 
begins above a certain critical ∆G, reaction will be controlled by surface retreat centered on 
limited surface defects.  This process is therefore much slower than dissolution at values of ∆G 
lower than the critical ∆G (more undersaturated), where etch-pits have an amplifying effect on 
the removal of material and the propagation of stepwave dissolution. The Al-inhibition model 
also does not require rate constants that are significantly different from those determined in the 
laboratory. Here, the effect of high Al concentrations resulting from clay supersaturation results 
in inhibition of the dissolution rates, while the Temkin coefficient of 3 broadens the range in ∆G 
over which the transition from a maximum dissolution rate (the so-called “dissolution plateau”) to 
equilibrium (where the rate = 0) is made. Al-inhibition provides a suitable explanation for the 
apparent suppression of dissolution rates in natural systems, particularly when coupled with 
sluggish clay precipitation, and if verified, may present a means of scaling laboratory rates using 
measured pH and Al concentrations as suggested by Fig. 12. 

It is commonly assumed that mass depletion in a profile is a function of the dissolution rate 
of the primary minerals, the flow rate and time. However, the present analysis suggests that the 
propagation of a weathering front is also controlled by the rate of secondary mineral precipitation.  
Therefore, weathering profiles are not purely transport-limited or time dependent, but also depend 
on the rate of secondary mineral formation. This work suggests that the nature of the transition 
from ∆Gr = 0 to ∆Gr < 0 will determine the rate at which the weathering profile advances. The 
factor — flow, precipitation, vegetation, or other — that has the greatest influence on the ∆Gr of 
the dissolving minerals will be the predominant control on weathering rates in a particular 
system.  

Appendix 1. Model sensitivities and limitations  

1.1. Effect of mass loss or mass gain via eolian deposition or erosion on observed profiles and 
reaction rates 

1.2.  
 The sharp reversal in the observed primary mineral abundances in the upper 0.5 meters of 
the terrace 5 profile is most likely a result of dust deposition (Fig. 4). This deposition could have 
been continuous over the duration of profile development, or may have occurred episodically 
when sea level was substantially lower.  To simulate the gross effects of dust deposition, a 
continuous supply of dust was added to the top of the column at the composition of the protolith.  
The depositional flux was 21.5 g/m2/yr, which is the average value computed for eolian fluxes to 
coastal southern California (Muhs et al., 2007).  This represents the maximum likely dust flux as 
the Santa Cruz terraces are located close to the ocean and therefore probably receive a much 
lower flux of dust than the southern coastal areas that receive dust from the Mojave Desert 
seasonally (Muhs et al., 2007).  Profiles corresponding to this dust input using the rate constants 
from the best-fit TST model are shown in Fig. 14.  Incorporating a dust flux does not appreciably 
change the fit to the data but does result in a more close approximation of the argillic horizon and 



Maher, Steefel, White, Stonestrom (2009) 

Page 24 

simulates the reversal at the top of the profiles.  The vertical depth of the model K-feldspar profile 
is relatively unaffected, while there is slightly more depletion in the albite profile at shallow 
depth. We conclude that, over the timescale considered here, dust is unlikely to affect the 
observed weathering rates within error of the values presented in Table 4.  Our analysis also 
suggests that dust input may play a role in the distinct bulge in clay abundance associated with 
the argillic horizon.  
 

1.2. Effect of variations in soil PCO2 

 
Although soil gas concentrations were measured and soil water pH was calculated from the 

alkalinity and measured PCO2, the model pH values differed slightly from the measured.  In order 
to understand the sensitivity of our results to the effect of PCO2 (and pH) on model results, we 
considered a range of PCO2 concentrations spanning an order of magnitude on either side of the 
actual measured value of 0.1 bars (Fig. 15).   As expected based on other sensitivity analyses, the 
effect of increased PCO2 is increase the weathering advance rate similar to the effects observed 
for increased flow, increased duration of weathering and increased kaolinite precipitation rate.  In 
order to fit the data at elevated PCO2 required that the rate of kaolinite precipitation be reduced 
by two orders of magnitude (and increased by a corresponding magnitude at lower PCO2 and 
elevated pH).  Therefore, even if there is substantial (e.g. order of magnitude) error in the 
measured soil PCO2  values, this does not introduce additional error into the dissolution rate of 
primary minerals, but does result in uncertainty in the rate of secondary mineral precipitation. 

 
1.3 Effect of kaolinite solubility and intitial protolith abundance on kaolinite rates 

 
Kaolinite solubilities (25˚C) reported in the literature range over several orders of 

magnitude.  This may be due to the presence of more soluble precursor minerals such as 
halloysite or allophane in the phases used for the experiments, small amounts of secondary 
mineral precipitation during experiments, or errors in measuring aqueous species at dilute 
concentrations. The value chosen in the simulations was measured by Yang and Steefel (2008), 
and is similar to the value determined by Nagy et al. (1991).  This value is 0.8 log units more 
soluble than the value in the EQ3/EQ6 database (Wolery et al., 1990), but closer to values 
measured in aquifers and low-temperature weathering environments (e.g. Grimaud et al., 1990). 
This representation would also be consistent with the fine-grained and poorly crystalline nature of 
the kaolinite at Santa Cruz.  To understand how the uncertainty in solubility would affect our 
results, different solubilities from the literature were evaluated.  A less soluble kaolinite 
composition (approximately 1 order of magnitude change in the log K value) results in more 
kaolinite precpitation and more weathering of albite and K-feldspar (Figs. 13, 16). The effect of 
solubility of kaolinite is also similar to those demonstrated for flow and time and precipitation 
rate as expected, and according to our hypothesis that reaction affinity is the critical factor 
controlling the position and geometry of the weathering fronts. The range in log K values means 
that we can only constrain the rate constant of kaolinite to within a range dictated by the 
uncertainty in the kaolinite solubility—about 2 orders of magnitude—and highlights our relative 
lack of knowledge regarding the aspects of secondary mineral precipitation in many systems.  

There is also some uncertainty in the initial abundance of kaolinite in the profile. The effect 
of this uncertainty is shown in Fig. 16.  We assume that kaolinite precipitates on pre-existing 
kaolinite surface sites, which may be an over simplification of the kaolinite nucleation processes. 
This assumption also introduces further uncertainty into the kaolinite rate constant, as the surface 
area features prominently in the overall rate law. This uncertainty in the initial abundance (or total 
initial surface area) affects only the kaolinite rates and not the albite and K-feldspar rate 
constants.  
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1.3. Parameter sensitivity and covariance  
 
 Model sensitivity and parameter correlation was evaluated using PEST (Doherty, 2004).  

This program operates by minimizing the sum-squared difference between the measured 
constraints and model output values and has been used previously in conjunction with 
CrunchFlow (Giambalvo et al., 2002; Steefel et al., 2003). The parameters that were allowed to 
vary in PEST were the percolation flux, kaolinite precipitation rate constant, and the K-feldspar 
and albite dissolution rate constants.  Each parameter was given a tolerance in PEST: the flow 
rate was allowed to vary by a factor of ± 2, which was greater than the maximum variability 
observed between the five terraces.   Kaolinite rates were allowed to vary by 2 orders of 
magnitude, and dissolution rates for primary minerals by 1. The measured constraints consisted of 
the mineral abundance profiles for K-feldspar, albite and kaolinite and the aqueous Al3+ and 
SiO2(aq) concentrations. For K-feldspar and albite the reversals in the upper meter due to dust 
accumulation were removed and the measured values were set to 0.01 vol % and 0.1 vol % 
respectively.  The aqueous concentrations in mol/L were weighted such that they were given 
equal importance to the volumetric mineral abundances.  The PEST simulation was run only for 
the simple TST model. 

The PEST optimizations that used both the solid and aqueous chemistry as constraints 
suggests an optimal flow rate of 0.07 ± 0.05 m/yr (compared to the chloride mass balance 
calculation of 0.088 m/yr) and within the range suggested by the variability of the measured flow 
rates at the individual terraces. This uncertainty in flow rates corresponds to uncertainty in the 
kaolinite rate of 10-19±0.85 mol/m2/sec. The values for the dissolution rate constants obtained using 
PEST were nearly identical to those determined based on the measured flow rate and a subjective 
fit to the data. PEST was also used to evaluate the correlation between variables and the 
sensitivity of the model parameters. Table 5 shows the correlation matrix describing the 
interdependence between dissolution rates, flow rates and secondary mineral precipitation.  The 
strongest inverse correlation is between the log of the kaolinite rate and the flow rate (-0.99).  
Conversely, the albite profile is slow to approach equilibrium, therefore the rate shows a weak 
correlation with flow (0.34) and only a weak inverse correlation with kaolinite precipitation (-
0.37) and K-feldspar dissolution (-0.61). This is in contrast to our sensitivity analysis of 
individual parameters (flow, pH, solubility and initial volume fraction) where we found that all of 
the uncertainty was related to the description of kaolinite precpitation. K-feldspar is more 
strongly correlated with kaolinite precipitation because of its lower solubility. The correlation 
coefficients by reverse parameter estimation are useful for understanding the reaction network in 
a weathering environment and provide a means of understanding the interdependence of the 
different model parameters and therefore the likelihood that they can be uniquely determined. 
This suite of values suggested by the PEST simulations resulted in a nearly identical fit to the 
data as that provided subjectively. As suggested previously, the strong inverse correlation 
between the flow rate and kaolinite precipitation rate suggests that in the absence of information 
about the flow rate, it would be difficult to uniquely determine the rate of secondary mineral 
precipitation unless specific isotope tracers are used to provide further constraints.  

 
Appendix 2. Model limitations and assumptions 
 

We did not consider time-dependent increases in surface roughness, seasonal and 
millennial moisture fluctuations, preferential flow/heterogeneity, occlusion of surfaces by 
secondary minerals, and the role of biological activity in altering the elemental fluxes.  We 
recognize the importance of these weathering processes, but we either did not have sufficient 
constraints to include them, or identified them through preliminary calculations as minor effects 
relative to the main processes mentioned above.  These effects were judged to be minor in the 
Santa Cruz chronosequences, but may be nonetheless more important at other weathering sites. 
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 In addition to the complication presented by the range in reported equilibrium constants 
for kaolinite, the model formulation presented here also cannot account for many of the 
complexities that are likely to affect clay precipitation in natural systems. These include: clay 
illuviation and flocculation (most likely important in the upper 50 cm), epitaxial precipitation on 
primary mineral grains, preferential flow and reduced permeability in clay-rich zones, the 
interfacial energy barrier associated with nucleation, and the effect of wetting and drying cycles. 
Epitaxial clay precipitation has been suggested as one mechanism for limiting the reactive surface 
areas of the dissolving minerals. We did not find evidence for significant shielding of mineral 
surfaces, although secondary mineral accumulation on primary mineral grains and the presence of 
biofilms may introduce some uncertainty in to the surface areas and therefore the calculated rate 
constants.  A decrease in the permeability and the development of preferential flow features is 
likely to occur with increasing clay contents and weathering age. A more detailed discussion of 
hydrologic variability will be presented in a subsequent paper.   These developments are likely to 
impact the hydrology of the system, resulting in either lower net infiltration fluxes, or zones of 
immobile fluid respectively. In either case, stagnating pore fluid results in zones with markedly 
different chemistry. With respect to the precipitation rate of kaolinite determined here, this 
parameter is subject to uncertainty resulting from limitations in our knowledge of the solubility 
and the operative rate law for kaolinite precipitation (cf. Yang and Steefel, 2008), and the extent 
to which kaolinite forms partly or wholly from a more soluble precursor phase such as halloysite 
(Steefel and Van Cappellen, 1990).  The primary dissolution rate constants are subject to less 
uncertainty because the gradient in the profiles uniquely results from a combination of the relative 
differences in mineral solubility and the intrinsic mineral dissolution rates.  Even though several 
different rate laws formulations were evaluated, they all result in similar rate constants and 
overall rates in the particular saturation state region suggested by the measured pore waters.  The 
major uncertainties therefore result from the assumed surface area and small departures from the 
theoretical solubilities used in the model. 
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Table 1: Description of thermodynamic data, initial mineral abundances and 
specific surface areas used in model formulation. 
 

Surface 
Area Mineral Mineral Formula Log K 

(25˚C) 

Initial 
Conc. 

(m3/m3) (m2/g) 
Model 1: End-member compositions 

Albite NaAlSi3O8 + 4H+ J Na+ +  Al3+  + 3SiO2(aq) + 2H2O  3.01a 0.15 1.94 
(0.012)c 

K-Feldspar KAlSi3O8 + 4 H+ J K++  Al3+  + 3 SiO2(aq) + 2 H2O  1.45a 0.11 1.94 
(0.012)c 

Smectite Ca0.025Na0.1Fe(III)0.2Fe(II)0.5K0.2Al1.25Si3.5O10(OH)2 + 8H+ 

J 0.025Ca2+ + 0.1Na+  + 0.2Fe3+ + 0.5Fe2+ + 0.5K+ + 1.25Al3+ + 
1.25SiO2(aq)  + 5 H2O 

17.57a 0.03 10d 

Kaolinite Al2Si2O5(OH)4 + 6H+  J  2Al3+ + 2SiO2(aq) + 5H2O 8.55b 0.025 10d 

Quartz SiO2 J SiO2(aq) -4.22a 0.36 0.23e  

Model 2: Feldspar solid solution compositions 

Model 2a: K-feldspar end-member, plagioclase solubility determined from this study 
Plag (An30) Na0.7Ca0.3Al1.3Si2.7O8

f
   8.17g 0.15 1.94 

(0.012)c 
K-Feldspar KAlSi3O8

f  1.45a 0.11 1.94 
(0.012)c 

Model 2b: Literature plagioclase solid solution solubility, K-feldspar solubility determined from this study  

Plag (An30) Na0.7Ca0.3Al1.3Si2.7O8
f
   9.63h  

 
0.15 1.94 

(0.012)c 
K-spar (Ab20) K0.8Na0.2AlSi3O8

f  2.63i 0.11 1.94 
(0.012)c 

 
a Log K value from EQ3/EQ6 database (Wolery et al., 1990) 
b Log K value from Yang and Steefel (2008) 
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c Surface area values are calculated in White et al. (2008) by applying a surface roughness factor (λ) of 160 
to the geometric estimate based on mean grain size.  The first value is therefore approximately equal to a 
BET determination. The number in parenthesis is the calculated geometric surface area.  
d Surface area based on maximum bulk BET surface area in the argillic horizon of terrace 5. 
e Geometric estimate. 
f Log K values are reported for reactions written in terms of Al3+ as for Model 1. 
g Determined this study relative to pure K-feldspar end-member of Model 1 (see text). 
 h Log K value calculated from data of Arnorsson & Stefansson (1999)  
i Determined this study relative to Plag(An30) log K calculated from Steffanson & Arnorsson (1999). For 
reference, log K values for Ab20 reported by Arnorsson & Stefansson (1999) range from 1.07 to 5.50.  
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Table 2: Initial conditions and boundary conditions used in SCT 5 (226 ka) simulations, 
values are measured precipitation corrected for evapotranspiration to reflect shallow soil 
water. 
 

  Boundary 
Conditions 

Temp. (˚C) 12 
pH 5.13 
CO2(g) (bars) 0.01a 
 Conc. (mol/kg) 
SiO2(aq) 9.0 x 10-7 
Al3+ 2.0 x 10-7 
Ca2+ 9.0 x 10-5 
K+ 1.6 x 10-5 
Mg2+ 6.8 x 10-5 
Na+ 4.2 x 10-4 
Fe3+ 1.0 x 10-7 
Sr2+ 5.1 x 10-7 
Cl- 4.6 x 10-4 
NO3

- 1.0 x 10-4 
SO4

2- 1.6 x 10-4 
a fixed in soil profile based on measured soil gas concentrations. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Maher, Steefel, White, Stonestrom (2009) 

Page 35 

 
Table 3: Mineral specific selectivities and cation exchange capacities (CEC) calculated from 
a fit to cation exchange data. Data are shown for a fit to the pooled data for exchangeable, 
pore water and mineral volumes for SCT1, SCT2, SCT3 and SCT5.  

Mineral Selectivities 

Kaolinite    
K+/Mg2+ -1.18 ± 0.11
Na+/Mg2+ 0.30 ± 0.25
Ca2+/Mg2+ -0.02 ± 0.06
Sr2+/Mg2+ -0.06 ± 0.48
Smectite    
K+/Mg2+ -1.46 ± 0.23
Na+/Mg2+ -0.35 ± 0.32
Ca2+/Mg2+ -0.15 ± 0.16
Sr2+/Mg2+ -0.25 ± 1.13
CEC Smectitea 86.1 ± 5.4 
CEC Kaolinitea 9.4 ± 1.8 
a CEC in meq
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1 
Table 4: Summary of rate constants for Santa Cruz, terrace 5 compared to laboratory rate constants. Uncertainties are based on  
reverse parameter estimation using PEST and include the effects of uncertainty in the flow rate (See Appendix 1.3) 
 
    Albitea K-feldsparb Kaolinitec 

   

log rate constant         
(mol/m2/sec) 

log rate constant         
(mol/m2/sec) 

log rate constant    
(mol/m2/sec) 

This Study, Terrace 5 12 ˚C 25 ˚C 12 ˚C 25 ˚C 12 ˚C 25 ˚C 
TST Rate Law -15.0± 0.3 -14.3± 0.3 15.0± 0.2 -14.7 ± 0.2 -19.8± 3.0 -19.6 
Al-Inhibition Rate Law -12.7± 0.3 -12.1± 0.3 -12.7± 0.2 -12.4 ± 0.2 -19.6± 3.0 -19.4 
Close-to-Equilibrium Rate Law k1 -13.1± 0.3 -12.5± 0.3 -13.3± 0.2 -13.6 ± 0.2 -19.9± 3.0 -19.7 
  k2 -14.9± 0.3 -14.3± 0.3 -15.1± 0.2 -14.8 ± 0.2    
White et al. (2008), SCT 5           
Weathering Gradient Modelf -15.3 -15.3  n.d.   
              
Reference lab rates -13.1d

-12.5e

-14.3e

-12.5d

-11.9e

-13.7e

-12.7d  -12.4d  -13.4  13.2d 

a: surface area of 1.94 m2/g (White et al., 2008), activation energy of 69.8 kJ/mol (Hellmann and Tisserand, 2006). 
b: surface area of 1.94 m2/g (White et al., 2008), activation energy of 38 kJ/mol (Palandri and Kharaka, 2004). 
c: surface area of 10  m2/g (White et al., 2008), activation energy of 22.2 kJ/mol (Palandri and Kharaka, 2004). 
d: rate constant at 12˚C corrected using activation energies for minerals above. 
e: rate constants from Hellmann and Tisserand (2006) corrected to neutral pH and 12 ˚C and 25 ˚C. 
f: at a flow rate of 0.058 m/yr determined from fit to solid data using spreadsheet model. 
n.d.: not determined 
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Table 5:  Correlation coefficients for the individual rate mineral rate constants and the flow 
rate from a fit to data using a reverse parameter estimation program, PEST (Doherty et al., 
2004) in conjunction with CrunchFlow.  
 

 K-feldspar Plagioclase Kaolinite Flow Rate
K-feldspar 1.00 -0.41 0.25 -0.15 

Albite -0.41 1.00 -0.18 0.04 
Kaolinite 0.25 -0.18 1.00 -0.94 
Flow Rate -0.15 0.04 -0.94 1.00 
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FIGURE CAPTIONS: 
Figure 1. Location of Santa Cruz, CA marine terraces (see White et al. (2008) for more 
detailed site map). Terrace 5 (226 ka) is the primary focus of this study. Other terrace 
ages are 65 ka, (SCT 1), 90 ka (SCT 2), 137 ka (SCT 3). 
 
Figure 2. Profile evolution between SCT 1 (65 ka) and SCT 5 (226 ka). The zone of peak 
kaolinite accumulation referred to as the argillic horizon is shown as thick dashed lines, 
and the average water table depth is shown as a light stippled line. Quartz abundance not 
shown. Data summarized from White et al. (2008). 
 
Figure 3. Summary of cation exchange data and comparison of calculated exchangeable 
values and measured values for the selectivities determined by a fit to the pooled data 
from four terraces. The volumes of smectite and kaolinite, the measured bulk 
exchangeable fractions and the measured pore water values were used to determine the 
mineral specific cation exchange capacity (CEC) and selectivities (Table 3). 
 
Figure 4: Base case model profiles corresponding to the SCT 5 (226 ka) profile 
determined using the linear TST model (L-TST).  Profiles corresponding to the ages of 
the younger terraces are shown for reference and the SCT 5 profile is shown in bold. A-
C: Profile evolution for K-feldspar and albite dissolution and kaolinite precipitation.  D-
E: overall reaction rates (mol/L(porous media)/sec) as a function of depth for individual 
minerals. 
 
Figure 5. Saturation state profiles from model simulations compared to values calculated 
from aqueous concentrations.  
 
Figure 6: A-B) Fit to solid major element data (wt. % oxide) for models 2a and 2b 
respectively using the reactions and log K values from Table 1. (Fit to mineral abundance 
profiles is approximately the same as in Fig. 4); C-D) model and measured saturation 
state for above models 2a and 2b calculated using the same log K values given in Table 1 
(* denotes model fit of log K value). 
 
Figure 7. Comparison between measured aqueous concentrations and model values from 
the best fit to the data using the TST model.  A) model pH is shown relative to the 
calculated pH based on pore water alkalinity and measured PCO2, B-C) measured and 
model-predicted SiO2(aq) and Al concentrations, D-F) net pore water solute 
concentrations from weathering as calculated in White et al. (2008), compared to model 
values corrected for precipitation inputs. Note that in (F) the calculated weathering- 
derived K+ results in a negative value.  
 
Figure 8. Results from mineral-specific cation exchange simulations.  A) Comparison of 
model and measured smectite and kaolinite abundances for SCT 5; B) total model CEC 
during profile evolution compared to final and measured CEC at SCT 5. C) Comparison 
of CEC partitioning between smectite and kaolinite.  
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Figure 9.  Comparison of the different rate law formulations as a function of saturation 
state. The range of values corresponding to the observed saturation state at the peak of the 
albite reaction front profile (e.g. 3 to 4 meters).  The effect of Al-inhibition could not be 
shown, but it can be assumed that the inhibition effect is similar in magnitude to the ratio 
of the L-TST to the AIM (m = 1/3) profile. The model rates are all within a similar range 
within the field of observed saturation state values. 
 
Figure 10. Effect of variations in the flow rate on model profiles.  The value determined 
from the chloride mass balance approach (0.088 m/yr) is shown in bold.  All rate 
constants are from the best fit to the data using the L-TST model. 
 
Figure 11. Effect of a factor of 5 variation in the kaolinite precipitation rate (relative to 
best-fit value) on the primary mineral profiles A) kaolinite profile; B) albite; C) K-
feldspar, also shown for reference is the weathering profile in the absence of kaolinite 
precipitation. Albite and K-spar rate constants are from Table 4. 
 
Figure 12: Aluminum inhibition model shown at pH 6 as a function of total Al 
concentration.  Open circle shows value calculated for representative Al concentrations at 
Santa Cruz. Also shown are the rates corresponding to total Al concentrations for 
kaolinite equilibrium at variable SiO2(aq) concentrations. 
 
Figure 13: Albite and kaolinite saturations (Log IAP/K) showing the measured and model 
values and the undersaturation of albite at supersaturation of kaolinite for the Santa Cruz 
pore waters. 
 
Figure 14:  Simulation of the effect of eolian input (21.5 g/m2/yr) to the top of the profile 
continuously over 226 ka.  All rates are as in Fig. 4 using the L-TST model. The protolith 
mineral abundances were used to reflect the eolian composition assuming a local source 
area. 
 
Figure 15: Effect of variations in model soil PCO2 on model profiles and calculate values 
for L-TST model.  In order to fit the solid profile data under different PCO2 
concentrations required changes in the kaolinite precipitation rate but did not affect the 
calculated primary mineral dissolution rate constants.  
 
Figure 16: Effect of variations in the initial abundance of kaolinite in the model: A,B) 
effect of variations in the log K of kaolinite of approximately one order of magnitude; 
best fit is from Yang and Steefel (2008), less soluble value is from EQ3/EQ6 database 
(Wolery et al., 1990). C, D) as the initial mineral volume abundance is increased the 
overall rate and amount of kaolinite precipitation increases and results in more 
weathering of albite.  
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