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Abstract

Graph-theoretic abstractions are extensively used to analyze massive data sets. Temporal data streams from socio-economic interactions, social networking web sites, communication traffic, and scientific computing can be intuitively modeled as graphs. We present the first study of novel high-performance combinatorial techniques for analyzing large-scale information networks, encapsulating dynamic interaction data in the order of billions of entities. We present new data structures to represent dynamic interaction networks, and discuss algorithms for processing parallel insertions and deletions of edges in small-world networks. With these new approaches, we achieve an average performance rate of 25 million structural updates per second and a parallel speedup of nearly 28 on a 64-way Sun UltraSPARC T2 multicore processor, for insertions and deletions to a small-world network of 33.5 million vertices and 268 million edges. We also design parallel implementations of fundamental dynamic graph kernels related to connectivity and centrality queries. Our implementations are freely distributed as part of the open-source SNAP (Small-world Network Analysis and Partitioning) complex network analysis framework.

1. Introduction

Graphs are a fundamental abstraction for modeling and analyzing data, and are pervasive in real-world applications. Transportation networks (road and airline traffic), socio-economic interactions (friendship circles, organizational hierarchies, online collaboration networks), and biological systems (food webs, protein interaction networks) are a few examples of data that can be naturally represented as graphs. Understanding the dynamics and evolution of real-world networks is a “Grand Challenge” science and mathematics problem [26]. Networks are being studied extensively from an empirical perspective, and this has led to a variety of models to characterize their topology and evolution. Quite surprisingly, it has been shown that several real-world systems such as the Internet, social interactions, and biological networks exhibit common structural features such as a low graph diameter, unbalanced degree distributions, self-similarity, and the presence of dense sub-graphs [1, 21]. This is generally referred to as the small-world phenomenon, and these topological characteristics can be exploited for fast and efficient algorithm design.

We tackle two challenging aspects of small-world graph analysis in this paper: the problem scale, and the temporal nature of interaction networks. Due to technological advances related to the Internet, sensor networks, experimental devices, biological sequencing, and science and engineering simulations, we are experiencing an explosion of informatics data on several fronts. The network representations of these data sets may have millions, or even billions, of entities. We need new algorithms that scale with the problem size, and are optimized for efficient execution on emerging computer architectures such as multicore systems. In prior work, we present efficient implementations for fundamental graph problems and kernels such as list ranking [3], breadth-first search and st-connectivity [4], shortest paths [19], minimum spanning trees [2], and connected components [3]. We exploit the small-world topology of the network to design new parallelization strategies, and demonstrate the ability to process massive graphs in the order of billions of entities [6]. However, the previous research has primarily focused on a static representation of the network. We are increasingly observing dynamically evolving networks in real-world systems, with heterogeneity in the data content, and variable data quality. The challenge here is to design efficient implementations and algorithms that can handle structural updates to these complex networks, while solving graph queries with as little additional work as possible, and minimizing the size of auxiliary data structures.

This is the first paper to identify, design, and implement fundamental graph data structures and kernels for analyzing massive dynamic networks on parallel systems. Our main results are summarized here:

- We design a new hybrid data structure for dynamic small-world graphs that efficiently processes updates to high-degree vertices. We also experiment with several data representations for a stream of structural updates (insertions and deletions of edges), and demonstrate
scalable parallel performance on massive networks. For instance, we achieve an average performance of 25 million structural updates per second, and a parallel speedup of nearly 28 on the 64-way Sun UltraSPARC T2 multicore processor (8 cores, and 8 threads per core), for construction, insertions, and deletions to a small-world network of 33.5 million vertices and 268 million edges.

- To address connectivity problems in dynamic networks, we show that a simple implementation of the link-cut tree helps us process queries in time proportional to the diameter of the network. We design parallel approaches for tree construction, updates, as well as query processing. The implementations scale quite well on multicore architectures. For instance, constructing a link-cut tree for a network of 10 million vertices and 84 million edges takes about 3 seconds on the Ultra-SPARC T2, and we can process connectivity queries on this network at the rate of 7.3 million per second.

- For answering path-related and centrality queries, we design an efficient induced subgraph kernel, graph traversal algorithm, and formulate a betweenness centrality algorithm to deal with time-stamps on the edges. We demonstrate scalable parallel performance for small-world instances, achieving a parallel speedup of 13.1 for breadth-first search on a massive dynamic network of 500 million vertices and 4 billion edges, on the IBM p5 570 symmetric multiprocessor system.

The techniques discussed in this paper directly impact several important real-world applications, such as graph database operations for biological networks (approximate matching [25], summarization, and clustering), queries on massive dynamic interaction data sets in intelligence and surveillance [9, 18], and Web algorithms. The parallel implementations of these dynamic graph kernels are freely available as part of the open-source SNAP complex network analysis framework [6].

This paper is organized as follows. We give a brief introduction to complex network analysis, and discuss prior work related to dynamic graph algorithms in Section 1.1. To evaluate our new algorithms, we conduct an extensive experimental study, and the test setup is detailed in Section 1.2. Sections 2 and 3 present details of our new dynamic graph representations and kernels respectively, and we also analyze their performance on several emerging multithreaded and multicore architectures. We conclude with a discussion of research challenges in this area in Section 4.

1.1. Related Work

For tractable analysis of massive temporal data sets, we need new algorithms and software implementations that supplement existing approaches for processing static graphs. Innovative algorithmic techniques from the areas of streaming algorithms, dynamic graph algorithms, social network analysis, and parallel algorithms for combinatorial problems are closely related to the problems we are trying to solve, and we give a brief overview of research in these domains.

Data Stream and Classical Graph Algorithms. The data stream model [20] is a powerful abstraction for the statistical mining of massive data sets. The key assumptions in this model are that the input data stream may be potentially unbounded and transient, the computing resources are sublinear in data size, and queries may be answered with only one (or a few) pass(es) over the input data. The bounded memory and computing-resource assumption makes it infeasible to answer most streaming queries exactly, and so approximate answers are acceptable. Effective techniques for approximate query processing include sampling, batch-processing, sketching, and synopsis data structures. Complementing data stream algorithms, a graph or network representation is a convenient abstraction in many applications – unique data entities are represented as vertices, and the interactions between them are depicted as edges. The vertices and edges can further be typed, classified, or assigned attributes based on relational information from the heterogeneous sources. Analyzing topological characteristics of the network, such as the vertex degree distribution, centrality and community structure, provides valuable insight into the structure and function of the interacting data entities. Common analysis queries on the data set are naturally expressed as variants of problems related to graph connectivity, flow, or partitioning.

Since classical graph problems are typically formulated in an imperative, state-based manner, it is hard to adapt existing algorithms to the data stream model. New approaches have been proposed for solving graph algorithms in the streaming model [15], but there are no known algorithms to solve fundamental graph problems in sub-linear space and a constant number of data stream passes. The semi-streaming model is a relaxation to the classical streaming model, that allows \(O(n \text{ polylog } n)\) space and multiple passes over data. This is a simpler model for solving graph problems and several recent successes have been reported [11]. However, this work is far from complete; we require faster exact and approximate algorithms to analyze peta- and exascale data sets and to experimentally evaluate the proposed semi-streaming algorithms on current architectures.

Dynamic Graph Algorithms. While the focus of streaming algorithms is on processing massive amounts of data assuming limited computational and memory resources, the research area of dynamic graph algorithms [12] in graph theory deals with work-efficient algorithms for temporal graph problems. The objective of dynamic graph algorithms is to efficiently maintain a desired graph property (for
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The analysis of complex interaction data is an active research area in the social science and statistical physics communities. Modeling of networks (such as the small-world network model) and quantitative measures to better understand these complex networks (for instance, identification of influential entities, communities, and anomalous patterns) are well-studied [21]. Computations involving these sparse real-world entities, communities, and anomalous patterns are well-designed for the all-pairs shortest paths, maximum flow, minimum spanning forests and other graph applications [10]. Recent experimental studies [28] have evaluated the performance trade-offs involved in some of these kernels and techniques.

1.2. Experimental Setup

In our experimental studies, we use the Recursive MATrix (R-MAT) [8] random graph generation algorithm to generate input data sampled from a Kronecker product that are representative of real-world networks with a small-world topology. The R-MAT generator creates directed as well as undirected graphs with \( n = 2^k \) vertices and \( m \) edges, and allows shaping parameters. We set these parameters \( a, b, c, \) and \( d \) to 0.6, 0.15, 0.15, and 0.10. This generates graphs with a power-law degree distribution, and the out-degree of the most connected vertex is \( O(n^{0.6}) \). We also assign uniform random time-stamps to edges for our experimental study.

We present performance results primarily on two single-socket Sun multithreaded servers, a Sun Fire T5120 system with the UltraSPARC T2 processor, and a Sun Fire 2000 system with the UltraSPARC T1 processor. The UltraSPARC T2 is an eight-core processor, and the second-generation chip in Sun’s Niagara architecture family.

Further, the hardware threads within a core are grouped into two sets of four threads each. There are two integer pipelines within a core, and each set of four threads share an integer pipeline. Each core also includes a floating point unit and a memory unit that are shared by all eight threads. Although the cores are dual-issue and eight-way hardware multithreaded, the hardware threads within a core are grouped into two sets of four threads each. There are two integer pipelines within a core, and each set of four threads share an integer pipeline. Each core also includes a floating point unit and a memory unit that are shared by all eight threads. Although the cores are dual-issue, each thread may only issue one instruction per cycle and so resource conflicts are possible. In comparison to the T2, the UltraSPARC T1 (the T2’s predecessor) has only 4 threads per core, one integer pipeline per core, and one floating point unit shared by all eight cores. The 1.2 GHz UltraSPARC T2 cores share a 4 MB L2 cache, and the server has a main memory of 32 GB. The UltraSPARC T1 has 8 cores running at 1 GHz. The cores share a 3 MB L2 cache, and the main memory size is 16 GB.

We build our codes with the Sun Studio 12 C compiler on the UltraSPARC T2 with the following optimization flags: 
\(-fast -xtarget=ultraT2 -xchip=ultraT2 -xipo -m64 -xopenmp -xpagesize=4M\), and with Studio 11 on the UltraSPARC T1 with flags: 
\(-fast -xtarget=ultraT1 -xchip=ultraT1 -xipo -xarch=v9b -xopenmp -xpagesize=4M\).

Our implementations can be easily ported to other multicore and symmetric multiprocessor (SMP) platforms. We also execute experiments on an IBM pSeries SMP system, the Power 570. The Power 570 is a 16-way symmetric multiprocessor of 1.9 GHz Power5 processors with simultaneous multithreading (SMT), a 32 MB shared L3 cache, and 256 GB shared memory.

2. Graph Representation

We represent the interaction data as a graph \( G = (V, E) \), where \( V \) is the set of vertices representing unique interacting entities, and \( E \) is the set of edges representing the interactions. The number of vertices and edges are denoted by \( n \) and \( m \).
and $m$, respectively. The graph can be directed or undirected, depending on the input interaction data set. We will assume that each edge $e \in E$ has a positive integer weight $w(e)$. For unweighted graphs, we use $w(e) = 1$. A path from vertex $s$ to $t$ is defined as a sequence of edges $(u_i, u_{i+1}), 0 \leq i < l$, where $u_0 = s$ and $u_l = t$. The length of a path is the sum of the weights of edges. We use $d(s, t)$ to denote the distance between vertices $s$ and $t$ (the minimum length of any path connecting $s$ and $t$ in $G$). Let us denote the total number of shortest paths between vertices $s$ and $t$ by $\sigma_{st}$, and the number of those passing through vertex $v$ by $\sigma_{sv}(v)$.

We model dynamic interaction data by augmenting a static graph $G$ with explicit time-ordering on its edges. In addition, vertices can also store attributes with temporal information, if required. Formally, we model dynamic networks as defined by Kempe et al. [17]: a temporal network is a graph $G(V, E)$ where each edge $e \in E$ has a time-stamp or time label $\lambda(e)$, a non-negative integer value associated with it. This time-stamp may vary depending on the application domain and context: for instance, it can represent the time when the edge was added to the network in some cases, or the time when two entities last interacted in others. If necessary, we can define multiple time labels per edge. We can similarly define time labels $\xi(v)$ for vertices $v \in V$, capturing, for instance, the time when the entity was added or removed. It is straightforward to extend a static graph representation to implement time-stamps defined in the above manner. Also, the time-stamps can be abstract entities in the implementation, so that they can be used according to the application requirement.

2.1. Adjacency Structures

Efficient data structures and representations are key to high performance dynamic graph algorithms. In order to process massive graphs, it is particularly important that the data structures are space-efficient (compact). Ease of parallelization and the synchronization overhead also influence our representation choice. Ideally, we would like to use simple, scalable and low-overhead (for instance, lock-free) data structures. Finally, the underlying algorithms and applications dictate our data structure choices.

For representing sparse static graphs, adjacency lists implemented using cache-friendly adjacency arrays are shown to give substantial performance improvements over linked-list and adjacency matrix representations for sparse graphs [22]. For dynamic networks, we need to process insertions of vertices and edges, which may be streaming or batched. Thus, we experiment with the performance of several candidate representations for small-world graphs and discuss the trade-offs associated with each data structure.

2.1.1. Dynamic Arrays (Dyn-arr). We can extend the static graph representation and use dynamic, resizable adjacency arrays for processing insertions and deletions. Clearly, this would support fast insertions. For inserting a new edge $(u, v)$, we resize the adjacency array of $u$ if needed, and place $v$ at the end of the array. The count can be incremented using an atomic increment operation on modern hardware, and so this representation supports lock-free, non-blocking insertions.

There are two potential parallel performance issues with this data structure. Edge deletions are expensive in this representation, as we may have to scan the entire adjacency list in the worst case to locate the required tuple. Note that a scan is reasonable for low-degree vertices (say, less than 10 adjacencies), given the spatial locality we have due to the contiguous adjacency representation. However, due to the power-law degree distributions in small-world networks, we may encounter several high-degree vertices in the graph, and deletions for these vertices would necessitate $O(n)$ additional work.

The second issue is with load balancing of parallel edge insertions among the processors. We might be faced with a bad scenario of several threads trying to increment the count of a high-degree vertex simultaneously, if there are a stream of contiguous insertions corresponding to adjacencies of one vertex. This can be addressed by batching the updates, or by randomly shuffling the updates before scheduling the insertions. Both these operations incur an additional overhead, but since insertions are still constant-time operations, the performance hit is not as significant as other data structures.

There is also the performance overhead associated with resizing the adjacency arrays frequently. We implement our own memory management scheme by allocating a large chunk of memory at the algorithm initiation, and then have individual processors access this memory block in a thread-safe manner as they require it. This avoids frequent system malloc calls. Since we assume that SNAP is analyzing power-law graphs, we double the size of the adjacency array every time we resize it. There is still a trade-off associated with the memory footprint and the number of array resizes. We experiment with various initial sizes and resizing heuristics, and pick a scheme that is easy to implement and deterministic. We set the size of each adjacency array to $km/n$ initially, and we find that a value of $k = 2$ performs reasonably well on our test instances. When analyzing performance, we also report execution time for an optimal-case array representation Dyn-arr-nr, which assumes that one knows the size of the adjacency arrays for each vertex beforehand, and thus incurs no resizing overhead.

The problem size also influences the graph representation that one might choose. Figure 1 gives the parallel performance achieved with Dyn-arr-nr for a series of insertions on one core (left), and eight cores (right) of the UltraSPARC T1 and UltraSPARC T2 systems. We report update performance in terms of a performance rate MUPS (millions of updates...
per second), which is the number of insertions or deletions divided by the execution time in seconds. We generate synthetic R-MAT networks with \( m = 10n \) edges, and vary \( n \) across three orders of magnitude. Observe that UltraSPARC T2 performance on 8 cores drops by a factor of 1.5, and UltraSPARC T1 performance by a factor of 1.8, as we vary \( n \) from \( 2^{14} \) to \( 2^{24} \). When the memory footprint of the run is comparable to the \( L2 \) cache size, the performance is relatively higher. For the rest of the paper, we will be focusing on graph instances with a memory footprint significantly larger than the \( L2 \) cache size.

In Figure 2, we plot the performance overhead of array resizing for a large-scale graph. We generate the dynamic network through a series of insertions, and report the MUPS rate as the number of threads is varied from 1 to 64. The initial array size is set to 16 in this case. Observe that the impact of resizing is not very pronounced in this case, which is a positive sign for the use of resizable arrays.

### 2.1.2. Batched Insertions and Deletions

In cases where the number of tuples to be inserted or deleted is comparatively high, an intuitive strategy is to order the tuples by the vertex identifier and then process all the updates corresponding to each vertex at once. This is a better solution to the load-balancing problem we discussed in the previous representations. The time taken to semi-sort updates by their vertex is a lower bound for this strategy. Sorting can be done in parallel, and would require \( O(k) \) work (for a batch of \( k \) updates).

### 2.1.3. Vertex (Vpart) and Edge (Epart) partitioning

The overhead due to locking is a performance bottleneck in the parallel implementation using \( Dyn-arr \). To avoid locking, one strategy would be to assign vertices to processors in a randomized or a deterministic fashion (we call this representation \( Vpart \)) so that threads can insert to different vertices simultaneously. However, each update is read by all the threads in this case, which can be significant additional work. The reads have good spatial locality, and hence this approach might work well for a small number of threads.

---

**Figure 1.** Parallel performance of insertions with the \( Dyn-arr-nr \) representation as the size of the problem instance (synthetic R-MAT graphs, \( m = 10n \)) is varied from thousands to tens of millions of vertices.

**Figure 2.** A comparison of UltraSPARC T2 parallel performance of \( Dyn-arr \) and \( Dyn-arr-nr \) for graph construction, represented as a series of insertions. We generate an R-MAT network of 33.5 million vertices and 268 million edges.
Similarly, we can also partition the adjacency lists of vertices discovered to be high-degree ones in the process of insertions. This would help us avoid the load-balancing problem when there are multiple insertions to the adjacency of a single vertex. We call this implementation Epart. A drawback with the Epart implementation is the space overhead of splitting up the adjacency list of high-degree vertices among multiple threads, and the subsequent merge step to construct a single adjacency list representation.

Figure 3 plots the performance of insert-only updates with Dyn-arr, and compares it with the performance that can be achieved using vertex partitioning, edge partitioning, and batched processing (the upper bound of semi-sorting) on 8 cores of UltraSPARC T2 and UltraSPARC T1, for a graph of 33.5 million vertices and 268 million edges. We consider the semi-sorting time to obtain an upper bound for the MUPS score that can be achieved with a batched representation. Dyn-arr outperforms the batched representation, as well as Epart and Vpart. The trends on UltraSPARC T2 and UltraSPARC T1 are similar.

2.1.4. Treaps. The resizable array data structure supports fast access and insertions, but deletions can be very expensive. For applications in which the frequency of edge deletions is high, we consider alternate representations. A possible choice for representing the adjacency list would be a self-balancing binary tree structure such as an AVL-tree or a Red-Black tree. These data structures allow for fast searches, insertions, and deletions with worst-case \(O(\log n)\) update time. We chose to use a simpler self-balancing data structure, the treap [23], to represent the adjacencies.

Treaps are binary search trees with a priority (typically a random number) associated with each node. The priorities are maintained in heap order, and this data structure supports insertions, deletions, and searching in average-case \(O(\log n)\) time. In addition, there are efficient parallel algorithms for set operations on treaps such as union, intersection and difference. Set operations are particularly useful to implement kernels such as graph traversal and induced sub-graphs, and for batch-processing updates.

Since we use our own memory management routines, our Treaps implementation is reasonably space-efficient, but with a 2-4 times larger memory footprint compared to Dyn-arr. We use the same resizing strategies for Treaps as with Dyn-arr. Insertions are significantly slower than Dyn-arr. Note that we cannot atomically increment the size counter for updates, as the treap may undergo rebalancing at every step. The granularity of work inside a lock is significantly higher in this case, and so the problem of multiple threads simultaneously trying to insert to a vertex is also significant. We can overcome this by processing the insertions in batches, but randomly shuffling the tuples might not be as effective as in the case of Dyn-arr.

In case of deletions, however, this representation has a significant performance advantage. We actually remove the node out of the adjacency array in case of Treaps, whereas we just mark a memory location as deleted for Dyn-arr.

2.1.5. A hybrid representation (Hybrid-arr-treap). To process both insertions and deletions efficiently, and also given the power-law degree distribution for small-world networks, we design a hybrid representation that uses Dyn-arr to represent adjacencies of low-degree vertices, and Treaps for high-degree vertices. We monitor a parameter degree-thresh that decides which representation to use for the vertex. By using Dyn-arr for low-degree vertices (which will be a majority of vertices in the graph), we can achieve good performance for insertions. Also, deletions are fast for low-degree vertices, whereas they take logarithmic time for high-degree vertices represented using treaps. Thus we are able to optimize for good performance for both insertions as well as deletions using this data structure. Based on the value of degree-thresh, we can change the representation of an adjacency list from one to the other. We have experimented with several different values and find that for synthetic R-MAT small-world graphs, a value of 32 on our platforms provides a reasonable insertion-deletion performance trade-off for an equal number of insertions and deletions. Given the graph update rate and the insertion to deletion ratio for an application, it may be possible to develop runtime heuristics for a reasonable threshold.

Figures 4 and 5 plot the parallel performance of insertions and deletions respectively, on a large-scale synthetic R-MAT instance of 33.5 million vertices and 268 million edges on UltraSPARC T2. The insertion MUPS rate is computed from
the time taken to construct the graph, while the deletion rate is the normalized value for 20 million random deletions after constructing this network. *Dyn-arr* is 1.4 times faster than the hybrid representation, while *Hybrid-arr-treap* is slightly faster than *Treaps*. The real benefit of using the hybrid representation is seen for deletions, where *Hybrid-arr-treap* is almost $20 \times$ faster than the dynamic array representation. *Hybrid-arr-treap* is also significantly faster than *Treaps* in case of deletions. In Figure 6, we plot the parallel performance of updates given a mix of insertions and deletions. We construct a synthetic network of 33.5 million vertices and 268 million edges, and compute the average execution time for a random selection of 50 million updates, with 75% insertions and 25% deletions. We find that the performance of *Hybrid-arr-treap* and *Dyn-arr* are comparable in this case, while *Treaps* is slower. For a large proportion of deletions, the performance of *Hybrid-arr-treap* would be better than *Dyn-arr*.

2.1.6. Other optimizations. Compressed graph structures are an attractive design choice for processing massive networks, and they have been extensively studied in the context of web-graphs [7]. Exploiting the small-world and self-similarity properties of the web-graph, mechanisms such as vertex reordering, compact interval representations, and compression of similar adjacency lists have been proposed. It is an open question on how these techniques perform for real-world networks from other applications, and whether they can be extended for processing dynamic graphs.

3. Graph Analysis Kernels

We next identify key connectivity, path-related, and centrality-related graph kernels (or algorithmic building blocks) in the design of higher-level analysis approaches) for analyzing dynamic networks, present fast parallel algorithms.
for solving them, and evaluate their performance on parallel architectures.

3.1. Connectivity

Consider the following problem of graph connectivity: given two vertices \( s \) and \( t \) in a graph, determine whether there is a path connecting them. A possible approach to solving this problem would be to do a breadth-first graph traversal from \( s \) and determine if we can reach \( t \). However, we can process queries on path existence (where we do not need the length of the path) more efficiently by maintaining a spanning forest corresponding to the graph. In case of dynamic networks, maintaining a forest that changes over time with edge insertions and deletions is known as the dynamic forest problem, and this is a key data structure in several dynamic graph and network flow problems [27].

There are well-known data structures for dynamic trees, which rely on path decomposition (e.g., link-cut trees) or tree contraction (e.g., RC-trees, top trees).

The link-cut tree is a data structure representing a rooted tree [24]. The basic structural operations are \( \text{link}(v, w) \), which creates an arc from a root \( v \) to a vertex \( w \), and \( \text{cut}(v) \), which deletes the arc from \( v \) to its parent. The routines \( \text{findroot}(v) \) and \( \text{parent}(v) \) can be used to query the structure of the tree. There are several possible implementations of the link-cut tree, including self-adjusting ones which guarantee a logarithmic query time. A straightforward implementation of the link-cut tree would be to store with each vertex a pointer to its parent. This supports the \( \text{link} \), \( \text{cut} \), and \( \text{parent} \) in constant time, but the \( \text{findroot} \) operation would require a worst-case traversal of \( O(n) \) vertices for an arbitrary tree. However, we observe that for low-diameter graphs such as small-world networks, this operation just requires a small number of hops, as the height of the tree is small. Also, it is relatively simple to construct the link-cut tree, given the network. We apply a lock-free, level-synchronous parallel breadth-first search [4] on the graph to produce a tree associated with the largest component in the network, and then run connected components to construct a forest of link-cut trees. Figure 7 plots the execution time and parallel speedup achieved on the UltraSPARC T2 system for constructing the link-cut tree corresponding to a synthetic small-world network of 10 million vertices and 84 million edges. We achieve a good speedup of 22 on 32 threads of the UltraSPARC T2 system. Figure 8 plots the execution time for 1 million connectivity queries using this link-cut tree. Each connectivity query involves two \( \text{findroot} \) operations, each of which would take \( O(d) \) time (where \( d \) is the diameter of the network). The queries can be processed in parallel, as they only involve memory reads. Each query computation is essentially a linked list traversal, the serial performance of which is poor on cache-based architectures. We still achieve a speedup of 20 for parallel query processing on UltraSPARC T2.

3.2. Induced subgraph

Utilizing temporal information, several dynamic graph problems can be reformulated as problems on static instances. For instance, given edge and vertex time labels, we may need to extract vertices and edges created in a particular time interval, or analyze a snapshot of a network. This problem can be solved by the induced subgraph kernel, and the execution time is dependent on the size and connectivity of the vertex or edge set that induce the subgraph.

Figure 9 plots the parallel performance of the induced subgraph kernel on UltraSPARC T1. We apply the induced
subgraph kernel on a graph of 20 million vertices and 200 million edges, with each edge assigned an integral time-stamp between 1 and 100 during graph creation. The edges are randomly shuffled to remove any locality associated due to graph generation. We generate the induced subgraph corresponding to the edges inserted in time interval (20, 70). The first step in the algorithm is to identify edges that are affected by the temporal condition we apply. This step just requires us to make one pass over the edge list and mark all the affected edges, and also keep a running count. Next we either create a new graph, or delete edges from the current graph, depending on the affected edge count. This step reduces to the case of insertions and deletions of edges to the graph, which we discussed in the previous section. Thus, each edge in the graph is visited at most twice in the worst case in this kernel. As demonstrated in Figure 9, the induced subgraph kernel achieves a good parallel speedup on UltraSPARC T1.

3.3. Graph traversal

Graph traversal is a fundamental technique used in several network algorithms. Breadth-first search (BFS) is an important approach for the systematic exploration of large-scale networks. In prior work, we designed a level-synchronous PRAM algorithm for BFS that takes $O(d)$ time and optimal linear work (where $d$ is the graph diameter) [4]. For small-world graphs, where $d$ is typically a constant, or in some cases $O(\log n)$, this algorithm can be efficiently implemented on large shared memory parallel systems with a high parallel speedup.

For isolated runs of BFS on dynamic graphs, we can take the approach discussed in the induced subgraph kernel, i.e., utilize the time-stamp information and recompute from scratch. This approach requires no additional memory, as it just uses the time label information for filtering vertices and edges during graph traversal. Coupled with optimizations to handle graphs with unbalanced degree distributions, we are able to traverse massive graphs in just a few seconds on current HPC systems. For instance, we generate a massive synthetic small-world network with 500 million vertices and 4 billion edges, with time-stamps on edges such that the entire graph is in one giant component. On 16 processors of the IBM Power 570 SMP, augmented BFS with a check for time-stamps takes just 46 seconds for this large-scale network (see Figure 10 for parallel performance and scaling). The unbalanced degree optimization we refer to above are discussed in more detail in [4, 5]. We process the high-degree and low-degree vertices differently in a parallel phase to ensure that each that we have balanced partitioning of work to threads.

3.4. Temporal path-based centrality metrics

Finally, we present the case study of a social network analysis routine that can be parallelized efficiently using the data structures and kernels presented so far – centrality analysis in interaction networks.

A fundamental problem in social network analysis is to determine the importance (or the centrality) of a particular vertex (or an edge) in a network. Well-known quantitative metrics for computing centrality are closeness, stress, and betweenness. Of these indices, betweenness has been extensively used in recent years for the analysis of social-interaction networks, as well as other large-scale complex networks. Some applications include assessing lethality in
biological networks [16], study of sexual networks and AIDS, identifying key actors in terrorist networks [9], organizational behavior, and supply chain management processes.

Betweenness centrality can be formulated for entities in a dynamic network also, by taking the interaction time labels and their ordering into consideration. Define a temporal path \( p_d(u, v) \) [17] between \( u \) and \( v \) as a sequence of edges \( \langle u = v_0, v_1 \rangle, \langle v_1, v_2 \rangle, ..., \langle v_{k-1}, v_k = v \rangle \), such that \( \lambda(v_{t-1}, v_t) < \lambda(v_t, v_{t+1}) \) for \( t = 1, 2, ..., k - 1 \). We define a temporal shortest path between \( u \) and \( v \) as a temporal path with the shortest distance \( d(u, v) \). In this framework, the temporal betweenness centrality \( BC_d(v) \) of a vertex \( v \) is the sum of the fraction of all temporal shortest paths passing through \( v \), between all pairs of vertices in the graph. Formally, let \( \delta_{st}(v) \) denote the pairwise dependency, or the fraction of shortest temporal paths between \( s \) and \( t \) that pass through \( v \): \( \delta_{st}(v) = \frac{\sigma_{st}(v)}{\sigma_{st}} \). Then, \( BC_d(v) = \sum_{s \neq v, t \in V} \delta_{st}(v) \). Note that a shortest temporal path between \( u \) and \( v \) may not necessarily be a shortest path in the aggregated graph formed by ignoring time-stamps. This definition of temporal centrality respects the time ordering of edges and provides better insight into network evolution. Alternate definitions of temporal paths are also possible. For instance, one could define a valid edge in the graph to fall within a predefined range of timestamps.

We design and implement a new parallel approach for computing temporal betweenness centrality, by augmenting our prior parallel algorithm for betweenness computation on static graphs [5] with time-stamp information. The graph traversal step in this parallel approach is modified to process temporal paths, while the dependency-accumulation stage remains unchanged. Figure 11 plots the performance of approximate betweenness centrality (graph traversal from only a subset of vertices, and then extrapolation of the centrality scores) for a synthetic network with 33 million vertices and 268 million edges. We achieve a speedup of 23 on 32 threads of UltraSPARC T2 for this particular problem instance. We assign integer time-stamps in the interval \([0, 20]\) for the vertices, and follow the notion of temporal shortest paths defined above. We traverse the graph from 256 randomly chosen vertices and then approximate the betweenness values. It is straightforward to modify our implementation to process other edge filtering or temporal path conditions as well. In addition to picking the shortest path, edges are filtered in every phase of the graph traversal. Thus, the amount of concurrency per phase is comparatively lower than breadth-first graph traversal with time-stamps.

4. Conclusions and Future Research

We present the first work on the design and implementation of high-performance graph representations and kernels for analyzing massive dynamic interaction data sets with billions of entities. In particular, we present a hybrid graph representation for small-world graphs with unbalanced degree distributions, that processes both insertions and deletions of edges efficiently. We design a fast parallel implementation of the link-cut tree for connectivity queries. Finally, we report impressive parallel performance results for several graph traversal and path-based dynamic kernels on current multicore and SMP systems.

There are several challenging problems in this area for future research. We intend to explore compressed adjacency representations to reduce the memory footprint, and vertex and edge identifier reordering strategies to improve cache performance. The problem of single-source shortest paths for arbitrarily weighted graphs is challenging to parallelize efficiently, and is even harder in a dynamic setting. We will study how other static complex graph algorithms can be modified to work with our data representation. We will also investigate whether the data structures and parallelization techniques discussed in this paper can be applied to graph analysis on heterogeneous multicore processors such as the IBM Cell Broadband Engine processor, and massively multithreaded systems such as the Cray XMT.
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