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Abstract

This report describes work performed from October 2007 through September 2009 un-
der the Sandia Laboratory Directed Research and Development project titled “Reduced Order
Modeling of Fluid/Structure Interaction.” This project addresses fundamental aspects of tech-
niques for construction of predictive Reduced Order Models (ROMs). A ROM is defined
as a model, derived from a sequence of high-fidelity simulations, that preserves the essential
physics and predictive capability of the original simulations but at a much lower computational
cost. Techniques are developed for construction of provably stable linear Galerkin projection
ROMs for compressible fluid flow, including a method for enforcing boundary conditions that
preserves numerical stability. A convergence proof and error estimates are given for this class
of ROM, and the method is demonstrated on a series of model problems. A reduced order
method, based on the method of quadratic components, for solving the von Karman nonlinear
plate equations is developed and tested. This method is applied to the problem of nonlin-
ear limit cycle oscillations encountered when the plate interacts with an adjacent supersonic
flow. A stability-preserving method for coupling the linear fluid ROM with the structural dy-
namics model for the elastic plate is constructed and tested. Methods for constructing efficient
ROMs for nonlinear fluid equations are developed and tested on a one-dimensional convection-
diffusion-reaction equation. These methods are combined with a symmetrization approach to
construct a ROM technique for application to the compressible Navier-Stokes equations.
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1 Introduction

The contemporary engineering analyst has at his or her disposal an increasingly sophisticated col-
lection of computational tools. These “high-fidelity” simulation tools include finite element, finite
volume, and finite difference codes for computing three-dimensional fluid flows and dynamics
of complex structures. Yet, even as such tools mature and expansion of computational resources
makes them more accessible, these tools are often still computationally expensive for use in a
design or analysis setting. Modern engineered systems are often complex, possessing many de-
sign variables and/or uncertainties. There is a continuing push within the Department of Energy
laboratories and other scientific and engineering communities to address the quantification of un-
certainties in models of physical systems. Emphasis on uncertainty quantification, optimal design,
or parametric studies leads to requirements for relatively large numbers of analysis points, which
is often not compatible with the computational expense of high-fidelity simulation approaches.

This situation has led researchers in mathematics and engineering to propose simulation tech-
niques that retain the essential physics and dynamics captured by a high-fidelity model, but at a
much lower computational cost. These efforts have created a large and growing area of research
termed Reduced Order Modeling, also called Model Reduction. The basic idea in most Reduced
Order Modeling approaches is to use a relatively small number of solutions generated by a high-
fidelity model to construct a computationally cheaper model. In order to be successful, the Reduced
Order Model (ROM) must be predictive across the design or parameter space of interest. In this
discussion we assume that the high-fidelity model itself meets the requirements for accuracy and
predictive capability for the problem of interest.

In order for a ROM of a dynamical system to be predictive, it must retain the essential dy-
namics contained within the high-fidelity simulations. In most applications of ROMs to date, this
requirement is evaluated a posteriori. That is, the ROM is constructed, then used to predict some
dynamical behavior. If the solutions generated by the ROM are numerically stable and accurately
reproduce expected behavior, the model is declared a success. This “try and see” approach to
model reduction certainly has many success stories. However, for ROMs to serve as reliable pre-
dictive tools, their numerical properties must be better characterized, and methods for building
numerically stable and convergent ROMs must be developed.

The present research program was initiated under the Sandia National Laboratories’ Labora-
tory Directed Research and Development (LDRD) program to address reduced order modeling
for coupled fluid-structure systems. Such physical systems are of interest in many Sandia appli-
cations, including analysis of flight vehicle aero-elastic stability, space vehicle vibrations during
atmospheric flight, and wind turbine aero-elastic modeling. The overall approach of this effort was
to use existing techniques for ROM construction of such systems as a starting point, and to explore
whether these techniques could be modified to create ROMs with improved predictive capability.
This research was carried out under two parallel tracks: one for creating ROMs for fluid dynamics
problems, and the other for creating ROMs for thin shelled, nonlinear structures. Methods for cou-
pling the two fluid and structural ROMs were also developed. Each chapter of this report describes
one element of this research.
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In Section 2, the problem of constructing a numerically stable ROM for linearized, compress-
ible flow is addressed. ROMs of fluid systems linearized about some (non-linear) base flow are
useful when used as a component of an aero-elastic stability analysis, or for some other types of
small-perturbation analyses, including aero-acoustic problems. A new method for creating a pro-
jection ROM is developed that preserves numerical stability and allows for the development of
error estimates for the ROM.

In Section 3, a new technique is developed for model reduction of thin plates with nonlinear
in-plane stresses. The method of Quadratic Components is introduced to reduce the number of
required degrees of freedom while still capturing the essential non-linear plate dynamics. This
model is coupled with a simple aerodynamic model and with a method to compute nonlinear limit
cycle behavior of an unstable panel flutter solution.

In Section 4, the numerical stability of a coupled ROM combining the linearized fluid/structure
ROMs of Sections 2 and 3 is studied using energy methods. Stability is proven for the coupled
linearized system when a specific penalty term is introduced.

Section 5 returns to techniques for building fluid ROMs, but now with a focus on the com-
pressible Navier-Stokes equations. The nonlinearity of the Navier-Stokes equations presents a
challenge for developing provably stable ROMs. This challenge is addressed by the introduction
of a ROM projection technique that leads to a model that obeys the second law of thermodynamics.
In this way, the ROM preserves an essential stability property of the governing equations, that of
non-decreasing entropy in the solution. The treatment of the nonlinear terms in the Navier-Stokes
equations is handled using a Best-Points interpolation algorithm. This approach is tested on a
model convection-diffusion-reaction system of equations.
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2 Stable Reduced Order Models for Linearized Compressible
Flow

2.1 Introduction

Simulation of time-varying, three-dimensional fluid flow remains, and will continue to remain for
some time, an expensive endeavor. This reality has motivated efforts to seek reduced order models
(ROMs) that capture the essential dynamics of the full simulations, but at a much lower compu-
tational cost. Many ROM techniques in fluid mechanics are derived from the Proper Orthogonal
Decomposition (POD)/Galerkin projection approach [1, 2, 3]. The original intent of this approach
was to develop low-dimensional models, containing only a few degrees of freedom, to enable and
enhance understanding of the nonlinear dynamics of turbulent flows. Since then, other approaches
to building ROMs have been proposed, each with its own inherent strengths, including the reduced
basis method [4], balanced truncation [5, 6], and goal-oriented ROMs [7]. The potential useful-
ness of ROMs has also since expanded to include predictive applications; for example, ROMs have
been used in flow controller design [8], shape optimization [9], and aeroelastic stability analysis
[10, 11].

The use of POD/Galerkin ROMs in a predictive setting raises fundamental questions regarding
numerical properties of the resulting models. In this setting the ROM may be viewed as an alterna-
tive discretization of the governing partial differential equations. As such, the essential properties
of any such discretization are stability, consistency, and convergence. In many situations satis-
faction of the first two properties guarantees convergence. General results for any of the three
properties are lacking for POD/Galerkin models of compressible fluid flow. This leads to practical
limitations; for example, a ROM might be stable for a given number of modes, but unstable for
other choices of basis size (see an example of this for a POD model in Bui-Thanh et al. [7]).

The present section addresses numerical stability of linear ROMs for compressible flow. Con-
vergence of the ROM solutions is also examined, which reveals certain requirements on consis-
tency of the basis. A POD basis, or any other empirical basis, is not usually complete, which
complicates a general consistency analysis. Not addressed herein is the related question of the
behavior of a ROM when applied to a parameter space region not included in the ROM construc-
tion. There are promising developments in this area which can be applied; see, for example, Lieu
and Farhat [12]. Despite the lack of a comprehensive numerical theory, it is still desirable to be
able to generate a stable ROM regardless of the quality of the POD basis used to generate it. This
is analagous to being able to run computational fluid dynamics (CFD) simulations on a series of
meshes, from coarse to fine, and having confidence that the simulations will remain stable regard-
less of the mesh spacing.

Stable formulations for reduced order models have been proposed in other settings. Stability of
reduced order models for electrical circuit analysis is considered by Freund and co-workers [13].
Preservation of the passivity, or energy dissipation, of the circuit system guarantees stability of
the reduced order model. In fluid dynamics, Kwasniok [14] recognized the role of energy con-
servation in ROMs of nonlinear, incompressible fluid flow for atmospheric modeling applications.
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The Galerkin projection approach is constructed so that the nonlinear terms in the ROM conserve
turbulent kinetic energy or turbulent enstrophy.

These works and others demonstrate the importance of maintaining the proper energy balance
in a reduced order model. Mathematically, the energy is expressed as an inner product, so that the
stability of a reduced order model is often tied to the definition of this inner product. Rowley et
al. [15] examined different choices for the inner product that approximately conserve total energy
or total enthalpy for compressible flow. Rowley [6] has shown how balanced truncation may be
viewed as a particular form of the POD, using the observability Gramian as an inner product.
Balanced truncation and balanced POD methods are guaranteed to be stable for linear systems,
and also preserve the stability of an equilibrium point at the origin for nonlinear systems.

Although these and other advancements have led to a better understanding of the stability
properties of reduced order models, error quantification and convergence analysis of ROMs has yet
to be placed on a complete mathematical footing. One difficulty in quantifying the error in a ROM
is that the span of the POD basis is not complete in the Hilbert space to which the exact solution
belongs; it is only complete in the space defined by the numerical solutions used to generate it, and
only in an average sense. Since the POD basis contains only information of the kinematics of the
flow field that were already encoded in the observations, it cannot be expected to contain all the
features present in the exact analytical solution. Several attempts at error estimation in the context
of ROMs have been made. A general convergence result can be found in [16], where it is shown
that as the reduced basis is enriched, the state error in a steady reduced model is strictly monotone
decreasing. More specific convergence estimates are derived in [17, 18]. In [17], Rathinam and
Petzold provide an error analysis of the POD method applied to a general non-linear dynamical
system. In [18], Kunisch and Volkwein propose a strategy to describe and analyze convergence
approximations based on POD approximation in space and backwards Euler discretization in time
for nonlinear parabolic systems arising in fluid dynamics.

In the present work, described also in [19] and [20], we again demonstrate that the inner prod-
uct used to define the Galerkin projection is closely tied to the stability of the resulting model. We
further show how it is possible to construct stable ROMs for any choice of basis using Galerkin pro-
jection. An energy stability analysis is carried out for Galerkin methods applied to the linearized
Euler equations, resulting in an inner product that guarantees certain stability bounds satisfied by
the ROM. We show that appropriate boundary treatment is crucial to ensuring a well-posed initial
boundary value problem (IBVP) for the governing equations, and we give sufficient conditions for
a set of boundary conditions for a ROM to be well-posed and stable. Solid wall and non-reflecting
far-field boundary conditions are formulated, and a means of implementing these boundary con-
ditions in a way that preserves the stability of the ROM is developed. A priori error estimates for
the computed ROM solution relative to the CFD solution and the exact analytical solution are then
derived. Numerical implementation of the ROM is defined in terms of finite element represen-
tations of the simulation data and of the POD modes. Along with numerical quadrature rules of
sufficient accuracy, this approach ensures that the continuous stability estimates are satisfied by the
discrete computer implementation. ROMs are then constructed for several model fluid flows using
the schemes developed from the numerical analysis.
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2.2 The Proper Orthogonal Decomposition (POD)/Galerkin Method for Model
Reduction

Before turning our attention to the equations of interest, namely the linearized compressible Euler
equations (Section 2.3), we give an overview of the Proper Orthogonal Decomposition (POD)/Galerkin
method for reducing the order of a complex physical system governed by a general set of PDEs.
The approach consists of two steps:

Step 1: Calculation of a reduced basis using the POD of an ensemble of flow-field
realizations.

Step 2: Galerkin projection of the governing (continuous) PDEs onto the basis of POD
modes in some appropriate inner product.

In the first step, kinematic information is transferred from the high-fidelity simulation to a rel-
atively small number of modes. In the second step, the full-system dynamics are translated to the
implied dynamics of these modes. When successful, the result is a set of time-dependent ordinary
differential equations (ODEs) in the modal amplitudes (also referred to as the ROM coefficients)
that accurately describes the flow dynamics of the full system of PDEs for some limited set of flow
conditions.

Proper Orthogonal Decomposition (POD) and the Method of Snapshots

Discussed in detail in Lumley [21] and Holmes et. al. [3], POD is a mathematical procedure that,
given an ensemble of data, constructs a basis for that ensemble that is optimal in a well-defined
sense. Let H (Ω) be a Hilbert space with associated inner product (·, ·), and let {uk(x)} ⊂ H (Ω)
be an ensemble of real vector fields on a domain Ω ⊂ R

3. In the present context, the ensemble
{uk(x) : k = 1, . . . ,N} is a set of N instantaneous snapshots (in time) of a CFD numerical solution
field. A POD basis of order M << N is a set of functions {φφφi : i = 1,2, . . . ,M} that is the “best”
linear basis for describing the original ensemble. Mathematically, POD seeks an M-dimensional
(M << N) subspace H M(Ω) ⊂ H (Ω) spanned by the set {φφφi} such that the projection of the
difference between the ensemble uk and its projection onto H M(Ω) is minimized on average; that
is, it seeks the set {φφφi} that solves the following constrained optimization problem:

min{φφφi}M
i=1
〈||uk−ΠMuk||2〉

subject to (φφφi,φφφ j) = δi j, 1≤ i≤M,1≤ j ≤ i
. (1)

Here, 〈·〉 is a discrete averaging operator, e.g., 〈||uk||2〉 ≡ 1
N ∑N

k=1 ||uk||2, and ΠM : H (Ω) →
H M(Ω) is an orthogonal projection operator onto the subspace H M(Ω), satisfying properties 1–6
in Section A.1 of the Appendix. In the context of the ROM, a natural definition of ΠM is, for
u ∈H (Ω),

ΠMu =
M
∑
k=1

(φφφk,u)φφφk. (2)
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The numerical ROM solution uM can be represented as a linear combination of POD modes

uM(x, t) =
M
∑
j=1

a j(t)φφφ j(x), (3)

where the a j(t) are the temporally-varying ROM coefficients, to be solved for in the linear dynam-
ical system arising in the ROM (Section 2.2).

It is a well-known result [3] that the solution to (1) reduces to the eigenvalue problem

R φφφ = λφφφ, (4)

where

R ≡ 〈uk⊗uk〉= 1
N

N
∑
k=1

(
uk⊗uk

)
(5)

The operator R is self-adjoint and positive semi-definite. If one further assumes that R is com-
pact, then there exists a countable set of non-negative eigenvalues λi with associated eigenfunc-
tions φφφi. These eigenfunctions form an orthonormal subspace of H (Ω), namely H M(Ω). In
building a ROM, one is interested in truncating the POD basis and retaining only the M << N
most energetic modes. It can be shown [3, 21] that the set of M eigenfunctions, or POD modes,
{φφφi : i = 1,2, . . . ,M} corresponding to the M largest eigenvalues of R is precisely the set of {φφφi}
that solves (1), and that the minimum value of the objective function in (1) is

〈||uk−ΠMuk||2〉= 1
N

N
∑
k=1
||uk−ΠMuk||2 =

N
∑

j=M+1
λ j. (6)

Here, λ1 ≥ ·· · ≥ λM ≥ ·· · ≥ λN are the ordered eigenvalues of R , so that λN is the smallest
non-zero eigenvalue of R . The truncated basis {φφφi : i = 1,2, . . . ,M} is optimal in the sense that
it describes more energy (on average) of the ensemble than any other linear basis of the same
dimension M. The compression of the ensemble energy into a minimum number of modes is
what makes the POD basis attractive for reduced order modeling. We emphasize that the POD
basis {φφφi : i = 1,2, . . . ,M} just described is not complete in H (Ω). It is, however, complete in an
average sense, that is

〈∣∣∣
∣∣∣uk−∑ j(uk,φφφ j)φφφ j

∣∣∣
∣∣∣
〉

= 0 for M = N.

Note that bases other than POD could be used in constructing the ROM using the present model
reduction technique, and in fact, the stability results presented in this work do not depend on the
choice of basis. To show convergence of the ROM to an exact solution, however, one must choose
a basis whose span contains the exact solution.

Galerkin Projection

The second step in constructing a ROM involves projecting the governing system of PDEs onto the
POD basis {φφφi} in the inner product (·, ·) defining the Hilbert space H (Ω). Suppose the governing
system of equations for the state variable vector u has the form

∂u
∂t = Lu+N2(u,u)+N3(u,u,u), (7)
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where L is a linear differential operator, and N2 and N3 are (non-linear) quadratic and cubic oper-
ators respectively. Then, the Galerkin projection of (7) onto the POD mode φφφ j for j = 1,2, ...,M
is (

φφφ j,
∂u
∂t

)
=
(

φφφ j,Lu
)

+
(

φφφ j,N2(u,u)
)

+
(

φφφ j,N3(u,u,u)
)

. (8)

Substituting the POD decomposition of u (3) into (8) and applying the orthonormality property of
the basis functions φφφi gives, for j = 1,2, . . . ,M

ȧ j =
M
∑
l=1

al(φφφ j,L(φφφl))+
M
∑
l=1

M
∑

m=1
alam(φφφ j,N2(φφφl,φφφm))+

M
∑
l=1

M
∑

m=1

M
∑
n=1

alaman(φφφ j,N3(φφφl,φφφm,φφφn)),

(9)
where the “·” operator denotes differentiation in time

(
that is, ȧ j ≡ da j

dt
)
. (9) is a non-linear time-

dependent system of M ODEs for the time-dependent ROM coefficients; it is the reduced order
model for (7) by the POD/Galerkin method. In practice, the inner products in (9) will be integrals
of products of the known, time-independent POD modes φφφ j and may be precomputed before time-
integration of the ROM.

We emphasize that, in the ROM presented herein, the Galerkin projection step is applied to the
continuous system of PDEs. In many applications of reduced order modeling, a discrete approxi-
mation of the equations is projected onto the POD modes. This discrete approach has the advantage
that, depending on the implementation, boundary condition terms present in the discretized equa-
tion set are inherited by the ROM. Additionally, certain properties of the numerical scheme used
to solve the full equations may be inherited by the ROM. The continuous approach, on the other
hand, is appealing in that it does not require an intrusive or code-specific implementation. It is also
similar in procedure to spectral numerical approximation methods, allowing the use of analysis
techniques employed by the spectral methods community.

2.3 The Governing Fluid Equations

Linearized Euler Equations for Compressible Flow

Let qT ≡
(

u1 u2 u3 ζ p
)
∈ R

5 denote the vector of fluid state variables. Here, u1, u2 and
u3 are the x1-, x2-, and x3-components of the velocity vector uT ≡

(
u1 u2 u3

)
, p is the fluid

pressure, and ζ≡ 1/ρ is the specific volume of the fluid (ρ denoting the fluid density).

The governing fluid equations are the compressible Euler equations, linearized about a base
state q̄. Splitting the state variable vector q into a steady mean plus a fluctuation (q(x, t) = q̄(x)+
q′(x, t)), substitution of this form into the full Euler equations, and retaining only first order terms
in the fluctuating quantities results in

∂q′
∂t +Ai

∂q′
∂xi

+Cq′
︸ ︷︷ ︸

≡Lq′

= 0 (10)
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where

A1 ≡ A1(q̄) =




ū1 0 0 0 ζ̄
0 ū1 0 0 0
0 0 ū1 0 0
−ζ̄ 0 0 ū1 0
γp̄ 0 0 0 ū1




, A2 ≡ A2(q̄) =




ū2 0 0 0 0
0 ū2 0 0 ζ̄
0 0 ū2 0 0
0 −ζ̄ 0 ū2 0
0 γp̄ 0 0 ū2




, (11)

A3 ≡ A3(q̄) =




ū3 0 0 0 0
0 ū3 0 0 0
0 0 ū3 0 ζ̄
0 0 −ζ̄ ū3 0
0 0 γp̄ 0 ū3




C≡ C(q̄,∇q̄) =




∂ū1
∂x1

∂ū1
∂x2

∂ū1
∂x3

∂ p̄
∂x1

0
∂ū2
∂x1

∂ū2
∂x2

∂ū2
∂x3

∂ p̄
∂x2

0
∂ū3
∂x1

∂ū3
∂x2

∂ū3
∂x3

∂ p̄
∂x3

0
∂ζ̄
∂x1

∂ζ̄
∂x2

∂ζ̄
∂x3
−∇ · ū 0

∂ p̄
∂x1

∂ p̄
∂x2

∂ p̄
∂x3

0 γ∇ · ū




(12)

Here, 0 ∈ R
5 is the zero vector, γ = CP/CV is the ratio of specific heats and L is a linear operator.

The {Ai : i = 1,2,3} matrices are functions of the base flow vector q̄; the matrix C is a function of
∇q̄. In the case of uniform base flow, ∇q̄≡ 0, so that ∂Ai

∂xi
≡ 0 and C≡ 0.

An initial boundary value problem (IBVP) for (10) on an open bounded domain Ω ⊂ R
3 with

a connected boundary ∂Ω will be formulated in Sections 2.4 and 2.5. In typical applications, Ω
may contain a fixed or moving solid wall over which the fluid flows. In this context, it is useful to
introduce the following partition of ∂Ω

∂Ω = ∂ΩF ∪∂ΩW , ∂ΩF ∩∂ΩW = /0 (13)

into a far-field boundary (∂ΩF ) and a solid wall boundary (∂ΩW ).

The Characteristic Variables

It is a well-known fact that the system (10) is hyperbolic. This implies that the tensor An ≡
A1n1 +A2n2 +A3n3, for some spatial orientation nT =

(
n1 n2 n3

)
, is diagonalizable:

An = SΛΛΛnS−1. (14)
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Here S is the matrix that diagonalizes An and ΛΛΛn is a diagonal matrix containing the eigenvalues
of An (also referred to as the characteristic speeds):

ΛΛΛn =




ūn
ūn

ūn
ūn + c̄

ūn− c̄




, (15)

with c̄ =
√

γp̄ζ̄ denoting the speed of sound. Defining V′ ≡ S−1q′, the linearized Euler equations
(10) in these so-called “characteristic” variables are1

∂V′
∂t +S−1AiS

∂V′
∂xi

+S−1CSV′ = 0. (16)

The Symmetrized Equations

A key property of the hyperbolic system (10) is that it is symmetrizable2; that is, there exists a sym-
metric, positive definite matrix H such that {HAi : i = 1,2,3} are all symmetric. The symmetrizer
of (10) is given by

H≡H(q̄) =




ρ̄ 0 0 0 0
0 ρ̄ 0 0 0
0 0 ρ̄ 0 0
0 0 0 α2γρ̄2 p̄ ρ̄α2

0 0 0 ρ̄α2 (1+α2)
γ p̄




, (17)

where α2 is an arbitrary real, nonzero parameter. Pre-multiplying (10) by the matrix H yields the
following symmetrized system:

∂(Hq′)
∂t +HAi

∂q′
∂xi

+HCq′ = 0. (18)

Similarly, there exists a positive definite symmetrizer for the governing system of PDEs in
the characteristic variables (16), denoted here by Q, which has the property that the matrices

1The reader is referred to Section A.2 of the Appendix for explicit expressions of S, S−1 and V′.
2Among other hyperbolic systems of interest that are symmetrizable are the nonlinear Euler equations [22], the

compressible Navier-Stokes equations [23], and the shallow water equations [24]. Most hyperbolic systems derived
from conservation laws can be symmetrized; see Chapter 6 of [25]. A (non-unique) symmetrizer of a matrix (or
set of matrices) can be derived using the eigenvectors of the matrix (or matrices), following techniques presented by
Gustafsson in [26, 27]. Other symmetric forms of both the linearized Euler and linearized Navier-Stokes equations
can be found in Oliger and Sundstrom [28] and in Abarbanel and Gottlieb [29].
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{QS−1AiS : i = 1,2,3} are all symmetric:

Q≡ ST HS =




ρ̄− ρ̄n2
1(1−α2ρ̄ p̄) ρ̄n1n2(1−α2ρ̄p̄) −ρ̄n1n3(1−α2ρ̄p̄) 0 0

ρ̄n1n2(1−α2ρ̄p̄) ρ̄− ρ̄n2
2(1−α2ρ̄p̄) ρ̄n2n3(1−α2ρ̄p̄) 0 0

−ρ̄n1n3(1−α2ρ̄p̄) ρ̄n2n3(1−α2ρ̄p̄) ρ̄− ρ̄n2
3(1−α2ρ̄p̄) 0 0

0 0 0 1
2 ρ̄ 0

0 0 0 0 1
2 ρ̄




.

(19)
One may check positive-definiteness of Q by computing its eigenvalues: 1

2 ρ̄, ρ̄, ρ̄, γ p̄
2c̄2 ,α2ρ̄2 p̄γ. All

of these eigenvalues are necessarily positive, meaning Q is positive definite for any choice of α 6= 0.
The symmetrized system in the characteristic variables (16) is

∂(QV′)
∂t +QS−1AiS

∂V′
∂xi

+QS−1CSV′ = 0. (20)

Symmetry Inner Products

The inner product serves several purposes in the POD/Galerkin procedure. Fundamentally, it helps
define the Hilbert space on which the analysis proceeds. It defines the projection of a solution onto
the POD basis, and thereby also defines the mathematical quantity that the POD basis optimally
represents. It also defines the projection of the governing equations onto the POD basis, which
leads to the POD/Galerkin dynamical model.

The inner product is also a mathematical expression for the solution “energy.” The majority of
POD/Galerkin models for fluid flow use as the governing equation set the incompressible Navier-
Stokes equations. For these equations, the natural choice of inner product is the L2(Ω) inner
product (23). This is because in these models the solution vector is taken to be the velocity vector
u, so that ||u||L2(Ω) is a measure of the global kinetic energy on the domain Ω. The L2(Ω) inner
product is therefore physically sensible: the POD modes optimally represent the kinetic energy
present in the ensemble from which they are generated. The same is not true for the compressible
linearized Euler equations (10) with solution vector q′ as defined in Section 2.3. This raises the
question of whether there exists a suitable energy inner product for the Euler equations.

As we will show in Section 2.4, an appropriate choice of inner product for the system (10) is
a “symmetry inner product”. For any symmetric positive definite matrix M ∈ R

n×n and bounded
domain Ω⊂ R

3, define the (M,Ω)–inner product and (M,Ω)–norm by:

(v1,v2)(M,Ω) ≡
Z

Ω
vT

1 Mv2dΩ, ||v||(M,Ω) ≡
√

(v,v)(M,Ω) (21)

for v1,v2,v ∈ R
n. Note that

(v1,v2)(M,Ω) = (M1/2v1,M1/2v2)L2(Ω) (22)

where
(v1,v2)L2(Ω) ≡

Z

Ω
vT

1 v2dΩ (23)
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is the usual L2 inner product on Ω and M1/2 is the “square root” factor of M, which exists since M
is positive definite. The set of functions f : Ω→R

n such that ||f||(M,Ω) < ∞ taken together with the
(M,Ω)–inner product forms a Hilbert space. In the case when M = In, the n× n identity matrix,
this space is the usual L2(Ω) Hilbert space of square-integrable functions; for a non-trivial M, the
space is a weighted L2(Ω) space.

In the context of the equations (10) and (16), we will consider the (H,Ω)– and (Q,Ω)–inner
products respectively, with H defined in (17) and Q in (19). Given H (17), the expression for the
symmetry inner product with respect to H over Ω is

(q′(1),q′(2))(H,Ω) =
Z

Ω

[
ρ̄u′(1) ·u′(2) +α2γρ̄2ζ′(1)ζ′(2) +

1+α2

γp̄ +α2ρ̄(ζ′(2)p′(1) +ζ′(1)p′(2))

]
dΩ

(24)

The (H,Ω)– and (Q,Ω)–inner products are equivalent in the sense that

(q′(1),q′(2))(H,Ω) = (V′(1),V′(2))(Q,Ω) (25)

where V′(1) = S−1q′(1), and similarly for V′(2). Using the relationship (19), it is straightforward to
show that, denoting φφφS

k ≡ S−1φφφk,

ΠMq′ =
M
∑
k=1

(φφφi,q′)(H,Ω)φφφk = S
M
∑
k=1

(φφφS
i ,V′)(Q,Ω)φφφS

k ≡ S(ΠMV′) (26)

Another inner product to be utilized herein is the so-called “time-averaged” (H,Ω)–inner prod-
uct with corresponding “time-averaged” (H,Ω)–norm:

(q′(1),q′(2))
avg
(H,Ω) ≡

1
T

Z T

0
(q′(1),q′(2))(H,Ω)dt, ||q′||avg

(H,Ω) ≡

√
1
T

Z T

0
||q′||2(H,Ω)dt (27)

Similarly, one can speak of the “time-averaged” (Q,Ω)–inner product and norm. (27) is simply the
continuous time-average of (20). It can be shown that the expressions in (27) satisfy the properties
of an inner product and norm respectively.

Solution Spaces

There are three solutions one can speak of in connection to the ROM, belonging to the following
three Hilbert spaces:

q′(x, t) ∈H (Ω)⊂ R
5 (28)

q′h(x, t) ∈H h(Ω)⊂ R
5 (29)

q′M(x, t) ∈H M(Ω)⊂ R
5 (30)

q′ is the exact solution to the IBVP for (10), q′h is the computed CFD solution, from which snap-
shots are extracted to construct a POD basis, and q′M is the computed ROM solution. The Hilbert
spaces H (Ω) are essentially weighted L2(Ω) spaces, formed by equipping the vector space of
functions f : Ω→ R

5 such that ||f||(H,Ω) < ∞ with the (H,Ω)–inner product (20).
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The ROM solution q′M(x, t) ∈H M(Ω)

In Section 2.6, the ROM solution q′M will be defined more precisely as the solution of a penalty-
formulated IBVP. For now, it is sufficient to think of it as the numerical solution obtained by
applying the Galerkin/POD method described in Section 2.2 to an IBVP for (10). Expanded in its
modal basis (recalling that φφφS

k ≡ S−1φφφk)

q′M(x, t) =
M
∑
k=1

ak(t)φφφk(x), V′M(x, t) =
M
∑
k=1

ak(t)φφφS
k(x) (31)

The components of the 5-vector φφφk are denoted φi
k for i = 1, . . . ,5, that is

φφφT
k =

(
φ1

k φ2
k φ3

k φ4
k φ5

k
)
.

The Galerkin projection of the system of equations (10) onto the jth POD mode in the (H,Ω)–inner
product is (

φφφ j,
∂q′M
∂t

)

(H,Ω)

+

(
φφφ j,Ai

∂q′M
∂xi

)

(H,Ω)

+(φφφ j,Cq′M)(H,Ω) = 0 (32)

(32) is the analog of (8) for the specific hyperbolic IBVP that is being considered here. Substituting
the modal basis (31) into (32) gives the following set of M linear ODEs for the time-dependent
ROM coefficients {a j(t) : j = 1,2, . . . ,M}:

ȧ j(t) =−
M
∑
k=1

ak(t)
(

φφφ j,Ai
∂φφφk
∂xi

)

(H,Ω)

−
M
∑
k=1

ak(t)(φφφ j,Cφφφk)(H,Ω) (33)

2.4 Well-Posedness and Stability of the POD/Galerkin Approach for the
Linearized Euler Equations

As a first step in the numerical analysis of a ROM for (10), we show that the IBVP for this set
of equations is well-posed and that the Galerkin projection in the chosen inner product is stable.
Consider a linear hyperbolic IBVP constructed from (10) :

∂q′
∂t +Ai

∂q′
∂xi

+Cq′
︸ ︷︷ ︸

≡Lq′

= 0, x ∈Ω, i = 1,2,3, 0 < t < T

Pq′ = h, x ∈ ∂ΩW , 0 < t < T
Rq′ = g, x ∈ ∂ΩF , 0 < t < T

q′(x,0) = f(x), x ∈Ω

(34)

where P and h specify the solid wall boundary conditions, R and g specify the far-field boundary
conditions and f : Ω→ R

5 is a given vector-valued function. The well-posedness of (34) depends
on the boundary conditions on ∂Ω = ∂ΩW ∪∂ΩF . Only after the well-posedness of this IBVP and
the stability of the Galerkin projection method used in constructing the ROM are established is it
possible to study the convergence properties of the ROM.
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Theorem 2.1 below gives sufficient conditions on the boundary conditions for well-posedness
of the IBVP (34) and shows that the (H,Ω)–norm is an energy measure. The proof is based on the
energy approach [26]: an IBVP is well-posed if the energy associated with the analogous homoge-
neous IBVP (that is, the original IBVP but with homogeneous Dirichlet boundary conditions and
no source term) is bounded3. The notation is as follows:

q′w = Pq′−h on ∂ΩW , q′w0 = Pq′ on ∂ΩW
q′f = Rq′−g on ∂ΩF , q′f 0 = Rq′ on ∂ΩF .

(35)

In other words, q′w is the vector of boundary conditions on ∂ΩW as specified in (34) and q′w0 is the
vector of boundary conditions on ∂ΩW as specified in (34) but with h = 0 (and similarly for q′f and
q′f 0 on ∂ΩF ).

Theorem 2.1. Consider a bounded domain Ω ⊂ R
3 with connected boundary ∂Ω = ∂ΩW ∪∂ΩF ,

∂ΩW ∩ ∂ΩF = /0. Let nT ≡
(

n1 n2 n3
)

denote the outward-pointing unit normal vector to
∂Ω, and let ΛΛΛn ≡ diag{λi} = S−1AnS be the diagonal matrix containing the eigenvalues of An ≡
A1n1 +A2n2 +A3n3. The linear hyperbolic IBVP (34) is well-posed if

5
∑
i=1

λi[(Vw0)i]
2 ≥ 0 and

5
∑
i=1

λi[(V f 0)i]
2 ≥ 0, (36)

with energy estimate

||q′(·,T )||(H,Ω) ≤ e
1
2 βT ||f(·)||(H,Ω), (37)

where β is an upper bound on the eigenvalues of the matrix4

B≡H−T/2 ∂(HAi)

∂xi
H−1/2−H1/2CH−1/2− (H1/2CH−1/2)T (38)

and Vw0 = S−1q′w0, V f 0 = S−1q′f 0, with q′w0 and q′f 0 given by (35).

Proof. By Definition 2.8 in [30], to show well-posedness of (34), it is sufficient to show that the
energy of the analogous homogeneous IBVP is bounded in some valid norm. Selecting the (H,Ω)–

3Refer to Section A.3 of Appendix A for formal definitions of well-posedness, quoted from [30].
4The shorthand (M1/2)T ≡MT/2 is employed, where M is a positive definite matrix and M1/2 is its square root

factor, so that M = MT/2M1/2.
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norm:

1
2

d
dt ||q

′||2(H,Ω) =
1
2

d
dt

Z

Ω
q′T Hq′ dΩ

=
Z

Ω
q′T H∂q′

∂t dΩ

= −
Z

Ω
q′T H

[
Ai

∂q′
∂xi

+Cq′
]

dΩ

= −1
2

Z

Ω

[
∂

∂xi
(q′T HAiq′)−q′T ∂(HAi)

∂xi
+2q′T HC

]
q′ dΩ (39)

= −1
2

Z

Ω

∂
∂xi

(q′T HAiq′) dΩ+
1
2

Z

Ω
q′T
[

∂(HAi)

∂xi
−HC−CT H

]
q′ dΩ

= −1
2

Z

∂Ω
q′T HAnq′ dS +

1
2

Z

Ω
q′T HT/2BH1/2q′ dΩ

≤ −1
2

Z

∂ΩW
q′Tw0HAnq′w0 dS− 1

2

Z

∂ΩF
q′Tf 0HAnq′f 0 dS +

1
2β

Z

Ω
q′T Hq′ dΩ,

where B is defined in (38) and β is an upper bound on the eigenvalues of B. By (25),

−1
2

R

∂ΩW q′Tw0HAnq′w0 dS− 1
2

R

∂ΩF q′Tf 0HAnq′f 0 dS =−1
2

R

∂ΩF V′Tf 0QΛΛΛnV′f 0 dS
−1

2
R

∂ΩW V′Tw0QΛΛΛnV′w0 dS,
(40)

where V′f 0 = Sq′f 0 and similarly for V′w0. It follows from the property that Q is symmetric positive
definite and QΛΛΛn = ΛΛΛnQ that

V′T QΛΛΛnV′ = QT/2[V′T ΛΛΛnV′]Q1/2 = (Q1/2)T
[

5
∑
i=1

λi(V ′i )2

]
Q1/2. (41)

If the conditions (36) hold, the last line of (39) thus reduces to

d
dt ||q

′||2(H,Ω) ≤ β||q′||2(H,Ω). (42)

Applying Gronwall’s lemma to (42) gives (37).

An immediate consequence of Theorem 2.1 is that, provided the IBVP (34) is well-posed, the
Galerkin projection of the approximation q′M in the (H,Ω)–inner product is stable. Introducing a
modal approximation q′M = ∑M

j=1 a j(t)φφφ j(x) into (34) and taking the inner product with the numer-
ical approximation q′M, one has that

1
2

d
dt ||q

′
M||2(H,Ω) =−

Z

Ω
q′TM HLq′MdΩ≡−

(
q′M,Lq′M

)
(H,Ω)

(43)
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and the analyis proceeds exactly as in (39)–(42) but with q′ replaced with q′M. It follows that if (36)
holds, that is, if the IBVP (34) is well-posed, the semi-discrete Galerkin approximation satisfies
the definition of stability (Appendix A.4), with energy estimate

||q′M(·,T )||(H,Ω) ≤ e
1
2 βT ||q′M(·,0)||(H,Ω) (44)

or, in terms of the ROM coefficients,
M
∑
j=1

a2
j(T )≤ eβT

M
∑
j=1

a2
j(0) (45)

Note that, in the uniform base flow case (β ≡ 0), (44) reduces to the following strong stability
condition:

||q′M(·,T )||(H,Ω) ≤ ||qM(·,0)||(H,Ω) (46)
or

M
∑
j=1

a2
j(T )≤

M
∑
j=1

a2
j(0) (47)

The energy estimate (44) establishes the semi-boundedness of the governing spatial differential
operator L defined in (10) in the (H,Ω)–norm, from which it follows that (·, ·)(H,Ω) is an energy
inner product, with corresponding energy norm || · ||(H,Ω). As a consequence, the Galerkin pro-
jection step using the symmetry inner product is guaranteed to produce a stable ROM, provided
well-posed boundary conditions are prescribed. The same is not true if the Galerkin projection
is performed using the L2(Ω) inner product. In Section 2.8 and [31], it is shown for several test
cases that the symmetry inner product with appropriate boundary conditions leads to a stable ROM
for the linearized compressible Euler equations, whereas the L2(Ω) ROM with the same boundary
conditions is unstable.

2.5 Boundary Treatment

An efficient implementation of boundary conditions for a Galerkin ROM is through a weak formu-
lation. The system of PDEs (10) is projected onto the jth POD mode in the (H,Ω)–inner product,
as in (32). The second term in (32) is integrated by parts, and the vector specifying the boundary
condition is inserted into the boundary integral over ∂Ω that arises:

(
φφφ j,

∂q′M
∂t

)

(H,Ω)

=−
Z

∂ΩW
φφφT

j HAnq′wdS
︸ ︷︷ ︸

≡IWj

−
Z

∂ΩF
φφφT

j HAnq′f dS
︸ ︷︷ ︸

≡IFj

+

Z

Ω

[
∂

∂xi
[φφφT

j HAi]−φφφT
j HC

]
q′MdΩ

(48)

Performing an additional integration by parts on the first term in the volume integral in (48) yields
Z

Ω

∂
∂xi

[φφφT
j HAi]q′MdΩ =

Z

∂ΩW
φφφT

j HAnq′MdS +
Z

∂ΩF
φφφT

j HAnq′MdS−
Z

Ω
φφφT

j HAi
∂q′M
∂xi

dΩ (49)
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so that (48) is equivalent to
(

φφφ j,
∂q′M
∂t

)

(H,Ω)

=−
(

φφφ j,Ai
∂q′M
∂xi

+Cq′M
)

(H,Ω)

+
Z

∂ΩW
φφφT

j HAn(q′M−q′w)dS+

Z

∂ΩF
φφφT

j HAn(q′M−q′f )dS
(50)

Inviscid, compressible flow boundary conditions are most often implemented in terms of the
characteristic variables V′w, so that q′w← SV′w (and similarly for q′f ) in the appropriate boundary
integral in (50). The elements of the vector V′w (and V′f ) can be viewed as incoming and outgoing
waves, depending on the sign of the characteristic speeds in the matrix ΛΛΛn in (15). Next, the
modal representation q′M←∑M

k=1 ak(t)φφφk is inserted into the boundary integrals in (50) to yield the
following boundary integral expressions appearing in the jth ROM equation:

IWu jk ≡
Z

∂ΩW
φφφT

j HAnφφφkdS, IFu jk ≡
Z

∂ΩF
φφφT

j HAnφφφkdS (51)

IW j ≡
Z

∂ΩW
φφφT

j HSΛΛΛnV′wdS, IFj ≡
Z

∂ΩF
φφφT

j HSΛΛΛnV′f dS (52)

Substituting this notation into (50) and simplifying the resulting expression using the orthonormal-
ity of the φφφ j, one arrives at the following system of M ODEs for the ROM coefficients:

ȧ j(t) =−
M
∑
k=1

ak(t)
(

φφφ j,Ai
∂φφφk
∂xi

+Cφφφk

)

(H,Ω)

+
M
∑
k=1

[
ak(t)IWu jk − IW j

]
+

M
∑
k=1

[
ak(t)IFu jk − IFj

]
(53)

where j = 1, . . . ,M. To solve for the ROM coefficients, (53) is advanced in time using a time-
integration scheme. Note that the boundary conditions may also be implemented weakly using a
penalty method (Section 2.5).

Far-field Non-Reflecting Boundary Condition

Since the computational domain Ω is by necessity finite, boundary conditions should be prescribed
on the artificial far-field boundary ∂ΩF . Without far-field boundary conditions, non-physical re-
flections of unsteady waves will be observed at the far-field. These unwanted reflections can affect
the accuracy of the simulation and possibly lead to numerical instability. An appropriate far-field
boundary condition is one that will suppress the reflection of waves from the outer computational
boundaries. This is the so-called non-reflecting boundary condition on ∂ΩF , specified in the char-
acteristic variables V′. All outgoing unsteady characteristic waves are allowed to exit the flow
domain at the far-field boundary without reflection, that is, without being allowed to re-enter the
domain through the boundary. This is accomplished by setting the components of V′ correspond-
ing to characteristic waves traveling into Ω (those corresponding to negative eigenvalues of An) to
zero:

Vi← (V f )i ≡
{

0, if λi < 0
Vi, if λi ≥ 0 (54)

24



for i = 1, . . . ,5. As in Theorem 2.1, {λi : i = 1, ...,5} denote the five eigenvalues of the matrix An
(the diagonal entries of ΛΛΛn). The terms in the integrand of the boundary integral IFj in (48) are
re-cast in terms of the modal representation (31), which leads to boundary terms in the ROM5. In
matrix form, the far-field condition can be written as

RSV′ = 0 on ∂ΩF (55)

where

RS ≡ RS =





I5, if ūn <−c̄
diag{1,1,1,0,1}, if − c̄ < ūn < 0
diag{0,0,0,0,1}, if 0 < ūn < c̄
05, if ūn > c̄

(56)

Here 05 is the 5×5 zero matrix and I5 is the 5×5 identity matrix. The ranges in (56) correspond
to the four cases that can occur at the far-field: supersonic inflow (ūn < −c̄), subsonic inflow
(−c̄ < ūn < 0), subsonic outflow (0 < ūn < c̄), and supersonic outflow (ūn > c̄).

Solid Wall Acoustically-Reflecting Boundary Condition

In practical applications, the domain Ω may contain a stationary or moving solid wall. The natural
choice of boundary condition at the solid wall boundary is a linearized version of the no-penetration
boundary condition, u ·n =−ẇ:

u′n =−ū ·∇w− ẇ≡ u′w on ∂ΩW (57)

Here, w and ẇ are respectively the solid wall displacement and velocity in the −n direction, with
n denoting the outward unit normal to the solid wall boundary ∂ΩW and u′n ≡ u′ ·n.

The linearized no-penetration condition (57) is posed in the characteristic variables V′ as an
acoustically-reflecting condition. Assuming the base flow satisfies a no-penetration condition at
the wall (ūn ≡ 0 on ∂ΩW ), the characteristic speeds are {0,0,0, c̄,−c̄}. In particular, the fourth
characteristic is outgoing and the fifth characteristic is incoming. For a stationary wall, specifying
the acoustically-reflecting boundary condition amounts to setting the incoming characteristic, V ′5,
equal to the outgoing characteristic, V ′4. When the wall velocity is u′w ≡ u′w(x,y, t), the following
relation satisfies (57):

V ′5 = V ′4−2u′w on ∂ΩW (58)
That is, (58) and (57) are algebraically equivalent. (58) can be written in matrix form as

PSV′ = h on ∂ΩW (59)

with

PS ≡ PS =




0
0

0
0
−1 1




, h =




0
0
0
0
−2u′w




(60)

5Explicit expressions of the integrals IFj in terms of the ROM coefficients and basis functions are given in the
Appendix of [31].
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or

V′← V′w ≡




V ′1
V ′2
V ′3
V ′4

V ′4−2u′w




on ∂ΩW (61)

The solid wall boundary condition is implemented by substituting the vector V′w in (61) into
the integrand of IW j defined in (52). The integrand that appears in IW j in (48) is

φφφT
j HAnq′w = ρ̄c̄φφφn

j(u′n,M−u′w)
︸ ︷︷ ︸

penalty-like term

+φn
j p′M +φ5

ju′w︸ ︷︷ ︸
=φφφT

j HAnq′M

(62)

The last two terms in (62) are the same as the unaltered integrand φφφT
j HAnq′M. In fact, the entire

integrand (62) is precisely the unaltered integrand φφφT
j HAnq′M when u′n,M = u′w, that is, when the

linearized no-penetration condition (57) is satisfied exactly on ∂ΩW . The first term in (62) can be
viewed as a penalty term that forces the normal velocity to the prescribed boundary value. This
idea is explored further in Section 2.5.

Well-Posedness and Stability of the Galerkin Scheme with Boundary Conditions

Having selected specific boundary conditions on ∂Ω = ∂ΩW ∪∂ΩF , we now apply the general re-
sults and conditions derived in Section 2.4 to show the well-posedness of the IBVP (34) with R
defined in (56), g = 0, and P and h defined in (60), as well as the stability of the corresponding
Galerkin approximation q′M in the (H,Ω)–inner product.

Corollary 2.5.1. Let Ω⊂ R
3 be an open bounded domain with connected boundary ∂Ω = ∂ΩW ∪

ΩF , ∂ΩW ∩∂ΩF = /0. Assume ūn = 0 on ∂ΩW . Then the IBVP (34) with the acoustically-reflecting
boundary condition (58) on ∂ΩW and the non-reflecting condition (54) on ∂ΩF is well-posed, with
energy estimate given by (37), and the corresponding Galerkin approximation q′M is stable with
energy estimate (44). In the case of uniform base flow (∇q̄≡ 0), these energy estimates simplify to

||q′(·,T )||(H,Ω) ≤ ||f(·)||(H,Ω), ||q′M(·,T )||(H,Ω) ≤ ||qM(·,0)||(H,Ω) (63)

(that is, β = 0 in (37) and (44)).

Proof. Substituting the components of (61) into the left-hand side of (36) and using the fact that
ūn = 0 at the wall:

5
∑
i=1

λi[(Vw)′i]
2 = c̄(V ′4)2− c̄(V ′4−2u′w)2 (64)

The right-most expression in (64) is identically zero if u′w = 0, that is, if one considers V ′w0. By
condition (36), the acoustically-reflecting boundary condition (61) on ∂ΩW is well-posed. For the
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far-field non-reflecting boundary condition, observe from (54) that, by construction,

λi[(V ′f 0)i]
2 =

{
0, if λi < 0
≥ 0, if λi ≥ 0 (65)

as incoming characteristics (those for which λi < 0) are zeroed out whereas outgoing characteristics
(those for which λi > 0) are left unaltered. Since (36) is satisfied, the far-field condition (65) is
well-posed. By Theorem 2.1, the corresponding energy estimate in the (H,Ω)–norm is (37). When
the base flow is uniform ∂(HAi)

∂xi
≡ 0 and C ≡ 0, so that B ≡ 0 (38), meaning β = 0. Thus, (37)

reduces to the first expression in (63).

Noting that q′M satisfies the same set of equations as q′, by Theorem 2.1, well-posedness of (34)
with boundary conditions (58) and (54), shown above using the (H,Ω)–norm, implies stability of
the Galerkin approximation q′M in the (H,Ω)–norm, with energy estimate (44). When β = 0, this
estimate reduces to the second expression in (63).

One can see from Corollary 2.5.1 that the uniform mean flow assumption yields a clean stability
analysis, since the mean flow supports only neutral or decaying disturbances. In the non-uniform
base flow case, there may exist exponentially growing instabilities, an example of which is the
Kelvin-Helmholtz shear layer instability. It may then be difficult to distinguish between natural
instability modes supported by the continuous equations and spurious instabilities generated by
the numerical discretization.

A Stable Penalty-Like Formulation of the Boundary Conditions

The usual way to weakly enforce boundary conditions in a numerical scheme is by applying them
directly into the boundary integral (Section 2.5). It has been argued [32] that this approach does
not take into account the fact that the equation should be obeyed arbitrarily close to the boundary.
To address this potential issue, a number of works, including for example [32, 33], have developed
penalty and penalty-like enforcements of boundary conditions. Formulating a boundary condition
using the penalty method amounts to rewriting the given boundary value problem as:

{ Lu− f = 0, in Ω
Bu = h, on ∂Ω → Lu− f =−ΓΓΓ(Bu−h)δ∂Ω, in Ω∪∂Ω (66)

Here ΓΓΓ = diag{γi : i = 1, . . .dim(u)} is a diagonal matrix of positive penalty parameters selected
such that stability is preserved, B and h are generic operators specifying the boundary conditions
on ∂Ω, f is a generic source, and δ∂Ω is an indicator function marking the boundary ∂Ω, that is

δ∂Ω ≡
{

1, for x ∈ ∂Ω
0, otherwise. (67)

A penalty-like expression associated with the solid wall boundary condition has already been
exhibited in (62). Remark that (50), repeated below (68) for emphasis, can also be viewed as a
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specific penalty formulation of the projected equations with boundary conditions:
(

φφφ,
∂q′M
∂t +Ai

∂q′M
∂xi

+Cq′M
)

(H,Ω)

=
Z

∂ΩW
φφφT HAn(q′M−q′w)dS +

Z

∂ΩF
φφφT HAn(q′M−q′f )dS (68)

(68) is the projection in the (H,Ω)–inner product of

∂q′M
∂t +Ai

∂q′M
∂xi

+Cq′M = An(q′M−q′w)δ∂ΩW +An(q′M−q′f )δ∂ΩF (69)

onto the POD mode φφφ. In the characteristic variables, (69) is equivalent to

∂V′M
∂t +S−1AiS

∂V′M
∂xi

+S−1CSV′M = ΛΛΛn(V′M−V′w)δ∂ΩW +ΛΛΛn(V′M−V′f )δ∂ΩF (70)

Comparing (70) with (66), one can see that the diagonal matrix −ΛΛΛn plays the role of the penalty
matrix ΓΓΓ. (70) is a specific penalty enforcement; that is the “penalty parameter” matrix −ΛΛΛn is
fixed. The natural question to ask is whether a fixed penalty matrix is required for stability of the
Galerkin scheme with a penalty boundary treatment.

Theorem 2.5.2. Consider the following penalty enforcement of the far-field and solid wall bound-
ary conditions:

∂V′M
∂t +S−1AiS

∂V′M
∂xi

+S−1CSV′M =−ΓΓΓW (PSV′M−h)δ∂ΩW −ΓΓΓFRSV′Mδ∂ΩF (71)

where PS and h are defined in (60), RS is defined in (56) and ΓΓΓW and ΓΓΓF are positive definite, diag-
onal matrices of penalty parameters γi. The penalty-like enforcement of the boundary conditions
(71) is stable if

ΓΓΓW = c̄I5 and ΓΓΓF > c̄I5 (72)
where I5 denotes that 5×5 identity matrix.

Proof. (71) is stable if ||V′M||2(Q,Ω) is non-increasing in time for h ≡ 0. From (71), exploiting the
symmetry of the QS−1AiS matrices,

1
2

d
dt ||V

′
M||(Q,Ω) =− 1

2

Z

∂ΩF
V′TM QT/2

(
ΛΛΛn +2ΓFRS

)
Q1/2V′MdS −

1
2

Z

∂ΩW
V′TM QT/2

(
ΛΛΛn +2ΓΓΓW PS

)
Q1/2V′MdS +

1
2

Z

Ω
V′TM QT/2

[
Q−T/2 ∂(QS−1AiS)

∂xi
Q−1/2−Q1/2CSQ−1/2 −

(Q1/2CSQ−1/2)T
]

Q1/2V′MdΩ

≤− 1
2

Z

∂ΩF
V′TM QT/2

(
ΛΛΛn +2ΓΓΓFRS

)
Q1/2V′MdS −

1
2

Z

∂ΩW
V′TM QT/2

(
ΛΛΛn +2ΓΓΓW PS

)
Q1/2V′MdS +

1
2β||V′M||2(Q,Ω),

(73)
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where β is an upper bound on the eigenvalues of the matrix

Q−T/2 ∂(QS−1AiS)

∂xi
Q−1/2−Q1/2CSQ−1/2− (Q1/2CSQ−1/2)T . (74)

(71) is stable if ΛΛΛn + 2ΓΓΓFRS and ΛΛΛn + 2ΓΓΓW PS are positive semi-definite. Note that PS is asym-
metric, meaning ΛΛΛn +2ΓΓΓW PS is asymmetric. To study this matrix’s positive semi-definiteness, we
therefore examine the eigenvalues of its symmetric part:

(ΛΛΛn +2ΓΓΓW PS)symm ≡ ΛΛΛn +ΓΓΓW PS +(PS)T ΓΓΓW =




0
0

0
c̄ −γ5
−γ5 −c̄+2γ5




(75)

The eigenvalues of the matrix (75) are 0,0,0, −γ5±
√

2γ2
5 + c̄2−2c̄γ5. The only one of these

eigenvalues that can be non-negative is the fourth one; in fact, it is strictly positive unless γ5 = c̄.
It follows that stability is ensured if γ5 = c̄. The only requirement on the other penalty parameters
is that they be positive. Thus, setting ΓΓΓW = c̄I5 guarantees stability.

For the far-field boundary condition, there are four cases to consider. Suppose ūn <−c̄. Then
RS = I5 and ΛΛΛn + 2ΓΓΓFRS = diag{ūn + 2γ1, ūn + 2γ2, ūn + 2γ3, ūn + c̄ + 2γ4, ūn− c̄ + 2γ5}. Since
ūn <−c̄, to ensure stability, we require that

γ1,γ2,γ3 >
1
2 c̄,γ4 > 0,γ5 > c̄ (76)

When −c̄ < ūn < 0, from (56), ΛΛΛn + 2ΓΓΓFRS = diag{ūn + 2γ1, ūn + 2γ2, ūn + 2γ3, ūn + c̄, ūn− c̄ +
2γ5}. It follows that we have stability if

γ1,γ2,γ3 > 0,γ5 >
1
2 c̄ (77)

If 0 < ūn < c̄, ΛΛΛn +2ΓΓΓFRS = diag{ūn, ūn, ūn, ūn + c̄, ūn− c̄+2γ5} and the only requirement on the
γi is that γ5 > 0. Finally, when ūn > c̄, RS = 0, so that the penalty parameters are only required to
be positive. It follows that if ΓΓΓW > c̄I5, a stable enforcement of the far-field boundary condition is
guaranteed for any of the flow conditions that can occur at the far-field.

Theorem 2.5.2 shows that the penalty enforcement of the solid wall boundary condition is only
guaranteed to be stable for a fixed penalty matrix, whereas the penalty-like formulation of the far-
field boundary condition is stable for a range of penalty parameters. The penalty-like treatment
of the solid wall boundary condition therefore does not yield a “true” penalty method, in which
the constraints (in this case, the boundary conditions) are more strongly enforced as the γi are
increased. It is straightforward to check that the penalty-like formulation (70) satisfies the stability
condition (72), that is, −ΛΛΛn(V′M−V′w) = c̄(PSV′M−h) and −ΛΛΛn(V′M−V′f ) > c̄RSV′M.

29



As mentioned earlier, the boundary conditions may be implemented using the penalty ap-
proach. A penalty-like implementation of the boundary conditions is similar to the weak im-
plementation. The main difference between the two implementations is in the second step (48),
which is replaced by

(
φφφ j,

∂q′M
∂t

)

(H,Ω)

=−
(

φφφ j,Ai
∂q′M
∂xi

+Cq′M
)

(H,Ω)

−
Z

∂ΩW
φφφT

j HSΓ̃ΓΓW (V′M−V′w)dS
︸ ︷︷ ︸

IWj

−
Z

∂ΩF
φφφT

j HSΓ̃ΓΓF(V′M−V′f )dS
︸ ︷︷ ︸

IFj

.
(78)

No integration by parts or substitutions are performed on the second term in (78); instead the
boundary conditions are enforced by the added penalty-like terms, where the penalty matrices Γ̃ΓΓF
and Γ̃ΓΓW are specified such that stability is preserved (Theorem 2.5.2). In practice, one may include
a subroutine in the algorithm, in which the penalty parameters enforcing the far-field constraints
are increased slightly during each iteration. It is emphasized that, if one selects Γ̃ΓΓW = Γ̃ΓΓF =−ΛΛΛn,
the penalty-like implementation (78) and the weak implementation (50) of the boundary conditions
are identical.

2.6 Convergence Analysis and A Priori Error Estimates

We are now ready to present a key result of this work, namely a priori error estimates for the
Galerkin ROM with boundary conditions in the Hilbert space H (Ω). These error bounds are
derived by adapting techniques traditionally used in the numerical analysis of spectral approxima-
tions to PDEs [33], and by making use of the stable penalty-like formulation (69). The estimates
(Theorem 2.6.3) show that the ROM solution is bounded for finite time and give insight into the
conditions for convergence of the ROM solution to the exact solution. This error bound is com-
putable, provided the error in the CFD solution used to derive the ROM, ||q′h−q′||(H,Ω), can be
estimated in some way.

Mathematical Preliminaries and Formulation

Recall from Section 2.3 that the three solutions of interest here, the exact solution, the CFD solution
and the ROM solution were denoted q′, q′h and q′M respectively. In preparation for the analysis
below, let us be more precise in defining these solutions. We will say the exact solution in the
characteristic variables q′ ∈H (Ω) satisfies

∂q′
∂t +Ai

∂q′
∂xi

+Cq′ = 0, x ∈Ω, 0 < t < T
q′−q′w = 0, x ∈ ∂ΩW , 0 < t < T
q′−q′f = 0, x ∈ ∂ΩF , 0 < t < T

q′(x,0) = f(x), x ∈Ω

(79)
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Here f : Ω→ R is a given vector-valued function, q′w = SV′w is the vector defining the solid-wall
boundary condition (61) and q′f = SV′f is the vector defining the far-field boundary condition (54).
Motivated primarily by [33], the ROM solution q′M is defined as the solution to the following IBVP
with a penalty-type boundary treatment:

∂q′M
∂t +Ai

∂q′M
∂xi

+Cq′M = An[q′M−q′w]δ∂ΩW +An[q′M−q′f ]δ∂ΩF , x ∈Ω∪∂ΩW ∪∂ΩF , 0 < t < T
q′M(x,0) = f(x), x ∈Ω

(80)
(80) is precisely the penalty-like formulation (69) exhibited in Section 2.5, which is stable by
Theorem 2.5.2.

Let q′ ∈ H (Ω) and q′M ∈ H M(Ω). Denote E ≡ ΠMq′−q′M, where ΠM : H (Ω)→ H M(Ω) is
an orthogonal projection operator satisfying properties 1–6 listed in Section A.1 of Appendix A.
In the context of the ROM, the natural definition of ΠM is (26). Applying ΠM to (79) gives

∂(ΠMq′)
∂t +Ai

∂(ΠMq′)
∂xi

+CΠMq′

+

[
ΠM

(
Ai

∂q′
∂xi

+Cq′
)
−
(

Ai
∂(ΠMq′)

∂xi
+CΠMq′

)]
= 0, x ∈Ω, 0 < t < T

(81)

ΠM(q′−q′w) = 0, x ∈ ∂ΩW ,0 < t < T
ΠM(q′−q′f ) = 0, x ∈ ∂ΩF ,0 < t < T

ΠMq′(x,0) = ΠMf(x), x ∈Ω

Now, subtracting (80) from (81), one has that
∂E
∂t +Ai

∂E
∂xi

+CE+W = An[E−Ew]δ∂ΩW +An[E−E f ]δ∂ΩF , x ∈Ω∪∂ΩW ∪∂ΩF , 0 < t < T
E(x,0) = ΠMf(x)− f(x), x ∈Ω

(82)
where Ew ≡ΠMq′w−q′w, E f ≡ΠMq′f −q′f and

W≡ΠM

(
Ai

∂q′
∂xi

+Cq′
)
−
(

Ai
∂(ΠMq′)

∂xi
+CΠMq′

)
= ΠM(Lq′)−L(ΠMq′) (83)

In the upcoming proofs, the short-hand

V′M ≡




V ′1,M
V ′2,M
V ′3,M
V ′3,M
V ′5,M




, ΠMV′ ≡




V ′1,Π
V ′2,Π
V ′3,Π
V ′4,Π
V ′5,Π




(84)

will be employed, where, as expected V′M = S−1q′M and, from (26), ΠMV′ = S−1ΠMq′. In partic-
ular, note that that these relations imply that

E = S(ΠMV′−V′M)≡ SES (85)

and similarly for Ew and E f .
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Error Estimates in the H (Ω) Hilbert Space

We begin by proving the following two lemmas.

Lemma 2.6.1. Let q′ ∈H (Ω) satisfy (79) and let q′M ∈H M(Ω) satisfy (80). Denote E≡ΠMq′−
q′M, Ew ≡ΠMq′w−q′w, E f ≡ΠMq′f −q′f with E satisfying (82). Then

||E(·,T )||2(H,Ω) ≤ e1+βT ||E(·,0)||2(H,Ω) +T
Z T

0
||W(·, t)||2(H,Ω)dt (86)

where W is defined in (83) and β is an upper bound on the eigenvalues of the matrix

B≡H−T/2 ∂(HAi)

∂xi
H−1/2−H1/2CH−1/2− (H1/2CH−1/2)T (87)

Proof. Begin with (82). Taking the inner product with E, integrating by parts and exploiting the
symmetry property of the HAi matrices gives

1
2

d
dt ||E||

2
(H,Ω) =

1
2

Z

Ω
ET HT/2BH1/2EdΩ+

Z

∂ΩW
ET HAn

(
1
2E−Ew

)
dS

+
Z

∂ΩF
ET HAn

(
1
2E−E f

)
dS− (W,E)(H,Ω)

≤ 1
2β||E||2(H,Ω) +

Z

∂ΩW
ET HAn

(
1
2E−Ew

)
dS

+
Z

∂ΩF
ET HAn

(
1
2E−E f

)
dS− (W,E)(H,Ω)

(88)

where β is an upper bound on the eigenvalues of the matrix B defined in (87). By (85) and em-
ploying the relations (14) and (19),

Z

∂ΩW
ET HAn

(
1
2E−Ew

)
dS =

Z

∂ΩW
(ES)T QΛΛΛn

(
1
2ES−ES

w

)
dS (89)

Z

∂ΩF
ET HAn

(
1
2E−E f

)
dS =

Z

∂ΩF
(ES)T QΛΛΛn

(
1
2ES−ES

f

)
dS (90)

Exploiting the fact that Q is positive definite, (88) can be written as

1
2

d
dt ||E||

2
(H,Ω) =

Z

∂ΩW
QT/2

[
5
∑
i=1

λi

(
1
2(ES

i )2−ES
i [(ES

w)i]

)]
Q1/2dS

+
Z

∂ΩF
QT/2

[
5
∑
i=1

λi

(
1
2(ES

i )2−ES
i [(ES

f )i]

)]
Q1/2dS

− (W,E)(H,Ω) +
1
2β||E||2(H,Ω)

(91)
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Then, from the solid wall boundary condition (61) and employing the short-hand (84),

∑5
i=1 λi

(1
2(ES

i )2−ES
i [(ES

w)i]
)

= c
[1

2(ES
4 )2−ES

4 (ES
w)4− 1

2(ES
5 )2 +ES

5 (ES
w)5
]

= 1
2c
[
−(V ′4,Π−V ′4,M)2− (V ′5,Π−V ′5,M)2+

2(V ′5,Π−V ′5,M)(V ′4,Π−V ′4,M)
] (92)

By Young’s inequality,

2(V ′5,Π−V ′5,M)(V ′4,Π−V ′4,M)≤ (V ′5,Π−V ′5,M)2 +(V ′4,Π−V ′4,M)2 (93)

Substituting this bound into the right hand side of (92) gives
5
∑
i=1

λi

(
1
2(ES

i )2−ES
i [(ES

w)i]

)
≤ 0 (94)

(94) implies that the term (89) can be omitted from (91), as it is non-positive. Turning our attention
to the integral over ∂ΩF , remark that, from (54),

(ES
f )i =

{
0, if λi < 0
ES

i , if λi ≥ 0 (95)

It follows that

∑5
i=1 λi

(
1
2(ES

i )2−ES
i [(ES

f )i]
)

=−1
2 ∑5

i=1 ∑λi≥0 λi(ES
i )2 ≤ 0 (96)

which implies that the expression (90) is also non-positive and can be omitted from (91). Thus,
(91) simplifies to

d
dt ||E||

2
(H,Ω) ≤−2(W,E)(H,Ω) +β||E||2(H,Ω) ≤

(
1
T +β

)
||E||2(H,Ω) +T ||W||2(H,Ω) (97)

Applying Gronwall’s Lemma to (97) gives (86).

Lemma 2.6.2. Let W be as defined in (83). Let q′h ∈ H h(Ω) be the CFD solution. Then the

following is a bound for ||W(·,T )||avg
(H,Ω) =

(
1
T

R T
0 ||W(·, t)||2(H,Ω)dt

)1/2
:

||W(·,T )||avg
(H,Ω) ≤ ||ΠM(L{q′−q′h})(·,T )||avg

(H,Ω) + ||L{ΠM(q′−q′h)}(·,T )||avg
(H,Ω)

+||{ΠM(Lq′h)−L(ΠMq′h)}(·,T )||avg
(H,Ω)

(98)

Proof. Let q′h ∈H h(Ω) be the CFD solution. From (83) and applying the Minkoswki inequality,

||W(·,T )||avg
(H,Ω) =

(
1
T

R T
0 ||ΠM(Lq′)−L(ΠMq′)||2(H,Ω)dt

)1/2

=
(

1
T

R T
0 ||ΠM(Lq′)−ΠM(Lq′h)+ΠM(Lq′h)−L(ΠMq′)+L(ΠMq′h)−

L(ΠMq′h)||2(H,Ω)dt
)1/2

≤
√

1
T

R T
0 ||ΠM(L{q′−q′h})||2(H,Ω)dt +

√
1
T

R T
0 ||L{ΠM(q′−q′h)}||2(H,Ω)dt

+
√

1
T

R T
0 ||ΠM(Lq′h)−L(ΠMq′h)||2(H,Ω)dt

(99)

Recognizing the expressions in (99) as time-averaged (H,Ω)–norms gives (98).
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Lemmas 2.6.1 and 2.6.2 lead to the following theorem, in which the error in the ROM solution
||(q′−q′M)(·,T )||(H,Ω) is bounded in the space H (Ω).

Theorem 2.6.3. Let q′ ∈ H (Ω) satisfy (79) and q′M ∈ H M(Ω) satisfy (80). Let ΠM : H (Ω)→
H M(Ω) be an orthogonal projection operator satisfying properties 1–6 of Section A.1 of Appendix
A, and let E≡ΠMq′−q′M. Let q′h ∈H h(Ω) be the CFD solution. Then

||(q′−q′M)(·,T )||(H,Ω) ≤ e 1
2 (1+βT )||E(·,0)||(H,Ω) + ||(q′h−ΠMq′h)(·,T )||(H,Ω)

+T ||{ΠM(Lq′h)−L(ΠMq′h)}(·,T )||avg
(H,Ω)

+2||(q′−q′h)(·,T )||(H,Ω) +T ||ΠM(L{q′−q′h})(·,T )||avg
(H,Ω)

+T ||L{ΠM(q′−q′h)}(·,T )||avg
(H,Ω)

(100)

where β is an upper bound on the eigenvalues of the matrix

B≡H−T/2 ∂(HAi)

∂xi
H−1/2−H1/2CH−1/2− (H1/2CH−1/2)T (101)

Proof. Note that q′−q′M = q′−ΠMq′+ΠMq′−q′M = (q′−ΠMq′)+E. By the triangle inequality,

||(q′−q′M)(·,T )||(H,Ω) ≤ ||(ΠMq′−q′)(·,T )||(H,Ω) + ||E(·,T )||(H,Ω) (102)

where ||E(·,T )||2(H,Ω) is bounded according to (86). Applying again the triangle inequality and
using the fact that ||ΠM||(H,Ω) = 1, ΠM being an orthogonal projector (see Section A.1 of Appendix
A),

||q′−ΠMq′||(H,Ω) = ||q′−ΠMq′+q′h−ΠMq′h−q′h +ΠMq′h||(H,Ω)

≤ ||q′h−ΠMq′h||(H,Ω) + ||q′−q′h||(H,Ω) + ||ΠM(q′−q′h)||(H,Ω)

≤ ||q′h−ΠMq′h||(H,Ω) +(1+ ||ΠM||(H,Ω))||q′−q′h||(H,Ω)

≤ ||q′h−ΠMq′h||(H,Ω) +2||q′−q′h||(H,Ω)

(103)

Substituting (103) into (102) gives

||(q′−q′M)(·,T )||(H,Ω) ≤ ||(q′h−ΠMq′h)(·,T )||(H,Ω) +2||(q′−q′h)(·,T )||(H,Ω)

+||E(·,T )||(H,Ω)
(104)

Using the fact that
R

Ω f 2dΩ≤ (
R

Ω | f |dΩ)2 and the inequalities (86) and (98),

||E(·,T )||(H,Ω) ≤
{

e1+βT ||E(·,0)||2(H,Ω) +T 2
(
||W(·, t)||avg

(H,Ω)

)2
}1/2

≤ e 1
2 (1+βT )||E(·,0)||(H,Ω) +T ||W(·,T )||avg

(H,Ω)

≤ e 1
2 (1+βT )||E(·,0)||(H,Ω) +T ||ΠM(L{q′−q′h})(·,T )||avg

(H,Ω)

+T ||L{ΠM(q′−q′h)}(·,T )||avg
(H,Ω) +T ||{ΠM(Lq′h)

−L(ΠMq′h)}(·,T )||avg
(H,Ω)

(105)

Substituting (105) into (102) gives (100).
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Let us analyze the estimate (100), repeated below for clarification and emphasis:

||(q′−q′M)(·,T )||(H,Ω)︸ ︷︷ ︸
εROM

≤ e 1
2 (1+βT ) ||E(·,0)||(H,Ω)︸ ︷︷ ︸

ε0

+ ||(q′h−ΠMq′h)(·,T )||(H,Ω)︸ ︷︷ ︸
εrep

+T ||{ΠM(Lq′h)−L(ΠMq′h)}(·,T )||avg
(H,Ω)︸ ︷︷ ︸

εLrep

+2 ||(q′−q′h)(·,T )||(H,Ω)︸ ︷︷ ︸
εCFD

+T
[
||ΠM(L{q′−q′h})(·,T )||avg

(H,Ω) + ||L{ΠM(q′−q′h)}(·,T )||avg
(H,Ω)

]

︸ ︷︷ ︸
εL

(106)

The error terms comprising (106) are named in Table 1 for ease of reference.

Table 1. Nomenclature for the terms present in the error estimate
(106)

Term Name Symbol
||(q′−q′M)(·,T )||(H,Ω) ROM solution error εROM
||E(·,0)||(H,Ω) Initial ROM subspace error ε0

||(q′h−ΠMq′h)(·,T )||(H,Ω) CFD representation error εrep
||{ΠM(Lq′h)−L(ΠMq′h)}(·,T )||avg

(H,Ω) CFD operator representation error εLrep
||(q′−q′h)(·,T )||(H,Ω) CFD solution error εCFD

||ΠM (L{q′−q′h})(·,T )||avg
(H,Ω)+

||L{ΠM(q′−q′h)}(·,T )||avg
(H,Ω)

CFD operator error εL

e 1
2 (1+βT )ε0 + εrep +T εLrep +2εCFD +T εL Total error estimate εtot

The initial error ε0 is the difference (85) between the ROM solution and the projection of
the exact solution onto the POD subspace at time t = 0. For non-uniform mean flow (β 6= 0),
this “initial subspace error” is amplified by the time-dependent factor e 1

2 βT . The last three terms in
(106) 2εCFD +T εL are essentially estimates of the error in the CFD solution. These terms converge,
provided the error in the CFD solution q′h relative to the exact solution q′ is bounded as the CFD
mesh is refined. A consequence of the POD approach for model reduction is that the second term
in (106), the “CFD representation error” εrep also converges: that is ΠMq′h→ q′h provided both N
(the number of snapshots used in constructing the ROM)→ ∞ and M (the basis size)→ ∞.

It turns out that some additional analysis is required to show rigorously the convergence of the
third term in (106), the “CFD operator representation error” εLrep . As it stands, convergence of this
term is not apparent. This is because in the POD approach, the ROM basis is constructed to repre-
sent well q′h, not to represent Lq′h. Representing Lq′h is nonetheless critical to the performance of
the ROM. Recalling that, from the governing equations, Lq′=−dq′

dt , and characterizing the numer-
ical time integration error for the CFD solution with time step increment ∆t as Lq′h =−dq′h

dt +∆tr

for some r ≥ 1, it can be shown (Lemma 2.6.4) that as the time increment between CFD snapshots
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and the representation error of the snapshots by the POD basis both decrease to zero, εLrep also
converges, as desired.

Lemma 2.6.4. Let q′h ∈ H h(Ω) be the CFD solution, with time derivative q̇′h ≡
dq′h
dt . Consider

the case where P equally spaced CFD snapshots are used to construct the POD basis, with time
increment ∆tp separating each snapshot, so that the time derivative of the CFD solution can be
estimated using a polynomial approximation of the form

q̇′h =
1

∆tP−1
p

P
∑
j=1

g jq′ jh +O(∆tP−1
p ) (107)

for some weights g j ∈ R, j = 1, ...,P. Let ΠM : H (Ω)→ H M(Ω) be an orthogonal projection
operator satisfying properties 1–6 of Section A.1 of Appendix A and characterize the numerical
time integration error in the CFD solution by

q̇′h +Lq′h = O(∆tr), r ≥ 1 (108)
where ∆t is the time step increment. Then
||{ΠM(Lq′h)−L(ΠMq′h)}(·,T )||avg

(H,Ω) ≤ ||L{ΠMq′h−q′h}(·,T )||avg
(H,Ω)

+ 1
∆tP−1

P
∑P

j=1 g j||(ΠMq′h−q′h)(·, t j)||avg
(H,Ω)

+max{O(∆tr),O(∆tP−1
p )}

(109)

Proof. Consider the two terms in
||ΠM(Lq′h)−L(ΠMq′h)||

avg
H,Ω (110)

separately. The first term can be written
ΠM(Lq′h) = ΠM

(
−q̇′h + q̇′h +Lq′h

)
=−ΠMq̇′h +ΠM(q̇′h +Lq′h) (111)

Here, O(∆tr) with r ≥ 1 is a measure of the projection of the temporal error in the CFD solution,
which depends on the time step used in the CFD calculation and the order r of the CFD time
integration scheme.

The second term in (110) can be re-written as:
L(ΠMq′h) =L(ΠMq′h−q′h +q′h)

=L(ΠMq′h−q′h)+Lq′h
=L(ΠMq′h−q′h)− q̇′h + q̇′h +Lq′h
=L(ΠMq′h−q′h)− q̇′h +O(∆tr)

(112)

Taking the norm of the difference between (112) and (111), applying the triangle inequality, and
invoking the fact that ||ΠM||avg

(H,Ω) = 1 (Section A.1 of Appendix A) gives

||ΠM(Lq′h)−L(ΠMq′h)||
avg
(H,Ω) = ||L(ΠMq′h−q′h)+ΠMq̇′h− q̇′h−ΠM(q̇′h +Lq′h)+O(∆tr)||avg

(H,Ω)

≤ ||L(ΠMq′h−q′h)||
avg
(H,Ω) + ||ΠMq̇′h− q̇′h||

avg
(H,Ω)

+ ||ΠM||avg
(H,Ω)||q̇′h−Lq′h||

avg
(H,Ω) +O(∆tr)

≤ ||L(ΠMq′h−q′h)||
avg
(H,Ω) + ||ΠMq̇′h− q̇′h||

avg
(H,Ω) +O(∆tr)

(113)
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Consider the case where P equally spaced CFD snapshots are used to construct the POD basis,
with time increment ∆tp separating each snapshot, so that the time derivative of the CFD solution
can be estimated using a polynomial approximation of the form (107). The projection of this
approximation onto H M(Ω) is

ΠMq̇′h =
1

∆tP−1
p

P
∑
j=1

g jΠMq′ jh +O(∆tP−1
p ) (114)

Taking the difference between (114) and q̇′h:

ΠMq̇′h− q̇′h =
1

∆tP−1
p

P
∑
j=1

g j
(

ΠMq′ jh −q′ jh

)
+O(∆tP−1

p ) (115)

Substituting (115) into (113) and applying the triangle inequality gives

||ΠM(Lq′h)−L(ΠMq′h)||
avg
(H,Ω) ≤

||L(ΠMq′h−q′h)||
avg
(H,Ω) +

1
∆tP−1

p

P
∑
j=1

g j||ΠMq′ jh −q′ jh ||
avg
(H,Ω) +O(∆tP−1

p )+O(∆tr)
(116)

which implies the bound (109).

Lemma 2.6.4 demonstrates that the “CFD operator representation error” ELrep is indeed bounded,
and makes clear the conditions under which this term converges. The expression L(ΠMq′h−q′h)
in (113) converges to zero as the size of the POD basis increases to infinity; the O(∆t r) term con-
verges to zero as the CFD time step is decreased to zero. The remaining term in (113), ΠMq̇′h− q̇′h,
is now required to converge; but this follows from (115), which shows that the projection of the
time derivative converges as both the time increment between CFD snapshots decreases to zero
and the representation error of the snapshots by the POD basis decreases to zero (that is, as the
size of the basis increases to infinity). The boundedness of the right hand side of (106) implies con-
vergence of q′→ q′M in the (H,Ω)–norm, with error estimate (106). This estimate is computable,
provided an a posteriori estimator of the error in the CFD solution q′h relative to the exact solution
q′ is available.

2.7 Approximation Space and Numerical Quadrature

Thus far, the stability analysis and error estimates, along with the associated inner products for
Galerkin ROMs, have only been given in continuous form. They are valid only if the relevant
integrals are evaluated exactly. This is similar to the situation occurring in numerical analysis of
spectral methods. With spectral methods, this problem is generally resolved by applying a high-
precision numerical quadrature that is able to integrate exactly the spectral projections. We borrow
from this approach in the following way. The POD basis is first described by a finite element
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representation on the computational mesh. This is fairly general, as long as the simulation code
can output data to a nodal mesh, and the mesh can be cast as a collection of finite elements. In the
present work we use piecewise-linear (C0) finite elements to represent the snapshot data and the
POD modes. It is then possible to construct a numerical quadrature operator that exactly integrates
the inner product of the finite element representations. The introduction of C0 finite elements
requires a relaxation of the smoothness requirements on q′, H, and Ai, i = 1,2,3. The projection
integrals are then to be interpreted in the sense of distributions.

Consider the d-dimensional spatial domain Ω, subdivided into Ne elements, Ωe,e = 1, . . . ,Ne.
The finite element representation of the state variable q′ is

q′ h
e (x) =

Nn

∑
i=1

Ni(x)q′i, x ∈Ωe (117)

where Nn is the number of nodes that define the element Ωe, and Ni are the linear shape functions.
Consider the case of linear tetrahedral elements, where Nn = 4 and the shape functions span the
space of all possible linear functions on the element. A quadratic function f (x) can be integrated
exactly over an element by a quadratic Gauss quadrature rule of the form

Z

Ω
f (x) dΩe =

4
∑
j=1

ω′je f (x je), (118)

where ω′je are the integration weights and the x je are the Gauss integration points of the element.

Now suppose the integral to be computed is a weighted inner product of two state vector real-
izations u(x) and v(x),

(u,v)(H,Ω) =
Z

Ω
uT Hv dΩ. (119)

The discrete representations of the vectors u and v are written as uh and vh, respectively, with
length equal to the number of mesh nodes N times the dimension of the vector, r. Let Hh

e(q̄) be the
r× r element inner product matrix, taken to be piecewise constant over each element. The formula
for numerical integration can be written

(u,v)H = uhT Wvh (120)

where W is a sparse block matrix comprised of N×N blocks of dimension r× r. The k-l th block
of W is wkl I, with

wkl =
Ne

kl

∑
e=1

Hh
e

4
∑
j=1

Nke(x je)Nle(x je) ω′je , (121)

and where the outer sum is over the elements connected to the k-l nodal “edge.”

The finite element representation and associated Gauss quadratures allow for a general and
flexible means of creating stable, projection-based ROMs. The only requirements are that data are
stored at nodes of the mesh and that the mesh can be decomposed into finite elements of the desired
order. Higher order representations of the base flow and inner product matrix H are also possible,
given a quadrature rule of sufficient order.
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2.8 Numerical Results

ROM generation procedure

For the results presented in this section, the fluid simulation data were generated using the AERO-
F simulation code [34]. AERO-F is an Arbitrary Lagrangian-Eulerian code that can be used for
high-fidelity aeroelastic analysis. The linearized Euler solver capability of AERO-F was used in
the present work; details of the finite volume discretization and linearization can be found in Lieu
et al. [11].

The fluid ROMs were built using nondimensionalized equations and CFD solutions. The nondi-
mensionalization used was ζ∗ = ζ/ζre f , u∗ = u/cre f , v∗ = v/cre f , w∗ = w/cre f , p∗ = p/ρre f c2

re f ,
where ∗ quantities are non-dimensional.

The fluid POD modes are generated by solution of an eigenproblem, as explained in section 2.2.
A code was written that reads in the snapshot data written by AERO-F, assembles the necessary
finite element representation of the snapshots, and computes the numerical quadrature necessary
for evaluation of the inner products. The code performs all the calculations in parallel using dis-
tributed matrix and vector data structures and parallel eigensolvers from the Trilinos project [35],
allowing for large data sets and a relatively large number of POD modes. The libmesh finite el-
ement library [36] was used to compute element quadratures. This code also projects the modes
onto the linearized Euler equations and outputs the resulting fluid ROM coefficient matrix.

For all examples the weak implementation of the boundary conditions was used.

Test Case: Random Basis

To demonstrate the stability properties of the fluid ROM, we first consider the case where the modal
basis is composed of a sequence of random vector fields that decay to zero at the boundary. The
spatial domain is a rectangular prism, discretized by tetrahedral elements. The base flow is taken
to be spatially uniform; such a flow is physically stable to any linear disturbance. Projecting the
linearized Euler equations onto the random basis leads to a linear ROM (53), written here as

ȧ j = A jkak. (122)

The ROM is stable if the maximum real part of the eigenvalues of the matrix A jk, denoted λrmax ,
is less than or equal to zero. Figure 1 plots λrmax for ROMs consisting of one through eight basis
functions. Using the symmetry inner product (·, ·)H,Ω) to construct the ROM results in a λrmax of
zero to machine precision. This is completely consistent with convection of a neutral disturbance in
uniform flow, and confirms that for any modal basis, this property of the linearized Euler equations
is preserved by the ROM. For comparison, a second set of ROMs was constructed using the vector
form of the unweighted L2 inner product, equation (23), to project the equations. As seen in the
figure, depending on the number of modes used in the ROM, the ROM can be stable or unstable.
While this is a somewhat extreme case using “bad” modes, it is often the case that POD modes
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Figure 1. Maximum real part of the eigenvalues of the ROM
coefficient matrix A jk for the case of random modes on a uniform
base flow.

with small energy are largely comprised of numerical error and other high-frequency “noise.” The
symmetry inner product method ensures that such modes will not destabilize the ROM.

Two-dimensional Acoustic Pulse

The convergence estimates of Section 2.6 are examined using a ROM constructed from CFD so-
lutions of an IBVP for which an exact solution is known. The problem is the propagation and
reflection from two parallel walls of a cylindrical acoustic pulse in a uniform mean flow. The mean
flow velocity is taken to be uniform in the x-direction with Mach number M∞ ≡ ū

c̄ = 0.25. The
initial condition at time t = 0 is

p′
ρ̄c̄2 = 0.1M2

∞ exp(−((x− x0)
2 +(y− y0)

2)),
ζ′

ζ̄
=− p′

ρ̄c̄2 , u′ = v′ = w′ = 0, (123)

with (x0,y0) = (10,−1). The exact solution for this IBVP can be found in [37]. The numerical
solution was performed on a three-dimensional rectangular prism domain, with extent 0 ≤ x ≤
20, −5 ≤ y ≤ 5, 0 ≤ z ≤ 1. The grid was composed of approximately 212,000 nodes that were
interconnected to form unstructured tetrahedral elements. Slip wall boundary conditions were
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applied on the constant y and z boundaries. The CFD simulation was run for a non-dimensional
time of Ttot = 6.4 using 624 time steps. Snapshots were saved every 4 time steps beginning at time
t = t0 = 0.57 and ending at t = Ttot , and these were used to generate a 14-mode POD basis.

The reduced order models were built by projecting the linearized Euler equations onto the POD
basis using the symmetry inner product (24). The CFD snapshots and resulting POD modes were
represented using piece-wise linear tetrahedral finite elements and all projection inner products
were computed using exact quadratures of these representations. The ROMs were integrated in
time using a fourth order Runge-Kutta scheme with the same time step that was used in the CFD
computation. It was found through numerical experimentation that this time step was small enough
to ensure time step independence of the ROM solutions.

Figure 2 shows the pressure field at time t − t0 = 5.0 for the CFD solution, compared with
solutions reconstructed from six- and fourteen-mode ROM solutions. For this solution time the
pulse has reflected from the bottom wall and is beginning to reflect from the top wall. The six-
mode ROM solution shows significant differences from the CFD solution, while the fourteen-mode
ROM solution is very nearly indistinguishable from the CFD solution.

x

5 10 15

(a) CFD solution.
x

5 10 15

(b) Six-mode ROM solution.

x

5 10 15

(c) Fourteen-mode ROM solution

Figure 2. Pressure field at time t− t0 = 5.0.

The error terms appearing in (106) were computed using the available exact solution, the CFD
solution, and the ROM solution. Terms involving integration in time were approximated using
the trapezoidal rule for numerical integration. Figure 3 shows the error estimates for the six-mode
ROM and the fourteen-mode ROM, compared with the actual ROM solution error. The ROM solu-
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tion error is well below the total error estimate for the entire time history. The conservative nature
of the total error estimate is traced primarily to the “operator representation error” term. For the
six-mode ROM, the ROM solution error is well above the CFD solution error and tracks reasonably
well with the CFD representation error. As the number of basis functions increases to fourteen,
the ROM solution error drops below the CFD solution error term. The CFD representation error
is reduced by about two orders of magnitude from the six-mode case, while the operator repre-
sentation error drops only by about a factor of approximately three. The operator representation
error evidently does not prohibit the ROM solution error from approaching the CFD solution error,
however.
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(a) Six-mode ROM.
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(b) Fourteen-mode ROM.

Figure 3. Error estimates and ROM solution error (broken line).

Figure 4 shows the average error
(
expressed in the || · ||avg

(H,Ω) norm
)

of the ROM solution as
a function of the basis size used to construct the ROM. The ROM solution error approaches the
CFD solution error as the basis size increases, levelling out close to the CFD error. This result
confirms the intuitive argument that a reduced order model can only be as accurate as the CFD
solutions used to construct it. It also demonstrates that, given a sufficiently rich POD basis, the
present projection approach is capable of recovering the accuracy of the original CFD model.

Interestingly, the ROM error is slightly lower than the CFD solution error when twelve or four-
teen modes are used. This seemingly counterintuitive result is not inconsistent with the POD/Galerkin
approach for model reduction. The POD basis forms an approximation for the CFD solution space,
and the ROM solution necessarily lies in this space. However, the CFD trajectory through this
space is not necessarily the best one. The projection can (and does for a twelve or fourteen mode
ROM) give a solution trajectory through the space that is slightly closer to the exact solution. This
suggests that a slightly more accurate ROM may result from projecting the original continuous
equations rather than projecting the discretized equations. It is not clear, however, whether this
result is general or specific to our particular test case.
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3 Reduced Order Models for a Nonlinear Plate with
Aerodynamic Forcing

3.1 Introduction

Much like with fluid mechanical systems, first-principles computer simulation of the dynamics
of complex structural systems is often prohibitively expensive. Techniques to reduce the number
of degrees of freedom of the models, while preserving all of the relevant physics, are needed in
order to analyze and optimize the design of complex structures. One approach of model reduction
methods for structures is to first develop a full finite element model, then use a component mode
synthesis approach to significantly reduce the number of degrees of freedom while incorporating
the essential physics of the system including the nonlinearities [38, 39, 40, 41]. Other approaches
include the use of a Galerkin approximation based on the results of a finite element analysis [42]
or a hierarchical finite element method in which the order of the approximating polynomial is
increased while the mesh size is held constant, which allows for meshes with as little as one
element for a plate [43, 44]. These methods, however, can not be applied directly to nonlinear
problems.

In what follows, von Karman plate theory will be employed to model the structure considered
here, namely a panel on an aircraft or other moving body. The von Karman plate theory considers
a class of nonlinear plates that takes into account in-plane stretching (a membrane nonlinearity) in
the equations of motion, and thus allows for the modeling of large displacements of the plate. A
modal expansion solution exists for the case of a cantilevered von Karman plate [45], but analytical,
closed form solutions are not available for most other cases with general boundary conditions. A
number of approximate methods exist, however, that can accurately model von Karman plates and
shells [46]. Approximate methods include finite elements, both spline finite strip methods [47]
and hierarchical finite element methods [43, 44], incremental harmonic balance [48], nonlinear
normal modes [49], and assumed displacement fields with Taylor series expansions in the normal
directions [50].

In this paper, the von Karman plate is coupled to an adjacent supersonic flow via a quasi-steady
aerodynamic theory commonly referred to as piston theory. Dowell [51] considered the same prob-
lem and used a Galerkin approximation to model the mode shapes of the plate, while introducing
an additional basis for the membrane motion that was coupled nonlinearly to the mode shapes
through a weighted residuals technique. Other related aero-elastic problems include incompress-
ible flow [52, 53, 54], turbulent flow modeled as a random process [55], reduced order models of
the full fluid field [56, 19], and cylindrical bending assumptions for the plate [51, 57, 58], which
effectively reduce the problem to that of a beam.

In what follows, the von Karman plate equations are presented in Section 3.2, and are dis-
cretized using the method of quadratic components in Section 3.2. A Galerkin method is then
applied in Section 3.2 to develop an equation of motion in terms of the modal coefficients, and an
implicit integration scheme for solving the coupled, nonlinear differential equations developed in
the Galerkin discretization is presented in Section 3.2. An example to validate the discretization of
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the plate’s equation of motion is presented in Section 3.2 in order to compare the results from an
explicit closed form solution for the linear plate to a one-term approximation of the nonlinear plate,
a numerical analysis of the nonlinear plate performed in ABAQUS, and the present method with
five mode shapes for the nonlinear plate. Finally, in Section 3.3, the coupling of the discretized
plate with piston theory is presented, a cyclic method for calculating the limit cycle amplitudes is
described, and a comparison to the results of [51, 59, 60, 61] is made.

3.2 The von Karman Plate

For thin plates, the out-of-plane displacement, w, is a function of the planar coordinates w(x,y,z, t)=
w(x,y, t) (where x is the direction of the fluid flow and y is the in-plane direction orthogonal to the
flow) and time t. With the Kirchhoff assumption [62], the internal strains are

εxx =
∂u
∂x +

1
2

(
∂w
∂x

)2
(124)

εyy =
∂v
∂y +

1
2

(
∂w
∂y

)2
(125)

εxy =
1
2

(
∂v
∂x +

∂u
∂y +

∂w
∂x

∂w
∂y

)
. (126)

Following [62], the equations of motion for a thin plate with a membrane nonlinearity can be
written in terms of the strains as

ρshw,tt +D∇4w = g+
12D
h2

(
(εxx +νεyy)

∂2w
∂x2 +(εyy +νεxx)

∂2w
∂y2 +2(1−ν)εxy

∂2w
∂x∂y

)
(127)

∂
∂x (εxx +νεyy)+(1−ν)

∂εxy
∂y = 0 (128)

∂
∂y (εyy +νεxx)+(1−ν)

∂εxy
∂x = 0. (129)

with density ρs, flexural stiffness D = Eh3/(12(1− ν2)), and Poisson ratio ν. Substitution of
Eqs. (124)-(126) into Eqs. (127)-(129) yields the familiar w−u− v formulation [63]

ρshw,tt +D∇4w = g+
12D
h2

[(
u,x +

1
2w,x

2
)

(w,xx +νw,yy)

+

(
v,y +

1
2w,y

2
)

(w,yy +νw,xx)+(1−ν)(u,y + v,x +w,xw,y)w,xy

]
(130)

u,xx +w,xw,xx +

(
1−ν

2

)
(u,yy +w,xw,yy)+

(
1+ν

2

)
(v,xy +w,yw,xy) = 0 (131)

v,yy +w,yw,yy +

(
1−ν

2

)
(v,xx +w,yw,xx)+

(
1+ν

2

)
(u,xy +w,xw,xy) = 0. (132)
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Model Reduction Using Quadratic Components

The method of quadratic components consists of the selection of a set of basis functions {φi}
appropriate for the linearized equations and postulating a solution to the nonlinear equation of the
form

f (t,x) = ∑
i

αi(t)φi(x)+ ∑
i, j≤i

αi(t)α j(t)Gi j(x), (133)

where the Gi j(x) are selected such that the expansion of (133) can solve a quasi-static version
of the governing equation correctly to within second order in {αi}. The full expansion is then
substituted into the dynamic governing differential equations to achieve nonlinear equations for
the {αi}. Usually, but not always, the {φi} are selected to be the eigen solutions to the linearized
equations. The method for solving for the Gi j(x) is illustrated in the following and is discussed at
length in [64, 65].

In the context of the von Karman plate equations, the method of quadratic components be-
gins by identifying the eigenmodes φn

˜
and natural frequencies ωn of the linearized homogeneous

equation of motion
ρshw,tt +D∇4w = 0. (134)

The eigenmodes of the linear plate are then used to construct an orthogonal set of modal forces fn.
In the following discussion, however, the derivation does not necessitate this choice of basis. The
forces are applied in an arbitrary linear combination

f
˜
(x,y) =

N
∑
i=1

αiK φi
˜

(x,y) (135)

on the nonlinear plate, where K is the stiffness of the linear plate, and the response is numerically
calculated. Next, the full kinematics of the plate are postulated as consisting of a linear component
and a quadratic component.

The Taylor series expansion for a multivariate expression centered about the origin is given as

N
˜

(α1,α2, ...,αN) = [α1 α2 · · · αN ]




∂ f
˜
/∂α1

∂ f
˜
/∂α2

...
∂ f
˜
/∂αN




+

[α1 α2 · · · αN ]




∂2 f
˜
/∂α2

1 ∂2 f
˜
/∂α2∂α1 · · · ∂2 f

˜
/∂αN∂α1

∂2 f
˜
/∂α1∂α2 ∂2 f

˜
/∂α2

2 · · · ∂2 f
˜
/∂αN∂α2

... ... . . . ...
∂2 f
˜
/∂α1∂αN ∂2 f

˜
/∂α2αN · · · ∂2 f

˜
/∂α2

N







α1
α2
...

αN


+ · · · .

(136)
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The response of the structure W̃ is thus written in terms of the Taylor series up through quadratic
terms

W̃ (x,y) = N
˜

(α1,α2, ...,αN) =
N
∑
n=1

αnYn
˜

(x,y)+
N
∑
n=1

N
∑

m=1
αnαm Gnm

˜
(x,y), (137)

where

Yn
˜

(x,y) =

∂ f
˜

∂αn
(138)

and

Gnm
˜

(x,y) =

∂2 f
˜

∂αn∂αm
. (139)

With this nomenclature, the unit normal vectors are denoted as i
˜
, j
˜
, and k

˜
in the x, y, and z directions

respectively.

The derivatives ∂ f
˜
/∂αi and ∂2 f

˜
/∂αi∂α j are calculated via finite difference approximations. In

what follows, third and fifth order finite difference expressions are used; however, higher order
expressions may be used. For each quantity, two low order finite difference approximations are
constructed and are then used to compose the higher order approximation

Y (a)
n
˜

=

N
˜

(αn)−N
˜

(−αn)

2αn
(140)

Y (b)
n
˜

=

N
˜

(2αn)−N
˜

(−2αn)

4αn
(141)

Yn
˜

= (4/3)Y (a)
n
˜
− (1/3)Y (b)

n
˜

(142)

G(a)
nn
˜

=

N
˜

(αn)+N
˜

(−αn)

α2
n

(143)

G(b)
nn
˜

=

N
˜

(2αn)+N
˜

(−2αn)

4α2
n

(144)

Gnn
˜

= (4/3)G(a)
nn
˜
− (1/3)G(b)

nn
˜

(145)

G(a)
nm
˜

=

N
˜

(αn,αm)+N
˜

(−αn,−αm)−N
˜

(αn,−αm)−N
˜

(−αn,αm)

4αnαm
(146)

G(b)
nm
˜

=

N
˜

(2αn,2αm)+N
˜

(−2αn,−2αm)−N
˜

(2αn,−2αm)−N
˜

(−2αn,2αm)

16αnαm
(147)
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Gnm
˜

= (4/3)G(a)
nm
˜
− (1/3)G(b)

nm
˜

. (148)

The notation N
˜

(αn) and N
˜

(αn,αm) is meant to indicate that the only non-zero elements of

[α1,α2, ...,αN] are αn, and αn and αm respectively. Because Y
˜

is the linear component of the

expansion, a converged solution for the coefficients yields that Yn
˜

= cφ(k)
n
˜

(x,y) when φ(k)
n
˜

is re-

solved in the k
˜

direction, and c is a constant based on the normalization method. In practice, the
values for α are reduced until the coefficients have converged.

The out of plane and in-plane displacements are then expressed as

w(x,y, t) =
N
∑
n=1

αn(t)W (n)(x,y) =
N
∑
n=1

αnYn
˜

(x,y) (149)

u(x,y, t) =
N
∑
n=1

n
∑

m=1
αn(t)αm(t)U (nm)(x,y) (150)

v(x,y, t) =
N
∑
n=1

n
∑

m=1
αn(t)αm(t)V (nm)(x,y), (151)

with U (nm) and V (nm) being the components of Gnm
˜

taken in the x̂ and ŷ directions respectively.

Substitution of Eqs. (149)-(151) into Eqs. (131)-(132) and matching coefficients yields that for
each αnαm,

2U (mn)
,xx +(1+ν)V (mn)

,xy +(1−ν)U (mn)
,yy =−2

(
W (m)

,x W (n)
,xx +W (n)

,x W (m)
,xx
)

− (1+ν)
(

W (m)
,y W (n)

,xy +W (n)
,y W (m)

,xy
)
− (1−ν)

(
W (m)

,x W (n)
,yy +W (n)

,x W (m)
,yy
)

(152)

and

2V (mn)
,yy +(1+ν)U (mn)

,xy +(1−ν)V (mn)
,xx =−2

(
W (m)

,y W (n)
,yy +W (n)

,y W (m)
,yy
)

− (1+ν)
(

W (m)
,x W (n)

,xy +W (n)
,x W (m)

,xy
)
− (1−ν)

(
W (m)

,y W (n)
,xx +W (n)

,y W (m)
,xx
)

. (153)

Equations (152)-(153) are for the quasi-static in-plane displacement when the right hand sides are
taken as distributed body forces in the i

˜
and j

˜
directions respectively. For any m, n, and appropriate

in-plane boundary conditions, it is possible to solve for U (mn) and V (mn) in terms of W (m), W (n),
and their derivatives.
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Galerkin Formulation

With U (mn) and V (mn) known in terms of W (m), W (n), and their derivatives, substitution of Eqs. (149)-
(151) into Eq. (130) yields the equation of motion in terms of α

αs,ttρshW (s) +αsD∇4W (s)

− 12D
h2

N
∑
r=1

N
∑
n=1

N
∑

m=1

[(
αnαmU (nm)

,x +
1
2αnW (n)

,x αmW (m)
,x

)(
αrW (r)

,xx +αrνW (r)
,yy
)

+

(
αnαmV (nm)

,y +
1
2αnW (n)

,y αmW (m)
,y

)(
αrW (r)

,yy +αrνW (r)
,xx
)

+(1−ν)
(

αnαmU (nm)
,y +αnαmV (nm)

,x +αnW (n)
,x αmW (m)

,y
)

αrW (r)
,xy

]
= g. (154)

Contracting both sides with W (s) yields the Galerkin formulation, which is cubic in α. Because
W (s) is proportional to the sth eigenvector of the linearized problem,

αs,tt +ω2
s αs +

N
∑
r=1

N
∑
n=1

N
∑

m=1
Psrnmαrαnαm = Gs(t), (155)

where
ω2

s =
Z

W (s)D∇4W (s)dA, (156)

Gs(t) =
Z

W (s)gdA, (157)

and

Psrnm =−12D
h2

Z

W (s)
[(

U (nm)
,x +

1
2W (n)

,x W (m)
,x

)(
W (r)

,xx +νW (r)
,yy
)

+

(
V (nm)

,y +
1
2W (n)

,y W (m)
,y

)(
W (r)

,yy +νW (r)
,xx
)

+(1−ν)
(

U (nm)
,y +V (nm)

,x +W (n)
,x W (m)

,y
)

W (r)
,xy

]
dA.

(158)

In practice, only half of the elements of P need to be calculated as Psrnm = Psrmn. The corresponding
matrix form of Eq. (155) is written as

�
α̈
˜
+diag

(
ω2

s
)

α
˜
+




α
˜

T �
11α
˜
· · · α

˜
T �

1Nα
˜

... . . . ...
α
˜

T � N1α
˜
· · · α

˜
T � NNα

˜


α
˜

= G
˜
(t). (159)

Here, � denotes the identity matrix, diag
(
ω2

s
)

indicates a diagonal matrix with nonzero values
corresponding to the squares of the natural frequencies in order of s = 1 to N, and

�
ab =




Pab11 · · · Pab1N
... . . . ...

PabN1 · · · PabNN


 . (160)
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The advantage of this system of coupled, nonlinear differential equations is that there are only as
many degrees of freedom as there are transverse modes. Additionally, no further spatial integra-
tions must be performed once the coefficients and G

˜
(t) are calculated.

Implicit Time Integration Method

Solutions of the nonlinear equation for α (155) are available through power series methods, har-
monic balance/Fourier series methods, and other approximate solutions. However, in order to
efficiently account for an arbitrary applied pressure g, an implicit integration method, the Hilber-
Hughes-Taylor (HHT) method [66, 67], is applied. Due to the nonlinearities of (155), the first step
in the solution is to guess a solution at the next time step χ

˜
= α
˜
(tn+1). The mass and stiffness

matrices for the system can then be defined as
�

=
� (161)

and

�
(χ
˜
) = diag

(
ω2

s
)
+




χ
˜

T �
11χ
˜
· · · χ

˜
T �

1Nχ
˜

... . . . ...
χ
˜

T � N1χ
˜
· · · χ

˜
T � NNχ

˜


 . (162)

From the HHT method, with modal acceleration ξ
˜
, and modal velocity ζ

˜
,

�
ξ
˜
(tn+1)+(1+λ)

�
(χ
˜
)α
˜
(tn+1)−λ

�
(χ
˜
)α
˜
(tn) = G

˜
(tn+1+λ), (163)

where
tn+1+λ = tn+1 +λ∆t, (164)

β =
1−λ2

4 , (165)

γ =
1−2λ

2 , (166)

α
˜
(tn+1) = α

˜
(tn)+∆tζ

˜
(tn)+

∆t2

2

[
(1−2β)ξ

˜
(tn)+2βξ

˜
(tn+1)

]
, (167)

ζ
˜
(tn+1) = ζ

˜
(tn)+∆t

[
(1− γ)ξ

˜
(tn)+ γξ

˜
(tn+1)

]
, (168)

and

ξ
˜
(tn+1) =

[
�

+(1+λ)∆t2β
�

(χ
˜
)

]−1

×
[

G
˜
(tn+1+λ)−

(
(1+λ)

∆t2

2 (1−2β)
�

(χ
˜
)

)
ξ
˜
(tn)

−
(

(1+λ)∆t �
(χ
˜
)

)
ζ
˜
(tn)−

�
(χ
˜
)α
˜
(tn)
]
. (169)
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In practice, Eq. (169) is solved via LU-decomposition, and a typical value for λ = 0.05. Next, the
residual R = α

˜
(tn+1)−χ

˜
is calculated, and the procedure is repeated with a new guess for χ

˜
until

R→ 0.

Static Pressure Validation Example

In Figure 5, a plate with simply supported conditions at x = 0 and x = Lx, and free boundary con-
ditions at y = 0 and y = Ly is modeled. The material properties are based on aluminum, and are
listed in Table 2 along with the geometric properties. Four different solutions for the displacement
of this plate are considered: an explicit, closed form solution for the linear plate [68], a one term
approximation for the nonlinear plate, the numerical results calculated using the ABAQUS soft-
ware package for the nonlinear plate, and the nonlinear model discretized in the previous sections
using five mode shapes. The applied pressure in all cases is a constant, uniform pressure with
magnitude F .

L

Free

Free

S
im

p
ly

−S
u
p
p
o
rt
e
d

S
im

p
ly

−S
u
p
p
o
rt
e
dLx

y

h

Figure 5. Geometry of the rectangular plate.
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Variable Value
Plate modulus of elasticity, E 75.378 GPa
Plate thickness, h 4.6 mm
Plate length in the downstream direction, Lx 1 m
Plate length in the cross-stream direction, Lyx 1 m
Plate density, ρs 2770 kg/m3

Poisson’s ratio of the plate, ν 0.33
Mach number, M 2

Table 2. System parameters for the comparison with [51].

One Term Approximation

The one term approximation is developed with the assumption that the displacement does not vary
in y. In this case, the problem is reduced to that of a beam. The eigenmodes for this problem are

W (n)(x) = c0 sin nπx
Lx

(170)

where c0 =
√

2
LxρshLy

. Taking only the first mode, the equation for the lateral deformation U (11) is

U (11)
,xx =−W (1)

,x W (1)
,xx . (171)

Substitution into Eq. (170) yields the in-plane displacement

U (11) =−c2
0π

8Lx
sin
(

2πx
Lx

)
. (172)

With a lateral deflection of w(x) = αW (1)(x), the longitudinal strain due to the lateral deformation
and the strain of the corresponding longitudinal displacement are

εw =
1
2w2

,x =
α2π2

L4
xρsh

cos2
(

πx
Lx

)
(173)

εu = α2 ∂U11

∂x =−α2 π2

2L4
xρsh

cos2
(

2πx
Lx

)
. (174)

Combining these two strain components and substituting into the governing equation yields the
one term approximation for α

α̈+ω2α+α3

[(
12D
h2

)(
π4

2L5
x

)(
1

ρshLx

)3
]

=
Z Lx

0
g(x)W (1)dx. (175)

For the present quasi-static problem, solution of (175) reduces to determining the roots of a poly-
nomial.
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Results

The results for the four solution methods are shown in Figure 6 on a logarithmic plot and Figure 7
on a linear plot. For pressures below F = 100, all four solutions show good agreement. Above
F = 100, the linear solution diverges from the three nonlinear solutions. While the one term
approximation exhibits the stiffening behavior associated with the von Karman plate equations,
there is a 30% relative error, with respect to the numerical solution, in the maximum deflection of
the plate for F = 1000, and for the discretization method presented in the previous sections with
N ≥ 3, a 5.0% relative error is observed with respect to the numerical solution. Additionally, the
present method is found to yield converged results with only 3 modes.

In terms of computational efficiency, the linear and one term solution both were completed
in under one second. The numerical solution in ABAQUS with three modes and 2601 elements,
the minimum needed for convergence, required 27.5 minutes while the present method with three
modes took 2.65 minutes using a simplex algorithm [69] to efficiently minimize the residuals R
once the coefficients Gnm

˜
and Yn

˜
had been calculated. All simulations were calculated using a

single processor.

3.3 Fluid-Structure Interaction

With the matrix form of the equation of motion now specified in terms of one variable (159),
the fluid model can be introduced via the forcing function G

˜
(t). The “full” quasi-steady pressure

relationship of piston theory for a flow with speed ϒ, density ρ f , and Mach number M is given as
[51]

p− p∞ = w,t
ρ f ϒ
ρsh

M2−2
(M2−1)

3/2 +w,x
ρ f ϒ2

(M2−1)
1/2 . (176)

In terms of the Galerkin formulation (155), the applied force becomes

Gs =−
Z

W (s) (p− p∞)dA

=−ζs
ρ f ϒ
ρsh

M2−2
(M2−1)

3/2 −
ρ f ϒ2

(M2−1)
1/2

N
∑
n=1

αn

Z

W (s)W (n)
,x dA.

(177)

In order to find the amplitudes and periods of the limit cycles excited by the fluid flow over the
plate, a cyclic method similar to [70, 71] is employed. In this method, the modal amplitudes αn
and period of vibration for the system T are sought such that

αn(t) = αn(t +T )

ζn(t) = ζn(t +T ) (178)
ξn(t) = ξn(t +T ).
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The period T is found by simulating the response over a time long enough to include several
periods, then choosing the T that minimizes the residuals of (3.3). For cases that do not converge
after one simulation, a simplex algorithm is employed to minimize both T and αn, ζn, and ξn
efficiently. Once T is found, the modal periods are found by calculating the number of periods for
each mode per period of the system. In practice, once αn, ζn, and ξn and T are found for one value
of a parameter being varied, either by a transient analysis or minimization algorithm, the αn, ζn,
and ξn and T are quickly found for an adjacent value of the parameter being studied by using the
previous value’s results as an initial value for the next value.

Comparison to Classical Results

For the present analysis, the Mach number is held constant while the speed of sound in the fluid µ
is varied, with the fluid speed

ϒ = µM, (179)
and fluid density

ρ f =
ρshM

10 . (180)

This allows for the direct comparison to the results of Dowell [51] and more recent studies [59, 60,
61]. The relationship between Dowell’s nondimensionalized nomenclature and the variables in the
present analysis are given for the dynamic pressure and period

λ∗ =
3ρ f ϒ2L3

x
2D
√

M2−1
(181)

τ = T

√
D

ρshL4
x

(182)

respectively. The plate is modeled with the material properties of aluminum and geometrical prop-
erties listed in Table 2. In keeping with the analysis of [51], the first six mode shapes that have no
variation in y are used in what follows. Defining the quantities

ψn = max αn(t)W (n)(x,y)
h ∀x ∈ [0,Lx], ∀y ∈ [0,Ly], ∀ t (183)

Ψ = max
w(3

4Lx,
1
2Ly, t)

h ∀ t (184)

ΨD = ΨClassical−ΨPresent , (185)
the modal limit cycle amplitudes ψn and periods τ are calculated as a function of λ∗, and are shown
in Figure 8. Below the onset of flutter, at λ∗ ≈ 530, the τ do not converge to any particular limit
cycle period as the modal amplitudes are approximately zero. Above the onset of flutter, though,
the τ are convergent to the same value for all modes at a given λ∗ as the plate undergoes forced
vibration. The mode number for each modal limit cycle amplitude is indicated on the right side of
Figure 8(a). While the modal coefficient for the first mode α1 is higher than the other five modes,
the product α jW ( j) is greater for modes 2 through 4.
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The range over which the onset of flutter occurs varied from λ∗ = 522 to 545, depending on
initial conditions, though in each case the flutter amplitude after onset converged over a short range
of λ∗. Between λ∗=480 and the onset of the primary limit cycle, a second, non-zero limit cycle was
observed with an amplitude that is 8 orders of magnitude below the limit cycle amplitudes reported
here. The present analysis is compared to the results of [51] in Figure 9. The multiple points for
the present result over the range of λ∗ ∈ [522,545] indicate the range of onset of the limit cycle
determined by the initial conditions of the simulation. The onset of flutter predicted by [51] occurs
at the extremum of the range of λ∗ calculated here (at λ∗ ≈ 545). Overall there is good agreement
between the two models, though there is some discrepancy at lower values of λ∗.

The more recent analyses [59, 60, 61] of the same system are compared to the results of the
model developed in this paper and [51] in Figure 10. Each of these analyses utilizes a finite element
method; [60], in particular, studies two types of elements, a rectangular element and a higher order
discrete Kirchhoff theory triangular element, and also takes into account thermal effects. While
the simulation results using the rectangular element have higher agreement with [51] near the
onset of flutter, the triangular element is shown to be significantly better for λ∗ ≥ 600. A triangular
element with the same number of degrees of freedom is also employed in the finite element analysis
performed in [59], but the predicted limit cycle amplitudes with this element are appreciably below
those predicted in [60]. The finite element analysis of [61] uses a rectangular four-node Bogner-
Fox-Schmidt C 1 conforming element. The relative difference between [61] and [51] is greater than
any of the other studies reported, but the modeling of [61] also takes into account acoustical and
thermal loading. By contrast, the present analysis develops a reduced order model that incorporates
higher order effects for the entire plate, which is a much more computationally efficient approach
than what is reported in the literature, and it does not sacrifice accuracy.

For all results shown in Figure 10, the disagreement is highest at the onset of flutter, but the
results tend to converge to those of the present model away from onset. The onset of flutter is
highly dependent on the initial conditions, thus the reported results and discrepancies in that region
is not a significant concern. The difference in limit cycle amplitudes between the present method
and [51, 59, 60, 61] is further analyzed in Figure11. The analysis of [59], in particular, is shown
to converge to the same limit cycle amplitude as λ∗ increases, and the most recent study [61] is
shown to be consistently higher than all other reported results. Possible variance between [51] and
the present method include [51] reporting values that had converged to within 5% of the N → ∞
solution, which could account for all of the variance for λ > 560. Second, and to a lesser extent
than the previous explanation, the values from [51, 59, 60, 61] were interpolated from plots using
electronic copies of the original papers. Overall, though, there is reasonable agreement between
the methods.

3.4 Conclusions

A reduced order model for von Karman plates was developed and discretized in both space by
a Galerkin approximation and time with an implicit integration scheme. The model developed
here is at least as computationally efficient and as accurate as the other models described in the
literature. The reduced order model of the von Karman plate is subsequently validated using a
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numerical analysis for the case of a static plate, and by comparison to the classic results of [51] for
the case of a plate under quasi-steady pressure fluid flow. The primary results and contributions of
this paper are

1. The full kinematics of a von Karman plate can be postulated as consisting of both linear and
quadratic components. These are found by first identifying the eigenmodes and natural fre-
quencies of the linear plate, then using them in a multivariate expansion to find the response
of the nonlinear plate.

2. The reduced order modeling method developed in this paper is validated for a plate with a
uniform load using both numerical and classical results, and it is shown that the computa-
tional time required for it is significantly less than that of other numerical methods.

3. The application of the model developed in this paper to the problem of quasi-steady fluid
flow shows that the predicted results are in good agreement with results previously reported
in [51, 59, 60, 61].
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4 Coupled Fluid/Structure Reduced Order Models

4.1 Introduction

The main goal of this section is to tie together the discussion of the fluid (Section 2) and struc-
ture (Section 3) reduced order models (ROMs), and to prove numerical stability of the coupled
linearized fluid/structure Galerkin ROM.

Recall that the governing fluid equations are the linearized compressible Euler equations (10)
in some open bounded domain Ω⊂R

3. In the fluid ROM, the primal unknown, namely the vector
of fluctuating state variables q′T =

(
u′1 u′2 u′3 ζ′ p′

)
is expanded in an orthonormal, vector

modal basis {φφφm}M
m=1 ⊂ R

5 as in (31):

q′M(x, t) =
m
∑

m=1
am(t)φφφm(x) (186)

To generate a simple linear coupled fluid/structure ROM, let us assume that the domain Ω
contains a linear, rectangular plate of dimensions Lx × Ly, located in the z = 0 plane, allowed
to move in the positive or negative z–coordinate direction only. Denoting the z–displacement of
this plate by w(x,y, t), the governing structure equations are the linearized von Karman equations
(Section 3.2) for the z–displacement of the plate, with appropriate boundary conditions applied
along the plate edges (e.g., simply supported or clamped edges):

ρshw,tt +D∇4w = g(x,y, t) (187)

where
∇4w≡ ∂4w

∂x4 +2 ∂4w
∂x2∂y2 +

∂4w
∂y4 (188)

The physical properties that appear in (187) are described in Section 3.2. Letting {W (k)(x,y) : k =
1,2, . . . ,N} be the orthonormal (scalar) modal basis, the z-displacement w can be expanded in this
basis as

wN(x,y, t) =
N
∑
n=1

αn(t)W (n)(x,y) (189)

as in (149).

In (187), g(x,y, t) is the applied fluid loading, assumed to be free of shear components and thus
consists only of the static pressure. Physically, g will represent the fluid pressure loading on the
structure (in this case, the linear plate):

g(x,y, t) =−p′N(x,y,0, t) =−
M
∑
k=1

ak(t)φ5
k(x,y,0) (190)

One can see that with the source g in (187) defined by (190), the structure equations (187) are
coupled to the fluid equations (10). Additional coupling terms will arise when one considers the
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boundary conditions on the fluid variables at the plate boundary. Recall from Section 2.5 that
we have prescribed a linearized acoustically-reflecting (or no-penetration) boundary condition on
∂ΩW (58):

V ′5 = V ′4−2u′w on ∂ΩW (191)

where V′ ≡ S−1q′ is the primal fluid unknown in the characteristic variables, and u′w is the fluid
velocity at the wall. In terms of the displacement w:

u′w(x,y, t) =−ẇ− ū ·∇w (192)

Thus, the boundary condition on the fluid equations (191) is coupled to the structure ROM, as the
structure displacement appears in (192).

Letting {αn(t)}N
n=1 be the structure ROM coefficients (189) and {an(t)}M

n=1 be the fluid ROM
coefficients (186) and denoting

ST ≡
(

α1(t) · · · αN(t) α̇1(t) · · · α̇N(t)
)
∈ R

2N (193)

FT ≡
(

a1(t) · · · aM(t)
)
∈ R

M (194)

the coupled fluid/structure system can be written in the form
(

Ḟ
Ṡ

)
=

(
A B
C D

)(
F
S

)
(195)

The A and B matrices come from the fluid ROM for (10), whereas the C and D matrices come
from the structure ROM for (187). The entries A and B depend on the boundary conditions on ∂ΩW
and ∂ΩF , and were derived earlier, namely in (53). Assuming the so-called acoustically-reflecting
boundary condition (191) plate boundary ∂ΩW , the matrix system coming from the fluid equations
is

Ḟ = AF+BS (196)

where

A(i, j) =−
Z

∂ΩW
φn

i (φ
5
j + ρ̄cφn

j)dS−
Z

∂ΩF
h j(φφφi)dS+

Z

Ω

∂
∂xi

(φφφT
j HAi)q′dΩ, 1≤ i, j ≤M (197)

B(i, j) =





(
φ5

i , ū ·∇W ( j)
)

L2(∂ΩW )
, 1≤ i≤M, 1≤ j ≤ N

R

∂ΩW W ( j−N)(φ5
i − ρ̄cφn

i )dS, 1≤ i≤M, (N +1)≤ j ≤ 2N
(198)

In (197), h j(φφφi) is determined by the far-field boundary conditions6. Note that, under the uniform
base flow assumption ū = 0, the B matrix (198) reduces to

B(i, j) =

{
0, 1≤ i≤M, 1≤ j ≤ N
R

∂ΩW W ( j−N)(φ5
i − ρ̄cφn

i )dS, 1≤ i≤M, (N +1)≤ j ≤ 2N (199)

6See the Appendix of [31] for a detailed discussion of the implementation of the far-field boundary conditions.

62



To arrive at the structure ROM, one substitutes the modal expansion (189) into (187). Doing
so gives the following system for the structure ROM modes

(ρsh)α̈k +ω2
kαk = Gk(t), k = 1, ...,N (200)

where, as in (156) and (157) respectively,

ω2
k ≡D(∇4W (k),W (k))L2(∂ΩW ) (201)

Gk(t) = (g,W (k))L2(∂ΩW ) (202)

Substituting (190) into (200) gives rise to the following matrix system:

Ṡ = CF+DS (203)

where

C≡




0N×M

1
ρshC̃N×M


 , D≡




0N×N IN×N

− 1
ρsh L̃N×N 0N×N


 (204)

and

C̃N×M ≡




(
φ5

1,W (1)
)

L2(∂ΩW )
. . .

(
φ5

M,W (1)
)

L2(∂ΩW )
... . . . ...(

φ5
1,W (N)

)
L2(∂ΩW )

. . .
(

φ5
M,W (N)

)
L2(∂ΩW )


 (205)

L̃N×N ≡




D
(

∇4W (1),W (1)
)

L2(∂ΩW )
0 · · ·

... . . . ...
0 · · · D

(
∇4W (N),W (N)

)
L2(∂ΩW )


 (206)

The augmented linear system (195) with the matrices A, B, C and D given by (197), (198), and
(204) respectively define the coupled linearized fluid/structure ROM in which our fluid is assumed
to flow over a linear rectangular plate with non-zero z–displacement. As expected, the fluid and
structure systems are coupled by the boundary conditions at the solid wall (or plate) boundary
∂ΩW , contained in the coupling matrices B and C.

Given the theoretical analysis of the well-posedness and stability of the fluid ROM in Sections
2.4–2.6, it is natural to ask whether anything can be proven about the full fluid/structured ROM
with boundary coupling terms. It turns out that numerical stability of the coupled system with the
acoustically-reflecting boundary condition (191) can be enforced by adding a stabilization term to
the prescribed fluid pressure load on the structure side (Section 4.2). Adding this perturbation can
be interpreted as damping the original structure equations (187).
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4.2 Numerical Stability of Coupled Linearized Fluid/Structure System

We now prove stability of the coupled fluid/structure system (187) assuming the acoustically-
reflecting boundary condition (191) is imposed at the plate (solid wall) boundary. In the subsequent
analysis, we assume that the base flow is uniform (∇q̄≡ 0) and that the base flow velocity is zero
(ū = 0). Under these conditions, there should be no physical instability of the coupled system,
allowing the analysis to isolate the numerical stability of the ROM technique. It is found that with
the boundary condition (191), standard energy matrix techniques [72] (Section B.2 of Appendix
B) do not yield a clean analysis of the stability of the coupled system. One therefore seeks an
alternate analysis tool to attempt to try to prove stability of the new coupled system (195).

It turns out that stability of the coupled system (195) can be shown using a direct energy
method, i.e., by showing that the total energy E (207) is non-decreasing, assuming a perturbed
pressure loading g on the plate. Recalling the definition of q′M in Section 2.3 and defining rN as in
(209), define the total energy of the coupled system as

E ≡ 1
2 ||q

′
M||2(H,Ω) +

1
2 ||rN ||2L2(∂ΩW ) =

(
q′TM rT

N
)( 1

2H 0
0 1

2I2δ∂ΩW

)(
q′M
rN

)
(207)

We begin by showing that the Galerkin method for the linearized von Karman equations (187)
without fluid coupling is stable. We then show that the coupled fluid/structure system (195) under
the acoustically-reflecting boundary condition (191) may be stable if g = −p′M. This leads to
the main result (Theorem 4.2.2), namely a proof of stability for the coupled system (195) under
the acoustically-reflecting boundary condition (191) when a perturbed fluid pressure loading is
prescribed on the structure equations: g =−p′M +O(u′n,M−u′w).

Numerical Stability of Galerkin-Projected Structure Equations

Before studying the stability of the coupled system (195), one needs to make sure the ROMs for
the fluid-only and structure-only systems (Ḟ = AF and Ṡ = CS respectively) are numerically sta-
ble. Stability of the fluid equations under the condition (191) and assuming uniform base flow
(∇q̄ ≡ 0) that satisfies the no-penetration boundary condition ūn = 0 was shown in Section 2.5
(Theorem 2.5.1). For the sake of rigor, we formally prove stability of Galerkin discretization of
the structure system here (Theorem 4.2.1).

Theorem 4.2.1. The Galerkin discretization of the linearized von Karman equations governing
the z-displacement of the plate (187) is numerically stable.

Proof. It is sufficient to show stability for g = 0, which will imply stability for all g 6= 0 by Section
A.4 of Appendix A. Dividing both sides of (187) by ρsh and setting g = 0, the z-displacement
equation is

ẅ+
D

ρsh
(∇4w) = 0 (208)
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Let

r≡
(

w
ẇ

)
, rN ≡

N
∑
k=1

(
αk
α̇k

)
W (k) (209)

Then (208) can be written as

ṙ+

(
0 −1

D
ρsh∇4 0

)

︸ ︷︷ ︸
≡P

r = 0 (210)

or, substituting r← rN and projecting onto W (k),
(

α̇k
α̈k

)
+

(
0 −1

D
ρsh(W (k),∇4W (k))L2(∂ΩW ) 0

)

︸ ︷︷ ︸
≡Pk

(
αk
α̇k

)
= 0 (211)

Now, the rate of change in energy of the solid-only system is
1
2

d
dt ||rN ||2L2(∂ΩW )

= 1
2

d
dt

R

∂ΩW rT
NrNdS

= 1
2

d
dt

R

∂ΩW

{
∑N

k=1 ∑N
l=1(W (k),W (l))L2(∂ΩW )

(
αk α̇k

)( αl
α̇l

)}
dS

= 1
2

d
dt

R

∂ΩW

{
∑N

k=1 ∑N
l=1 δkl

(
αk α̇k

)( αl
α̇l

)}
dS

= 1
2

d
dt

R

∂ΩW

{
∑N

k=1
(

αk α̇k
)( αk

α̇k

)}
dS

=
R

∂ΩW ∑N
k=1
(

αk α̇k
)( α̇k

α̈k

)
dS

= ∑N
k=1
(

αk α̇k
)
(

0 1
− ω2

k
ρsh 0

)

︸ ︷︷ ︸
−Pk

(
αk
α̇k

)
dS

(212)

using the definition ω2
k ≡ D

(
W (k),∇4W (k)

)
L2(∂ΩW )

. The Lyapunov condition for stability (see
Section B.1 in Appendix B) is that the real parts of the eigenvalues of the matrices {−Pk : k =

1,2, . . . ,N} be non-positive. The eigenvalues of these matrices are ±
√
− ω2

k
ρsh = ±

√
ω2

k
ρsh i, since

ω2
k ≥ 0 for all k, and ρs,h > 0 (recall that h is the thickness of the plate and ρs is the density of the

plate material). Since the eigenvalues are all pure imaginary or 0, the Lyapunov condition holds,
implying the last line of (212) is ≤ 0, as desired. It follows that the structure system is stable.

Numerical Stability of Coupled Fluid/Structure System

As defined in (187), the function g represents the fluid pressure loading on the structure or plate,
i.e., g = −p′M on ∂ΩW . Since u′w is the total derivative of the plate’s displacement, in the case
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when the plate has a non-zero displacement only in the z-direction and ū ≡ 0, one has that ẇ =
−u′w so that rT =

(
w −u′w

)
. Denoting eT

2 ≡
(

0 1
)
, it follows from (62) and the fact that

q′TM HAnq′M = 2p′Mun,M that the fluid contribution to the energy estimate (207) is:
1
2

d
dt ||q′M||2(H,Ω) =

R

∂ΩW q′TM HAn
[1

2 q′M−q′w
]

dS
=

R

∂ΩW [−ρ̄cu′n,M(u′n,M−u′w)−u′w p′M]dS
=

R

∂ΩW [−ρ̄cu′2n,M +(ρ̄cu′n,M− p′M)]dS
=

R

∂ΩW

[
−ρ̄cu′2n,M−

(
ρ̄cu′n,M− p′M

)
rT

Ne2
]

dS

(213)

With pressure loading g = −pM, the structure system (210) takes the form ṙ = −Pr− pMe2, so
that the structure contribution to the energy estimate (207) is:

1
2

d
dt ||rN ||2L2(∂ΩW )

=
R

∂ΩW rT
N [−PrN− p′Me2]dS (214)

Now, the rate of change in the total energy is:
dE
dt = 1

2
d
dt ||q′M||2(H,Ω) +

1
2

d
dt ||rN ||2L2(∂ΩW )

=
R

∂ΩW

[
−ρ̄cu′2n,M−

(
ρ̄cu′n,M− p′M

)
rT

Ne2
]

dS +
R

∂ΩW rT
N(−PrN− p′Me2)dS

=
R

∂ΩW

[
eT

2

(
−ρ̄cu′2n,M

)
e2− rT

NPrN− rT
N ρ̄cu′n,Me2

]
dS

= d
dt (Efluid only)+ d

dt (Estructure only)+
R

∂ΩW ρ̄cu′n,Mu′wdS

(215)

By Section A.4 of Appendix A, a sufficient condition for stability is that dE
dt ≤ 0. (215) im-

plies that if there is a “stability margin” in the fluid-only and/or structure-only systems (that is, if
d
dt Efluid only + d

dt Estructure only < 0), the coupled system can still be stable as long as
Z

∂ΩW
ρ̄cu′n,Mu′wdS≤− d

dt (Efluid only)−
d
dt (Estructure only) (216)

Numerical Stability of Coupled Fluid/Structure System with Perturbed Fluid Pressure Load-
ing

While the above analysis is promising, we now seek a stronger stability result. It turns out that it
can be shown that dE

dt ≤ 0 necessarily, which implies stability for the coupled fluid/structure sys-
tem (195) with the acoustically-reflecting boundary condition (191), if a perturbed fluid pressure
loading of the form

g =−p′M +O(u′n,M−u′w) on ∂ΩW (217)
is prescribed. Since one expects u′n,M → u′w on ∂ΩW , g =−p′M +O(u′n,M−u′w)≈−p′M, with |g−
(−p′M)| → 0 as the error in enforcement of the wall boundary condition decreases to zero. Thus,
the pressure loading increment to be added, which amounts to a stabilization term, is bounded by
the error in the weak boundary condition enforcement.

The main stability result of this section is stated and proven in the following theorem, Theorem
4.2.2.
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Theorem 4.2.2. Assume ū = 0, ∇q̄ = 0 and we enforce the acoustically-reflecting boundary con-
dition (191) on ∂ΩW . Suppose the fluid pressure loading is g =−p′M +K(u′n,M−u′w) on ∂ΩW , with
K = −ρ̄c. Then dE

dt ≤ 0 (with dE
dt defined in (215)), so that the coupled fluid/structure Galerkin

ROM for (195) with the entries of A given by (197) and the entries of B given by (199) is numeri-
cally stable.

Proof. First, observe that

−ρ̄cu′2n,M =−ρ̄c(u′n,M−u′w)2−2ρ̄cu′w(u′n,M−u′w)− ρ̄cu′2w (218)

With the new structure loading and using this relation, line 2 of (215) is

dE
dt =

R

∂ΩW

[
−ρ̄c(u′n,M−u′w)2−2ρ̄cu′w(u′n,M−u′w)− ρ̄cu′2w −

(
ρ̄cu′n,M− p′M

)
rT

Ne2
]

dS
+

R

∂ΩW rT
N(−PrN +[−p′M +K(u′n,M−u′w)]e2)dS

=
R

∂ΩW

[
−ρ̄c(u′n,M−u′w)2−2ρ̄cu′w(u′n,M−u′w)− ρ̄cu′2w − ρ̄cu′n,Mu′w− rT

NPrN

−K(u′n,M−u′w)u′w
]

dS

=
R

∂ΩW

[
−rT

NPrN− ρ̄c(u′n,M−u′w)2−2ρ̄cu′w(u′n,M−u′w)+ ρ̄cu′w(u′n,M−u′w)

−K(u′n,M−u′w)u′w
]

dS

=
R

∂ΩW

[
−rT

NPrN− ρ̄c(u′n,M−u′w)2− ρ̄cu′w(u′n,M−u′w)−K(u′n,M−u′w)u′w
]

dS

(219)

If K =−ρ̄c, the u′w(u′n,N−u′w) terms cancel. Then

dE
dt =

R

∂ΩW

[
−rT

NPrN− ρ̄c(u′n,M−u′w)2
]

dS
= d

dt (Estructure only)−
R

∂ΩW ρ̄c(u′n,M−u′w)2dS
≤ 0

(220)

provided the structure-only system is stable, which it is by Theorem 4.2.1.

The implication of Theorem 4.2.2 is that, to ensure stability of the coupled fluid/structure sys-
tem (195) with the acoustically-reflecting boundary condition (191), one must add a sort of penalty
to the source (pressure load) on the right-hand-side of the structure equations (187), that is, imple-
ment

ρshẅ+D∇w = g(x,y, t) =−p′M(x,y,0, t)− ρ̄c(u′n,M−u′w) (221)

Note that u′w =−ẇ when ū = 0, so that (221) is equivalent to

ρshẅ+ ρ̄cẇ+D∇w =−p′M(x,y,0, t)− ρ̄cu′n,M (222)

The analog to (200) is
(ρsh)α̈k + ρ̄cα̇k +ω2

kαk = Ĝk(t) (223)

where
Ĝk(t) = (ĝ,W (k))L2(∂ΩW ) (224)
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and

ĝ(x,y, t) =−p′M(x,y,0, t)− ρ̄cu′n,M =−
M
∑
k=1

ak(t)[φ5
k(x,y,0)+ ρ̄cφn

k(x,y,0)] (225)

It follows that the modified structure equations, i.e., the analogs to (203) but with the perturbed
pressure loading (221) are:

Ṡ = ĈF+ D̂S (226)

where

Ĉ≡




0N×M

1
ρshC̄N×M


 , D̂≡




0N×N IN×N

− 1
ρsh L̃N×N − ρ̄c

ρshIN×N


 (227)

and

C̄N×M ≡




(
φ5

1 + ρ̄cφn
1,W (1)

)
L2(∂ΩW )

. . .
(

φ5
M + ρ̄cφn

M,W (1)
)

L2(∂ΩW )
... . . . ...(

φ5
1 + ρ̄cφn

1,W (N)
)

L2(∂ΩW )
. . .

(
φ5

M + ρ̄cφn
M,W (N)

)
L2(∂ΩW )


 (228)

with L̃N×N as in (206).

Comparing (222) with (187), remark that the modified pressure loading g (222) has given rise
to an additional term on the left-hand-side of the structure equations, namely ρ̄c

ρsh ẇ. One may
recognize from classical mechanics (Newton’s Second Law of Motion applied to e.g., a mass-
spring-damper system) that this first order derivative term represents damping. Thus, (222) is a
damped variant of the original equations (187). The natural question to ask is whether the result of
Theorem 4.2.1 can be extended to the modified structure equations (222). Intuitively, one would
expect the additional damping to improve stability. It is shown in Theorem 4.2.1 that the structure-
only Galerkin ROM for the modified equations (222) is indeed numerically stable.

Theorem 4.2.1. Assume the base flow satisfies: ū ≡ 0 and ∇q̄ ≡ 0. Then the modified linearized
von Karman equations governing the z-displacement of the plate (222) with damping are stable.

Proof. As in the proof of Theorem 4.2.1, it is sufficient to show stability for 0 right-hand-side (refer
also to Section A.4 of Appendix A). With zero right-hand-side, the damped structure equation
(222) is:

ẅ+
ρ̄c
ρsh

ẇ+
D

ρsh
(∇4w) = 0 (229)

Defining r and rN as in (209), (229) can be written as

ṙ+

(
0 −1

D
ρsh∇4 ρ̄c

ρsh

)

︸ ︷︷ ︸
≡P̄

r = 0 (230)
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or, substituting r← rN , projecting onto W (k), and employing the fact that ρ̄ and c are constant
when ∇q̄ ≡ 0 and the orthonormality of the W (k), so that

(
ρ̄c
ρshW (n),W (k)

)
L2(∂ΩW )

= ρ̄c
ρshδnk, one

obtains: (
α̇k
α̈k

)
+

(
0 −1

D
ρsh(W (k),∇4W (k))L2(∂ΩW )

ρ̄c
ρsh

)

︸ ︷︷ ︸
≡P̄k

(
αk
α̇k

)
= 0 (231)

Now, the rate of change in energy of the solid-only system, following the energy estimate in (212),

1
2

d
dt ||rN ||2L2(∂ΩW )

= ∑N
k=1
(

αk α̇k
)
(

0 1
− ω2

k
ρsh − ρ̄c

ρsh

)

︸ ︷︷ ︸
−P̄k

(
αk
α̇k

)
dS

(232)

The Lyapunov condition for stability (see Section B.1 in Appendix B) is that the real parts of the
eigenvalues of the matrices {−P̄k : k = 1,2, . . . ,N} be non-positive. One can easily show that:

λ±(P̄k) =
−ρ̄c
2ρsh

±

√
ρ̄2c2−4ρshω2

k

2ρsh
(233)

First, suppose ρ̄2c2−4ρshω2
k < 0. Then

λ±(P̄k) =
−ρ̄c
2ρsh

±

√
−ρ̄2c2 +4ρshω2

k

2ρsh
i (234)

where i =
√
−1, so that ℜ{λ±(P̄k)} = −ρ̄c

2ρsh < 0, i.e., the Lyapunov condition for stability holds.
Now, suppose ρ̄2c2−4ρshω2

k ≥ 0, so that λ±(P̄k) ∈ R. It is clear that λ−(P̄k) ≤ 0. Let us look at
the other eigenvalue. Suppose λ+(P̄k) > 0. Then

√
ρ̄2c2−4ρshω2

k > ρ̄c (235)

or
−4ρshω2

k > 0 (236)
But this is a contradiction, as ρs,hω2

k ≥ 0. It follows that the real parts of the eigenvalues of P̄k
in (230) are necessarily non-positive, meaning the Lyapunov condition holds. Thus, the left-hand-
side of (231) is ≤ 0, from which the numerical stability of the modified structure equations (222)
with damping follows.

We have thus shown that, assuming a uniform base flow ∇q̄ ≡ 0, not only is the fluid-only
Galerkin ROM with the acoustically-reflecting solid wall boundary condition stable (Section 2.5)
and the structure-only Galerkin ROM (187) stable, numerical stability of the boundary-condition
coupled linear system (195) can be ensured with a simple alteration to the structure ROM, namely
(226). This modification gives rise to a damping term that appears in the structure equations (187)
that does not affect the numerical stability of the damped structure-only ROM (222).
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Numerical Example: Supersonic Panel Flutter

A coupled fluid/structure ROM was constructed for the problem of inviscid, supersonic flow past
a thin, square, elastic rectangular Lx×Ly plate that is aligned with the flow. The z–displacement
of the plate, w(x,y, t) is governed by the linearized von Karman equation (187) The fore and aft
edges of the plate are clamped to the surrounding flat surface, which is considered rigid; the side
edges are simply supported. For a given flow Mach number, the panel will undergo flutter once the
non-dimensional dynamic pressure parameter λ exceeds a threshold [73].

A POD basis was obtained by running the AERO-F simulation code with a free stream Mach
number of 2.0. The motion of the plate was described by four linear eigenmodes, which were
computed using the ABAQUS code. A series of solutions for the fluid motion were obtained in the
frequency domain, assuming time harmonic oscillation of each of the plate modes over a range of
discrete frequencies. The non-dimensional frequencies for the computations were equally spaced
from 0 to 8.0 at intervals of 0.04. The AERO-F code was run in ’Linearized Euler’ mode, with
linear perturbations of the plate eigenmodes providing forcing for the solution in the fluid domain.
The computational fluid mesh is shown in Figure 12, while a particular solution for oscillatory
plate motion is shown in Figure 13. The POD was then computed on the resulting complex-valued
solutions using the frequency domain POD algorithm described in [11].

A coupled ROM was constructed by projecting the linearized Euler equations onto the POD
basis and incorporating the boundary coupling terms using the methods described in Section 2
and the present section. Note that the stabilization term was not added to the pressure loading for
this example. A stability analysis was performed by computing the eigenvalues of the resulting
ROM system matrix, and examining the maximum real component of the eigenvalues. Figure 14
compares the results of this analysis for 32, 48, and 64-mode ROMs and for the theoretical result
using quasi-steady aerodynamic theory, also called ’piston theory’. The ROM is seen to have
converged by 48 modes, giving a result for the flutter dynamic pressure within 5 percent of the
theoretical value. With sufficient resolution, the ROM also properly predicts the maintenance of
stability below the boundary and a reasonable prediction for the instability growth rate above the
flutter boundary.
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Figure 12. Computational mesh for the supersonic panel flutter
problem. Grid nodes are clustered around the square panel location
on the bottom surface of the mesh.

Figure 13. The continuous contours show the pressure pertur-
bation field for harmonic oscillation of the first panel eigenmode.
The line contours show the plate deflection.
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Figure 14. Panel flutter analysis using the coupled ROM, com-
pared with predictions using aerodynamic piston theory.
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5 Reduced Order Models for Non-linear Fluid Flow

5.1 Introduction

Having formulated and analyzed a linear fluid reduced order model (Section 2), the goal now is to
build a ROM for the non-linear equations of fluid mechanics, namely the 3D compressible Navier-
Stokes equations. The challenges in addressing the non-linear equations include maintenance of
numerical stability of the ROM scheme as well as preservation of computational efficiency of the
ROM. As with the linearized fluid equations, stability of the Galerkin projection of the non-linear
equations can be ensured by defining a transformation that essentially symmetrizes these equations.
Following appropriate symmetrization, one can use entropy estimates, namely the Clausius-Duhem
entropy inequality, to show ab initio satisfaction of the second law of thermodynamics by all
numerical solutions to the ROM. We will term this notion of numerical stability “entropy-stability”.

The other issue that must be addressed is efficiency. As discussed in [74] and illustrated
herein, for general non-linear partial differential equations (PDEs), the standard Galerkin projec-
tion method is no longer efficient in generating reduced order models. This is because the integrals
involving the non-linear terms can no longer be precomputed, as in the case for a set of linear equa-
tions, but must instead by recomputed at each time or Newton step. The key in circumventing this
difficulty is finding a way to handle the Galerkin projection of the non-linear terms without having
to recompute these projections (inner products). To do this, we employ the so-called “best” points
interpolation technique [75, 74]. The basic idea is, given a non-polynomial, non-linear function
f (u), we wish to represent it efficiently by expanding the function itself in an orthonormal basis.

The “best” points interpolation procedure, adapted from [75, 74], is outlined in Section 5.2 in
the context of a one-dimensional (1D) non-linear convection-diffusion-reaction system of PDEs
describing non-adiabatic flow through a tubular reactor. We give some results for the tubular reac-
tor ROM with interpolation and a Fourier cosine basis and discuss some difficulties encountered
when attempting to employ a POD basis on this problem. In Section 5.3, we proceed to the 3D
compressible Navier-Stokes equations. A change of variables that ensures entropy-stability of the
Galerkin projection of the equations with appropriate boundary treatment (no-slip and adiabatic
wall) is defined using entropy principles [76, 77, 78]. A procedure to interpolate the non-linear
terms that appear in these projected equations is formulated. Conclusions are offered in Section
5.4.

5.2 “Best” Points Interpolation Procedure: Illustration on a 1D Non-Linear
Reduced Order Model of a Tubular Reactor

To demonstrate and better understand the properties of the “best” points interpolation [75, 74]
prior to formulating its application to the full compressible 3D Navier-Stokes equations, we first
illustrate the general interpolation procedure on a simpler one-dimensional (1D) non-linear system
of two coupled equations. Given this discussion, it is straightforward to extend the interpolation to
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each of the non-linear terms in the Navier-Stokes equations (Section 5.3).

Model 1D Nonlinear Convection-Diffusion-Reaction System of Equations

The problem of interest is a model of a non-adiabatic tubular reactor with a single A→ B reaction
[79]. In dimensionless form, the governing equations, describing the conservation of reactant A
and energy for the nonadiabatic tubular reactor with axial mixing, are:

{
∂y
∂τ = 1

Pem
∂2y
∂s2 − ∂y

∂s −Dyeγ− γ
θ , s ∈ (0,1),τ ∈ (0,∞)

∂θ
∂τ = 1

Peh
∂2θ
∂s2 − ∂θ

∂s −β(θ−θ0)+BDyeγ− γ
θ , s ∈ (0,1),τ ∈ (0,∞)

(237)

subject to boundary conditions
{

∂y
∂s
∣∣
s=0 = Pem(y−1)|s=0, τ ∈ (0,∞)

∂θ
∂s
∣∣
s=0 = Peh(θ−1)|s=0, τ ∈ (0,∞)

(238)

{
∂y
∂s
∣∣
s=1 = 0, τ ∈ (0,∞)

∂θ
∂s
∣∣
s=1 = 0, τ ∈ (0,∞)

(239)

and initial condition
y|τ=0 = yin, θ|τ=0 = θin, s ∈ (0,1). (240)

Here, y is the concentration, θ is the temperature, s is the axial distance, τ is the time, β is the heat
transfer coefficient, γ is the activation energy, D is the Damkohler number, B is the heat of reaction,
and Pem and Peh are the Peclet numbers for mass and heat transfer respectively7. All variables have
been non-dimensionalized. It is convenient to write (237)–(240) in vector form, as follows:

∂u
∂τ = A−1 ∂2u

∂s2 − ∂u
∂s −B(u−u0)−C f (u), s ∈ (0,1),τ ∈ (0,∞)

∂u
∂s
∣∣
s=0 = A(u−1)

∣∣
s=0, τ ∈ (0,∞)

∂u
∂s
∣∣
s=1 = 0, τ ∈ (0,∞)

u = uin, s ∈ (0,1)

(241)

where
u≡

(
y
θ

)
, u0 ≡

(
y0
θ0

)
(242)

A≡
(

Pem 0
0 Peh

)
, B≡

(
0 0
0 β

)
, C≡

(
D
−BD

)
, 1≡

(
1
1

)
(243)

and
f (u)≡ yeγ− γ

θ (244)
Classical numerical techniques [79] illustrate periodic solutions which possess Hopf bifurcations.
Figure 15 shows the existence of stable oscillatory solutions as a function of the Damkohler number
D when Pem = Peh = 5, B = 0.50, γ = 25, β = 2.5 and θ0 = 1. In particular, one can see from
this plot that there is a stable solution that bifurcates into a limit cycle at the lower Hopf point,
D = 0.165.

7For more on these parameters, the reader is referred to the “Notation” section of [79].
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Figure 15. Existence of stable oscillatory solutions to the
convection-diffusion-reaction system when Peh = Pem = 5, B =
0.50, γ = 25, β = 2.5, θ0 = 1.

Weak Formulation and Reduced Order Approximation

To formulate a reduced order approximation of the solution of (237), begin by expanding u in an
orthonormal vector8 basis {φφφu

m}M
m=1 ∈ R

2:

u(s,τ)≈ uM(s,τ)≡
M
∑

m=1
am(τ)φφφu

m(s) (245)

where M is the size of the reduced basis. The basis functions φφφu
m are chosen such that they are

orthonormal in some inner product (·, ·) (to be specified given the choice of basis), so that (φφφi,φφφ j) =
δi j, the Dirac delta function.

To obtain the weak form of the equations (241), we project them onto the jth mode φφφu
j in

the (·, ·) inner product, perform an integration by parts on the diffusion term, and substitute the

8Alternatively, one may expand each y and θ in their own scalar, orthonormal bases. This is in fact what is done
later when using a Fourier cosine basis. The result is a ROM ODE system involving a total of 2M ROM coefficients.
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boundary conditions (238) and (239) into the boundary integral that arises. Doing so gives:

0 =
(

∂u
∂τ −A−1 ∂2u

∂s2 + ∂u
∂s +B(u−u0)+C f (u),φφφu

j

)

=
(

∂u
∂τ ,φφφu

j

)
+
(

A−1 ∂u
∂s ,

∂φφφu
j

∂s

)
−〈A−1 ∂u

∂s n,φφφu
j〉+

(
∂u
∂s ,φφφ

u
j

)
+
(
B(u−u0),φφφu

j
)
+
(
C f (u),φφφu

j
)

=
(

∂u
∂τ ,φφφu

j

)
+
(

A−1 ∂u
∂s ,

∂φφφu
j

∂s

)
−A−1 ∂u

∂s ·φφφ
u
j
∣∣
s=1 +A−1 ∂u

∂s ·φφφ
u
j
∣∣
s=0 +

(
∂u
∂s ,φφφ

u
j

)
+
(
B(u−u0),φφφu

j
)
+
(
C f (u),φφφu

j
)

=
(

∂u
∂τ ,φφφu

j

)
+
(

A−1 ∂u
∂s ,

∂φφφu
j

∂s

)
+A−1A(u−1)

∣∣
s=0 ·φφφ

u
j +
(

∂u
∂s ,φφφ

u
j

)
+
(
B(u−u0),φφφu

j
)
+
(
C f (u),φφφu

j
)

=
(

∂u
∂τ ,φφφu

j

)
+
(

A−1 ∂u
∂s ,

∂φφφu
j

∂s

)
+(u−1)

∣∣
s=0 ·φφφ

u
j +
(

∂u
∂s ,φφφ

u
j

)
+
(
B(u−u0),φφφu

j
)
+
(
C f (u),φφφu

j
)

(246)
Substituting (245) into (246) and invoking orthonormality of the basis functions {φφφu

m}M
m=1 yields

the following system of ordinary differential equations (ODEs) for the time-dependent ROM coef-
ficients a j, j = 1, ...,M:

ȧ j =−∑M
m=1 amA−1

[
R 1

0
∂φφφu

m
∂s ·

∂φφφu
j

∂s ds
]
−∑M

m=1 am[φφφu
m(0)φφφu

j(0)]+1 ·φφφu
j(0)−∑M

m=1 am
R 1

0
∂φφφu

m
∂s ·φφφ

u
jds

−∑M
m=1 amB

[
R 1

0 φφφu
m ·φφφu

jds
]
+

R 1
0 Bu0 ·φφφu

jds− R 1
0 C f (uM) ·φφφu

jds
(247)

Here, ȧ j ≡ da j
dτ .

The last term in (247) contains the function f (uM), which is non-linear in uM. In vector form,
(247) can be written as:

ȧM = F−LaM−N(aM) (248)
where

aT
M ≡

(
a1 · · · aM

)
(249)

Fi = 1 ·φφφu
i (0)+

Z 1

0
Bu0 ·φφφu

i ds (250)

Li j = φφφu
j(0)φφφu

i (0)+
Z 1

0

[
A−1 ∂φφφu

i
∂s ·

∂φφφu
j

∂s +
∂φφφu

j
∂s ·φφφ

u
i +Bφφφu

j ·φφφu
i

]
ds (251)

Ni(aM) =
Z 1

0
C f
(

M
∑

m=1
amφφφu

m

)
·φφφu

i ds (252)

for i, j = 1, ...,M. In the simpler case when Peh = Pem = Pe, (250) and (251) simplify to:

Fi = [φu
i (0)]1 +[φu

i (0)]2 +
Z 1

0
βθ0[φu

i ]
2ds (253)

Li j = [φu
i (0)]1[φu

j(0)]2 +[φu
i (0)]2[φu

j(0)]2

+
R 1

0

{
1
Pe

[
∂[φu

i ]
1

∂s
∂[φu

j ]
1

∂s +
∂[φu

i ]
2

∂s
∂[φu

j ]
2

∂s

]
+

[
∂[φu

j ]
1

∂s [φu
i ]

1 +
∂[φu

j ]
2

∂s [φu
i ]

2
]
+β[φu

j ]
2[φu

i ]
2
}

ds (254)

where [φu
i ]

k denotes the kth component of φφφu
i , for k = 1,2. For clarification of the notation in (252),

for the function f in (244):

f
(

M
∑

m=1
amφφφu

m

)
≡ f

(
M
∑

m=1
ay

m[φu
m]1,

M
∑

m=1
aθ

m[φu
m]2

)
=

(
M
∑

m=1
ay

m[φu
m]1

)
exp


γ− γ

(
M
∑

m=1
aθ

m[φu
m]2

)−1



(255)
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Since the vector stemming from the non-linear function f (u) (244) depends on aM, the inner
products in (252) cannot be pre-computed prior to time-integration of the ROM system (248), as
would be done in the case of linear equations. This greatly reduces the efficiency of this ROM, and
motivates one to consider some alternative way to handle the nonlinearity in (252), so that inner
products involving f (uM) need not be recomputed at each time step.

Solution for the Interpolation Points: “Best” Points vs. Hierarchical Points

In order to recover efficiency, let us develop the coefficient function approximation for the non-
linear terms in (237) by employing the “best” points interpolation of [75, 74]. We outline the
general procedure below.

Suppose K snapshots have been taken of the (vector-valued) primal unknown field, at K differ-
ent times:

S u ≡ {ξξξu
k(s) = uk

h(s) : 1≤ k ≤ K} (256)

Here, the uk
h(s) are vectors of state variables at grid point locations, each containing a single solu-

tion (snapshot) from the numerical simulation.

Given this set of snapshots of the primal unknown field u, one can construct the following set
of snapshots of the non-linear (scalar-valued) function f defined in (244):

S f ≡ {ξ f
k (s) = f (uk

h(s)) : 1≤ k ≤ K} (257)

The snapshot sets are assumed to be spanned by an orthonormal basis, {φ f
m}M

m=1. A coefficient-
function approximation of f is defined as

fM =
M
∑

m=1
βmφ f

m. (258)

Here, the coefficients βm are solved from

M
∑

m=1
φ f

m(zi)βm = f (u(zi)), i = 1, . . . ,M (259)

and {zi}M
i=1 is a set of interpolation points.

We now define the best approximations of the elements in the snapshot set as:

f ∗M(uk
h(·)) = arg min

wM∈span{φ f
1 ,...,φ f

M}
|| f (uk

h(·))−wM||, 1≤ k ≤ K (260)

Orthonormality of the φ f
m implies that

f ∗M(uk
h(x)) =

M
∑

m=1
αk

mφ f
m(s), 1≤ k ≤ K (261)
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where
αk

m = (φ f
m, f (uk

h(·))), m = 1, ...,M,1≤ k ≤ K (262)

The “best” interpolation points [75, 74] {sbp
m }M

m=1 are defined as the solution to the following
optimization problem:

minsbp
1 ,...,sbp

M ∈Ω ∑K
k=1

∣∣∣
∣∣∣ f ∗M(uk

h(·))−∑M
m=1 βk

m(sbp
1 , ...,sbp

M )φ f
m
∣∣∣
∣∣∣
2

∑M
n=1 φ f

n(sbp
m )βk

n(s
bp
1 , ...,sbp

M ) = f (uk
h(s

bp
m )), 1≤ m≤M,1≤ k ≤ K

(263)

Substituting (261) into (263) and invoking the orthonormality of the {φ f
m}M

m=1, we obtain:

minsbp
1 ,...,sbp

M ∈Ω ∑K
k=1 ∑M

m=1(αk
m−βk

m(sbp
1 , ...,sbp

M ))2

∑M
n=1 φ f

n(sbp
m )βk

n(s
bp
1 , ...,sbp

M ) = f (uk
h(s

bp
m )), 1≤ m≤M,1≤ k ≤ K

(264)

i.e., the set of points {sbp
m }M

m=1 is determined to minimize the average error between the interpolants
fM(·) and the best approximations f ∗M(·). For implementational purposes, it is useful to rewrite
(264) as

minsbp
1 ,...,sbp

M ∈Ω ∑Q
q=1(α̃q− β̃q(sbp

1 , ...,sbp
M ))2

∑M
n=1 φ f

n(sbp
m )β̃(k−1)M+m(sbp

1 , ...,sbp
M ) = f (uk

h(s
bp
m )), 1≤ m≤M,1≤ k ≤ K

(265)

where Q = MK and, for 1≤ m≤M, 1≤ k ≤ K,

αk
m = α̃(k−1)M+m

βk
m = β̃(k−1)M+m

(266)

The solution to the least-square optimization problem (265) can be found using the Levenberg-
Marquardt (LM) algorithm9. According to [74], the optimal solution is typically reached in less
than fifteen iterations of the LM algorithm.

As noted in [75], the solutions to (265) are in general non-unique, as the objective function
defining the “best” points is usually non-convex. As a consequence, any iterative minimization
algorithm used to solve (265) is very sensitive to the initial guess.

One systematic approach that works well for selecting the initial guess for (265) is to first
compute the so-called “hierarchical” interpolation points10, {shp

m }M
m=1 and then use these as the

initial guess in finding the “best” points. The hierarchical points are less expensive to construct than
the “best” points {sbp

m }M
m=1, as they are computed one at a time by solving a sequence of univariate

optimization problems. They also exhibit the nice property that {shp
1 , ...,shp

m } ⊂ {shp
1 , ...,shp

m+1} for
m = 1, ...,M−1.

9E.g., by employing the lsqnonlin function in MATLAB’s optimization toolbox.
10For more on the hierarchical points, the reader is referred to Section 2.2.3 of [75].
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The solution procedure for the hierarchical points is as follows. To obtain the first hierarchical
point, shp

1 one computes the minimizer of the following (univariate, or 1D) optimization problem:

minshp
1 ∈Ω ∑K

k=1(αk
1−βk

1(s
hp
1 ))2

φ f
1(shp

1 )βk
1(s

hp
1 ) = f (uk

h(s
hp
1 )), 1≤ k ≤ K

(267)

Then, for L = 2, ...,M, one finds shp
L and appends it to the sequence {shp

1 , ...,shp
L−1} already com-

puted, where shp
L is defined as the minimizer of

minshp
L ∈Ω ∑K

k=1 ∑L
l=1(αk

l −βk
l (s

hp
L ))2

∑L
l=1 φ f

l (shp
m )βk

l (s
hp
m ) = f (uk

h(s
hp
m )), 1≤ m≤ L−1,1≤ k ≤ K

∑L
l=1 φ f

l (shp
L )βk

l (s
hp
L ) = f (uk

h(s
hp
L )), 1≤ k ≤ K

(268)

where L = 2, ...,M and αk
l is as defined in (262).

As will be illustrated in Section 5.2, the objective functions in (268) are, like the objective
function in (265), in general non-convex, meaning they possess multiple local minima. However,
as each minimization (268) is univariate, one could, rather than using an iterative optimization
procedure to obtain local minima, compute the global minimizers that solve (268). This idea is
explored further in Section 5.2.

Reduced Order Approximation to (237) with Interpolation

Given the “best” points for f , i.e., the solutions to (265) (or any set of interpolation points), call
them {s f

m}M
m=1, it is straight-forward to apply the interpolation outlined in Section 5.2 to the non-

linear function f (u) (244). We begin by computing snapshots for the non-linear function f in
(244). From these snapshots we compute the interpolation points {s f

m}M
m=1 following the approach

outlined in Section 5.2 (see also Section 2 of [74]). Given {s f
m}M

m=1 and {φ f
m}M

m=1, one obtains the
so-called “cardinal functions” {ψ f

m}M
m=1 by solving the following linear system

φφφ f
M(s) = Aψψψ f

M(s) (269)

where φφφ f
M(s) = (φ f

1(s), ...,φ f
M(s))T and ψψψ f

M(s) = (ψ f
1(s), ...,ψ f

M(s))T , and Ai j = φ f
j (s

f
i ). Note that

(269) is well-defined, as the basis for f , like f itself, is scalar. Note also that the cardinal functions
satisfy ψ j(s f

i ) = δi j.

Given the interpolation points {s f
m} and the cardinal functions {ψ f

m}, one can approximate f
as:

f (u)≈ fM(u) =
M
∑

m=1
f (u(s f

m))ψ f
m ∈ R (270)

so that

fM =
M
∑

m=1
f
(

M
∑
n=1

an(t)φφφu
n(s f

m)

)
ψ f

m (271)
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The projection of fM onto the lth POD mode for u can be written in matrix/vector form. To do
this, note that, for a general function fM(aM) and for l = 1, ...,M, we have that:

(φφφu
l ,C fM(aN)) =

(
φφφu

l ,∑
M
m=1 C f

(
∑M

n=1 anφφφu
n(s

f
m)
)

ψ f
m
)

= ∑M
m=1

[
R

Ω φφφu
l ·Cψ f

mdΩ
]

f
(

∑M
n=1 anφφφu

n(s
f
m)
) (272)

Remark that (272) is a matrix/vector product of the form G f
(

∑M
n=1 anφφφu

n(s
f
m)
)

where

Gnm =
Z

Ω
φφφu

n ·Cψ f
mdΩ (273)

for 1≤ m,n≤M (so that G ∈ R
M×M).

It follows that, with the interpolation procedure employed here, our ODE system for the ROM
coefficients is now

ȧM = F−LaM−G f (D f aM) (274)
where F and L are defined in (250) and (251) respectively, the entries of G are given by (273), and

D f ≡




φφφu
1(s

f
1) . . . φφφu

M(s f
1)

... . . . ...
φφφu

1(s
f
M) . . . φφφu

M(s f
M)


 ∈ R

2M×M (275)

To clarify the notation in (274), namely what is meant by a function f of a vector:

f (D f aM)≡ f




∑M
m=1 φφφu

m(s f
1)am

...
∑M

m=1 φφφu
m(s f

M)am


≡




f
(

∑M
m=1 φφφu

m(s f
1)am

)

...
f
(

∑M
m=1 φφφu

m(s f
M)am

)


 ∈ R

M (276)

where f
(

∑M
m=1 φφφu

m(s f
i )am

)
is defined as in (255).

Essentially, in the interpolation procedure outlined here, recomputation of inner products (pro-
jection) of the nonlinear terms at each time (or Newton) step is replaced by evaluation of the basis
functions at the pre-computed interpolation points (275). There is also a matrix inversion (269)
involved in solving for the cardinal functions {ψ f

m}M
m=1 (269). This is the key difference between

the ROM with interpolation (274) and the ROM without interpolation (248), and what makes (274)
far more efficient. The formulation and solution of the ROM with interpolation, including compu-
tation of the “best” points and time-integration, is summarized in Algorithm 1.

Some Numerical Results for (244) with a Fourier Cosine Reduced Basis

Since we are interested in formulating a Galerkin Reduced Order Model (ROM), we seek a basis
that satisfies the boundary conditions, namely (238) and (239). It turns out that a Fourier cosine
basis, defined by

φm(s) = cos(π(m−1)s), m = 1, ...,M (283)
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Algorithm 1 Summary of ROM solution procedure of (237) with “best” points interpolation
1. Compute a set of K snapshots for the primal unknown field u:

S u ≡ {ξξξu
k(s) = uk

h(s) : 1≤ k ≤ K} (277)

2. Given this set of snapshots of the primal unknown field u, compute the following set of
snapshots of the non-linear function f (244) from (277):

S f ≡ {ξ f
k (s) = f (uk

h(x)) : 1≤ k ≤ K} (278)

3. Compute an orthonormal basis {φ f
1 , ...,φ f

M} for f .
4. For the nonlinear function f (u) in (244), apply (for instance) the Levenberg-Marquandt (LM)
algorithm to solve (265) for the “best” points sbp = {sbp

1 , ...,sbp
M }.

5. Compute an orthonormal basis {φu
1, ...,φ

u
M} for u.

6. Compute the matrix L and vector F from (251) and (252) respectively.
7. Compute A≡ A(sbp) at the best points, with:

Amn = φ f
n(s f

m) (279)

8. Compute the set of cardinal functions {ψ f
1 , ...,ψ f

M} by solving φφφ f
M = Aψψψ f

M.
9. Compute G from

Gnm =
Z

Ω
φφφu

n ·Cψ f
mdΩ (280)

10. Compute D f from
D f

mn = φu
n(z f

m) (281)

11. Advance the following ODE system forward in time using a standard time-integration
scheme (e.g., Euler, Runge-Kutta, etc.).

ȧN +LaN−F+G f (D f aN) = 0 (282)

(Note that Newton’s method is not required if an explicit scheme is employed.)

for 0≤ s≤ 1 satisfies these boundary conditions. To generate some preliminary numerical results,
we will therefore employ a scalar Fourier cosine basis for each y and θ:

y(τ,s)≈ yM(τ,s) =
M
∑

m=1
ay

m(τ)cos(π(m−1)s) (284)

θ(τ,s)≈ θM(τ,s) =
M
∑

m=1
aθ

m(τ)cos(π(m−1)s) (285)

It is well-known that the Fourier cosine basis is orthonormal in the L2 inner product; hence, we
will take as (·, ·) the L2([0,1]) inner product. It follows that the coefficients in (284) and (285) are
given by

ay
m(τ) = (y(τ,s),cos(π(m−1)s)L2([0,1]) ≡

Z 1

0
y(τ,s)cos(π(m−1)s)ds (286)
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and
aθ

m(τ) = (θ(τ,s),cos(π(m−1)s)L2([0,1]) ≡
Z 1

0
θ(τ,s)cos(π(m−1)s)ds (287)

respectively.

For concreteness and to generate some numerical results, we fix the properties in the equations
(237) to those summarized in Table 3. As one can infer from Figure 15, the solution exhibits a limit
cycle for D = 0.170. One of our goals is to see if the ROM solution with interpolation captures
this limit cycle correctly.

Table 3. Fluid properties used in the numerical solution of (237)

Property Symbol Value
Peclet number for heat transfer Peh 5.00
Peclet number for mass transfer Pem 5.00
Dimensionless heat of reaction B 0.50

Dimensionless activation energy γ 25.0
Dimensionless heat transfer coefficient β 2.50
Reference dimensionless temperature θ0 1.00

Damkohler number D 0.17

The reduced order model for which we give numerical results was generated by taking K = 701
snapshots of the solution fields y and θ, at time increments dτ = 0.25 apart. The solution fields
were generated using a fourth order finite difference approximation to the spatial derivative terms
in (241) and a fourth order Runge-Kutta time-integration method. Numerical tests reveal that, to
capture the correct limit cycle, a reduced basis Fourier cosine basis of size at least M = 6 modes is
required. Below, we give some results for M = 6 and M = 10.

Tables 4 and 5 give the uniform, hierarchical and “best” points for a basis of size M = 6 and
M = 10 respectively, and the nonlinear function (244). The “best” points are computed by solving
the optimization problem (265) using the lsqnonlin function in MATLAB’s optimization toolbox,
and with the hierarchical points as the initial guess. We note that the objective function in (265)
is not necessarily convex, so it may possess multiple local minima, which implies that the “best”
points are non-unique. The same is true for the objective function that defines the hierarchical
points. Since in this latter case of the hierarchical points, the minimization is univariate, it is
possible to obtain hierarchical points that are global minima of the relevant objective function
(third column of Tables 4 and 5). These points can be quite different, as one can see by comparing
columns two and three of Tables 4 and 5. Indeed, Figure 16 shows that the objective function
defining the second and third hierarchical points (and subsequent hierarchical points) possesses
multiple local minima. A surprising observation is that it turns out not to matter which hierarchical
points, the local minimizers (column two of Tables 4 and 5) or the global minimizers (column three
of Tables 4 and 5), are used as the initial guess to obtain the “best” points in column four of these
tables. Selecting suni f (the uniform points) as the initial guess produces in general a different set
of “best” points, however.
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cal points shp

1 , shp
2 and shp

3

The ROM ODE system resulting from the discretization (274) was advanced forward in time
using a nonlinear fourth order Runge-Kutta (RK-4) time integration scheme, with time step ∆τ =
10−3.

Figures 17 and 19 show the L2([0,1]) errors in the ROM solutions computed using M = 6 and
M = 10 Fourier cosine modes respectively with the interpolation outlined in Section 5.2. Errors
are computed relative to the snapshots for uniformly spaced interpolation points versus the “best”
points. It is found that using the “best” points reduces the error by an order of magnitude for
M = 6. One can also see by comparing Figures 17 and 19 that there is greater payoff in using the
“best” points for smaller M.

Figures 18 and 20 depict the limit cycle computed by the 6 and 10 mode ROMs (respectively)
with “best” points interpolation. There is a slight phase error when M = 6 because so few modes are
employed; nonetheless, it is clear that the nonlinear behavior, namely the limit cycle, is captured.
There is excellent agreement between the ROM limit cycle and the snapshot limit cycle for M = 10
(Figure 20): the non-linear behavior is captured with the correct phase/magnitude.

83



Table 4. Uniform (suni f ), hierarchical (shp) and “best” (sbp) points
for M = 6

suni f shp (local minimizer) shp (global minimizer) sbp

0.0000 0.0291 0.20 0.0572
0.2000 0.1202 0.25 0.2465
0.4000 0.2211 0.44 0.4203
0.6000 0.3252 0.72 0.5909
0.8000 0.4311 0.77 0.7578
1.0000 0.5378 0.78 0.9211

Table 5. Uniform (suni f ), hierarchical (shp) and “best” (sbp) points
for M = 10

suni f shp (local minimizer) shp (global minimizer) sbp

0.0000 0.0945 0.01 0.0291
0.1111 0.1021 0.04 0.1202
0.2222 0.2568 0.20 0.2211
0.3333 0.3355 0.25 0.3252
0.4444 0.4407 0.42 0.4311
0.5556 0.5490 0.44 0.5378
0.6667 0.6659 0.50 0.6443
0.7778 0.7014 0.77 0.7504
0.8889 0.8529 0.78 0.8560
1.0000 0.9157 0.87 0.9564
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Other Orthogonal Bases: Some Difficulties with a Proper Orthogonal Decomposition (POD)
Basis for the Tubular Reactor ROM

We end the discussion of the 1D non-linear tubular rector ROM with some comments regarding
the performance of the ROM with a Proper Orthogonal Decomposition (POD) basis11, instead of
a spectral basis like the Fourier cosine basis (283).

Numerical experiments with a POD basis suggest that POD is a poor choice of ROM basis for
this problem. In particular, it is observed that:

• The method of snapshots appears to break down when computing bases of M greater than
approximately 30 for the K = 700 snapshots of the field u. Non-orthogonal modes begin to
appear.

• The Fourier basis seems to be much more efficient at representing the nonlinear function
f (u) (244) than the POD basis.

The second point is likely the primary cause of the trouble. Indeed, POD is optimal in rep-
resenting u but not necessarily f (u), so its inadequacy is not entirely surprising. The excellent
results with a Fourier basis can further be attributed to the smoothness of this basis, as well as the
fact that the exact derivatives of the basis functions are available.

5.3 An Entropy-Stable and Efficient Reduced Order Model (ROM) for the
3D Compressible Navier-Stokes Equations

Having formulated the “best” points interpolation of [75, 74] in the context of a non-linear Galerkin
reduced order model, and demonstrated its application to a simple 1D non-linear convection-
diffusion-reaction system (Section 5.2), let us now turn our attention to the equations of interest,
namely the three-dimensional (3D) compressible Navier-Stokes equations. Following a discussion
of the fluid variables, the governing equations and the boundary conditions , we exhibit an entropy-
stable inner product for the Galerkin projection step , and formulate the “best” points interpolation
procedure outlined in Section 5.2 to handle the non-linear terms present in these equations.

Notation and Governing Equations

In terms of the conservation variables U, the Navier-Stokes equations can be written as12 [78]:

U,t +Fi,i = Fv
i,i +Fh

i,i (288)

11The reader is referred to Section 2.2 for an overview of Proper Orthogonal Decomposition (POD).
12Note that we are employing the so-called Einstein notation, or implied summation on repeated indices, so that,

e.g., Fi,i ≡ ∂F1
∂x1

+ ∂F2
∂x2

+ ∂F3
∂x3

.
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where, in three-dimensions (3D):

U≡




U1
U2
U3
U4
U5



≡




ρ
ρu1
ρu2
ρu3
ρe




(289)

Fi = uiU+ p




0
δ1i
δ2i
δ3i
ui




, Fv
i =




0
τ1i
τ2i
τ3i

τi ju j




, Fh
i =




0
0
0
0
−qi




(290)

for i = 1,2,3. Fi is known as the convective or Euler flux, Fv
i is the viscous flux, and Fh

i is the heat
flux. The variables and parameters appearing in (289)–(290) are defined in Table 6. The specific
heats are assumed to be positive constants. Moreover, we require that

µ≥ 0, λ+
2
3µ≥ 0, κ≥ 0 (291)

Table 6. Fluid variables
Variable Physical Meaning Expression

ρ fluid density
ui fluid velocity in the ith direction

δi j Kronecker delta δi j =

{
1, if i = j
0, otherwise

e total energy density e = ι+ 1
2u2

ι internal energy density ι = cvθ
θ absolute temperature
cv specific heat at constant volume
cp specific heat at constant pressure
γ ratio of specific heats γ = cp/cv
p fluid pressure p = (γ−1)ρι

τi j viscous stress τi j = λuk,kδi j +µ(ui, j +u j,i)
λ, µ viscosity coefficients
qi heat flux qi =−κθ,i
κ conductivity
η thermodynamic entropy density per unit mass

s nondimensional entropy s≡ η/cv = ln(pρ−γ)
[Gibbs’ equation]

t time
x position vector in Cartesian coordinates xT = (x1,x2,x3)
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(288) is the conservative form of the 3D compressible Navier-Stokes equations. These equa-
tions can also be written in non-conservative form as

U,t +AiU,i = (Ki jU, j),i (292)

where Ai ≡ Ai(U), Kv
i j ≡Kv

i j(U) and Kh
i j ≡Kh

i j(U) are defined by

Fi,i = Fi,UU,i ≡ AiU,i (293)

Fv
i ≡Kv

i jU, j (294)

Fh
i ≡Kh

i jU, j (295)

and
Ki j ≡Kv

i j +Kh
i j (296)

Let us for now neglect the far-field boundary conditions, so that we consider only the solid
wall boundary conditions, denoting the solid wall boundary of the domain Ω by ∂ΩW ≡ ∂Ω. The
relevant boundary conditions at the solid wall are:

no slip BC: u = 0, on ∂ΩW
adiabatic wall BC: ∇θ ·n = 0, on ∂ΩW

(297)

This document (Section 5.3) also includes a discussion of the no-penetration boundary condition:

no-penetration BC: u ·n = 0, on ∂ΩW (298)

which it may be desirable to implement, for instance, if the basis functions employed do not satisfy
the no-slip condition at the wall.

Clausius-Duhem Inequality, Entropy Variables and Symmetrization of the Navier-Stokes
Equations

In designing a Galerkin Reduced Order Model (ROM) for the compressible Navier Stokes equa-
tions (288), we are interested in defining an inner product in which the Galerkin projection will be
stable. As discussed in [76, 78], stability can be ensured by the energy method.

For the full (non-linear) Euler or Navier-Stokes equations, the energy method can be closely
related to the second law of thermodynamics, or the Clausius-Duhem inequality, namely

d
dt

Z

Ω
ρηdΩ≥−

Z

∂ΩW

qini
θ

dS (299)

where η is the thermodynamic entropy density per unit mass (Table 6). (299) essentially states that
the entropy of the system is non-decreasing. For (288), energy estimates, or the satisfaction of the
entropy inequality (299), imply that the semi-discrete solutions possess stability properties akin to
those of the exact solutions of the governing equations [76, 78]. We will call solutions that satisfy
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(299) “entropy-stable”. Our aim here is to develop a transformation (symmetrization) and define
an inner product such that the Clausius-Duhem inequality (299) is necessarily satisfied for the
Galerkin ROM we will build for the compressible Navier-Stokes equations (288) with boundary
conditions (297).

To develop a Clausius-Duhem inequality-preserving Galerkin projection of the equations (292),
let us introduce a change of variables U→ V:

U = U(V) (300)

We will refer to V as the “entropy variables”. In terms of the entropy variables V, the equations of
interest (292) are:

A0V,t + ÃiV,i− (K̃i jV, j),i = 0 (301)

where13

A0 ≡ U,V (302)

Ãi ≡ AiA0 (303)

K̃i j ≡Ki jA0 (304)

It is well-known that the matrices Ai in (292) are non-symmetric. However, it is also well-known
that all linear combinations of the Ai possess real eigenvalues and a complete set of eigenvectors,
meaning U,t + AiU,i = 0 constitutes a hyperbolic system of conservation laws. We seek a change
of variables (300) such that:

1. The matrices A0 and Ãi are symmetric, and

2. The matrix

K̃≡




K̃11 K̃12 K̃13
K̃21 K̃22 K̃23
K̃31 K̃32 K̃33


 (305)

is symmetric positive semi-definite.

If the transformation (300) is defined such that these properties hold, the resulting system in the
entropy variables will be a symmetric hyperbolic system.

Following the symmetrization approaches of [76, 78], we define the change of variables (300)
with the help of so-called generalized entropy functions. A generalized entropy function H ≡H(U)
is by definition a function that satisfies the following two conditions [78]:

1. H is convex14.
13The reader is referred to Section C.1 of Appendix C for explicit expressions of the symmetrized matrices (302)–

(304).
14The convexity of H is equivalent to the positive-definiteness of A0, since A−1

0 = V,U = H,UU.
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2. There exist scalar-valued functions σi ≡ σi(U), i = 1,2,3, referred to as entropy fluxes, such
that

H,UAi = σi,U (306)

The following theorems, quoted from [77], delineate the relationship between symmetric hyper-
bolic systems and generalized entropy functions, and will be employed in our symmetrization of
the equations (293):

Theorem 3.2.1 (Mock). A hyperbolic system of conservation laws possessing a generalized en-
tropy function becomes symmetric under the change of variables

VT = H,U (307)

Theorem 3.2.2 (Godunov). If a hyperbolic system can be symmetrized by introducing a change
of variables, then a generalized entropy function and corresponding entropy fluxes exist for this
system.

It is shown in [77, 78] that for the compressible Navier-Stokes equations (292), appropriate
choices for the entropy flux and entropy function are

σi = Hui, H =−ρg(s)≡−ρs (308)

respectively. Here s is the non-dimensional entropy, s = η/cv (Table 6), which satisfies s =
ln(pρ−γ)+ const.

With the choice of affine entropy flux (308), the transformation U→ V (307) is given by

V =
1
ρι




−U5 +ρι(γ+1− s)
U2
U3
U4
−U1




(309)

where

s = ln
[

(γ−1)ρι
U γ

1

]
(310)

ρι = U5−
1

2U1
(U2

2 +U2
3 +U2

4 ) (311)

The inverse mapping V→ U is given by

U = ρι




−V5
V2
V3
V4

1− 1
2V5

(V 2
2 +V 2

3 +V 2
4 )




(312)
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where

ρι =

[
γ−1

(−V5)γ

]1/(γ−1)

exp
( −s

γ−1

)
(313)

s = γ−V1 +
1

2V5
(V 2

2 +V 2
3 +V 2

4 ) (314)

We conclude the discussion by calling attention to the fact that the affine entropy flux (308) is
not homogeneous. To be called a homogeneous flux function [76], H must be selected such that:

U,VV = βU (315)

F̃i,VV = βF̃i (316)
for some β ∈ R, where F̃i ≡ Fi(V(U)) (the Euler fluxes in the transformed entropy variables). As
shown in [77], the viscous terms in the Navier-Stokes equations will be symmetric and positive def-
inite after symmetrization for any member H =−ρg(s) of Harten’s generalized entropy functions,
in particular the following family of exponential homogeneous flux functions:

h(s) = Keκs = K(pρ−γ), K,κ 6= 0 (317)

However, as proven in Section C.5 of Appendix C, if the heat flux term Fh
i,i is present in the

equations (288), the only way for the augmented heat flux matrix (305) to remain positive semi-
definite is if H is affine in s, i.e., if H has the form (308). It is for this reason that we have selected
the inhomogeneous entropy flux function (308) for the compressible Navier-Stokes equations (288)
instead of the homogeneous flux function (317). The latter could be used for the Euler equations
or the Navier-Stokes equations with Fh

i,i ≡ 0. In our case, since Fh
i,i 6= 0, we select (308) to obtain

the entropy-stability result in Theorem 5.3.1.

Entropy Stable Galerkin Projection of the Symmetrized Compressible Navier-Stokes Equa-
tions with Boundary Conditions

Let us now examine the stability of the Galerkin projection in the L2(Ω) inner product of the
symmetrized compressible Navier-Stokes equations (301) with boundary conditions (297). We
will say that the Galerkin projection is “entropy-stable” if it satisfies the Clausius-Duhem entropy
inequality (299), or the second law of thermodynamics. Per the discussion in [76, 78], we aim
to show that the change of variables (309) is such that when the transformed equations (301) are
projected onto an approximation mode, the Clausius-Duhem inequality is respected ab initio for
all numerical solutions.

Assume the entropy variables have been expanded in a vector basis {φφφi}M
i=1 ∈ R

5:

V(x, t)≈ VM(x, t) =
M
∑

m=1
am(t)φφφm(x) (318)

where the am(t) are the modal amplitudes (or ROM coefficients) to be solved for. Assume the basis
is orthonormal in the L2(Ω) inner product, so that (φφφi,φφφ j) = δi j for all i, j = 1, ...,M.
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Theorem 5.3.1. Consider the symmetrized compressible 3D Navier-Stokes equations (301) in an
open bounded domain Ω ⊂ R

3, with the no-slip and adiabatic wall boundary condition (297) on
the boundary ∂ΩW . Define the transformation U→ V given by the entropy flux (308), so that
the relationship between U and the entropy variables V is (309). Then the Galerkin projection of
(301) with boundary conditions (297) onto an approximation mode φφφ j in the L2(Ω) inner product
is “entropy stable” (i.e.., satisfies the entropy estimate (299)) if the approximation modes φφφ j satisfy
the no-slip condition on ∂ΩW , i.e., if

φ2
j = φ3

j = φ4
j = 0 (319)

for j = 1, ...,M where φi
j denotes the ith component of φφφ j for i = 1, ...,5.

Proof. Let us work out the projection of each of the terms at (301), one at a time. Premultiplying
(301) by VT and integrating over Ω, we have:

R

Ω VT A0V,tdΩ =
R

Ω H,UU,VV,tdΩ
=

R

Ω H,UU,tdΩ
=

R

Ω H,tdΩ
(320)

Note that
VT Ãi = (H,UAi)A0 = σi,UU,V = σi,V (321)

Now, for the convection term:
Z

Ω
VT Ãi

∂V
∂xi

dΩ =
Z

Ω
σi,V

∂V
∂xi︸ ︷︷ ︸

σi,i

dΩ =
Z

Ω
(Hui),idΩ (322)

Moving on to the diffusion term:
R

Ω VT (K̃i jV, j),idΩ =−R

Ω VT
,i K̃i jV, jdΩ+

R

Ω(VT K̃i jV, j),idΩ
=−R

Ω VT
,i K̃i jV, jdΩ+

R

∂ΩW VT K̃i jV, jdS
=−R

Ω VT
,i K̃i jV, jdΩ+

R

∂ΩW VT Ki jniA0V, jdS
=−R

Ω VT
,i K̃i jV, jdΩ+

R

∂ΩW VT (Kv
i j +Kh

i j)niU,VV, jdS
=−R

Ω VT
,i K̃i jV, jdΩ+

R

∂ΩW VT (Kv
i j +Kh

i j)niU, jdS
=−R

Ω VT
,i K̃i jV, jdΩ+

R

∂ΩW VT (Fv
i +Fh

i )nidS
=−R

Ω VT
,i K̃i jV, jdΩ+

R

∂ΩW VT Fv
i nidS + 1

cv

R

∂ΩW
qini

θ dS

(323)

The integrand in the first boundary integral in (323) becomes, after the application of the no-slip
condition (see (415))

[Fv
i ni]

ns =
µ

V 2
5




0
(−V5Vi+1,1 +Vi+1V5,1−V5V2,i +V2V5,i)ni
(−V5Vi+1,2 +Vi+1V5,2−V5V3,i +V3V5,i)ni
(−V5Vi+1,3 +Vi+1V5,3−V5V4,i +V4V5,i)ni

0




+λ
[−V5Vi+1,i +Vi+1V5,i

V 2
5

]



0
n1
n2
n3
0




(324)
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Let φφφ j ∈ R
5 be an approximation mode for the primal unknown field in the entropy variables,

V, and assume that φφφ j satisfies the no-slip condition (e.g., assume φ2
j ,φ3

j ,φ
4
j on ∂ΩW is zero-ed out

a posteriori in the implementation to ensure that it satisfies no-slip). Then, it follows from (324)
that [φφφT

j Fv
i ni]ns = 0 necessarily for all j, meaning [VT Fv

i ni]ns = 0.

Putting (320), (322) and (323) together, we obtain:

1
cv

R

Ω(ρη),tdΩ =
R

Ω cvVT
,i K̃i jV, jdΩ+ 1

cv

R

Ω

[
−(Hui),i−

(qi
θ
)
,i

]
dΩ

=
R

Ω cvVT
,i K̃i jV, jdΩ+ 1

cv

R

∂ΩW


−H uini︸︷︷︸

=0 (by no-slip BC)

−
(qi

θ
)

ni


dS

=
R

Ω cvVT
,i K̃i jV, jdΩ− 1

cv

R

∂ΩW

(qini
θ

)

︸ ︷︷ ︸
=0 (by adiabatic wall BC)

dS

≥ 0

(325)

or
d
dt

Z

Ω
ρηdΩ≥ 0 (326)

which implies non-decreasing entropy (299), and therefore entropy-stability of the Galerkin pro-
jection.

Weak Formulation and Implementation of Boundary Conditions (297) and (298)

Let us now formulate a weak implementation of the boundary conditions (297), using the vis-
cous fluxes to implement the no-slip condition. We also formulate the implementation of the
no-penetration boundary condition (298) using the convection term, which may be required for the
numerics if the basis functions φφφm do not satisfy the no-slip condition on ∂ΩW . Projecting (292)
onto the mode φφφm, gives:

R

Ω φφφT
mA0V,tdΩ =−R

Ω φφφT
mÃiV,idΩ+

R

Ω φφφT
m([K̃v

i j + K̃h
i j]V, j),idΩ

=
R

Ω(φφφT
mÃi),iVdΩ− R

Ω φφφT
m,iK̃i jV, jdΩ

−
Z

∂ΩW
φφφT

m[ÃiniV]npdS
︸ ︷︷ ︸

=Inp
m

+
Z

∂ΩW
φφφT

m[K̃v
i jniV, j]

nsdS
︸ ︷︷ ︸

=Insm

+
Z

∂ΩW
φφφT

m[K̃h
i jniV, j]

addS
︸ ︷︷ ︸

=Iadm
(327)

From Sections C.2–C.4 of Appendix C, we have that:

[ÃiniV]np =




0
−ριsn1
−ριsn2
−ριsn3

0




(328)
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[K̃v
i jniV, j]

ns =
µ

V 2
5




0
(−V5Vi+1,1 +Vi+1V5,1−V5V2,i +V2V5,i)ni
(−V5Vi+1,2 +Vi+1V5,2−V5V3,i +V3V5,i)ni
(−V5Vi+1,3 +Vi+1V5,3−V5V4,i +V4V5,i)ni

0




+λ
[−V5Vi+1,i +Vi+1V5,i

V 2
5

]



0
n1
n2
n3
0




(329)
and

[K̃h
i jniV, j]

ad = 0 (330)

Denoting
[φm]n ≡ φ2

mn1 +φ3
mn2 +φ4

mn3 (331)

we obtain the following expressions for the boundary integrals in (327) (Table 7).

Table 7. Boundary integrals arising from the weak implementa-
tion of the BCs (297)

Boundary Integral Expression

Inp
m

R

∂ΩW

[
γ−1

(−V5)2

] 1
γ−1 exp

(
−γ+V1− 1

2V5
(V 2

2 +V 2
3 +V 2

4 )

γ−1

)
[γ−V1 + 1

2V5
(V 2

2 +V 2
3 +V 2

4 )][φm]ndS

Ins
m

R

∂ΩW
1

V 2
5

[
−µ(V5Vi+1, j−Vi+1V5, j +V5Vj+1,i−Vj+1V5,i)niφm+1

−λ(V5Vi+1,i−Vi+1V5,i) [φm]n]dS
Iad
m 0

Note that if the approximation modes φφφm satisfy the no-slip condition on ∂ΩW , i.e., φ2
m = φ3

m =
φ4

m = 0, then the integrals Inp
m and Ins

m in Table 7 are identically 0: Inp
m = Ins

m ≡ 0.

The non-linearity in the full Navier-Stokes equations (288) is in the advection term, or Euler
fluxes Ai. Note, however, that the diffusive terms in the entropy variable analog of (288), namely
(301), are also non-linear, due to the fact that the symmetrizing matrix (Jacobian) A0 ≡ U,V is a
function of V. Hence, all the symmetrized matrices, namely Ãi and K̃i j will be non-linear in V; in
the ROM with boundary conditions, the boundary integrals (Table 7) will contain non-linearities
as well if the basis functions do not satisfy no-slip. Moreover, since A0 ≡ A0(V), while one has
that (φφφ j,φφφi) = δi j for any two basis functions φφφ j,φφφi,

(φφφi,A0φφφ j) 6= δi j (332)

A consequence of (332) is a mass matrix will appear in the semi-discrete ROM to be advanced
forward in time (see e.g., (366)).

Introducing the shorthand, for V1,V2 ∈ R
5:

(V1,V2)≡
Z

Ω
VT

1 V2dΩ, 〈V1,V2〉∂ΩW ≡
Z

∂ΩW
VT

1 V2dS (333)
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the governing equations (301) projected onto an approximation mode φφφm are

(φφφm,A0V,t)−
(
(φφφmÃi),i,V

)
+(φφφm,i,K̃i jV, j)−〈φφφm, [ÃiniV]np〉∂ΩW︸ ︷︷ ︸

=Inp
m

+〈φφφm, [K̃v
i jniV, j]

ns〉∂ΩW︸ ︷︷ ︸
=Insm

+〈φφφm, [K̃h
i jniV, j]

ad〉∂ΩW︸ ︷︷ ︸
=Iadm =0

= 0

(334)
or (setting Iad = 0; see Table 7)

(φφφm,A0V,t) =
(
φφφm,i, ÃiV

)
+
(
φφφm, Ãi,iV

)
− (φφφm,i,K̃i jV, j)+〈φφφm, [ÃiniV]np〉∂ΩW︸ ︷︷ ︸

=Inp
m

−〈φφφm, [K̃v
i jniV, j]

ns〉∂ΩW︸ ︷︷ ︸
=Insm

(335)

Substituting the modal expansion (318) into (335), one obtains

∑M
n=1 (φφφm, [A0]Mφφφn) ȧn =

(
φφφm,i, [Ãi]MVM

)
+
(
φφφm, [Ãi,i]NVM

)
− (φφφm,i, [K̃i j]MVM, j)

+〈φφφm, [ÃiniV]
np
M 〉∂ΩW −〈φφφm, [K̃v

i jniV, j]ns
M〉∂ΩW

(336)

where [A0]M ≡ A0(VM) = A0
(
∑M

n=1 an(t)φφφn
)

and similarly for the other matrices with “M” sub-
scripts in (336).

All the terms in the projected equations (335) contain non-linearities15, including the term on
the left-hand side. We will denote the non-linear terms as follows:

[f0(VM)]n = [A0]Mφφφn, n = 1, ...,M (337)

fi(VM)≡ [Ãi]MVM, i = 1,2,3 (338)
f4(VM)≡ [Ãi,i]MVM (339)

fi(VM)≡ [K̃i j]MVM, j, i = 5,6,7 (340)
f8(VM)≡ [ÃiniV]

np
M (341)

f9(VM)≡ [K̃v
i jniV, j]

ns
M (342)

Then (336) takes the form (for i = 1,2,3)

∑M
n=1 (φφφm, [f0(VM)]n) ȧn =

(
φφφm,i, fi(VM)

)
+(φφφm, f4(VM))− (φφφm,i, fi+4(VM))+ 〈φφφm, f8(VM)〉∂ΩW

−〈φφφm, f9(VM)〉∂ΩW
(343)

for t ∈ (0,T ] subject to the initial condition V(0,x) = V0(x). Once discretized in time, (343) will
yield a non-linear discrete system of equations that can be advanced in time using an explicit time
integration scheme, or by combining an implicit scheme with Newton’s method at each time step.
Note that, unlike in the case of a ROM for linear equations, the left-hand side of (343) will contain
a mass matrix that will need to be inverted during the time-integration of the ROM.

15As discussed in Section 5.3, if the approximation modes φφφm satisfy the no-slip condition at ∂ΩW the boundary
integrals Ins

m and Inp
m vanish.
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“Best Points” Interpolation for Non-Linear Projected Terms

As in the 1D tubular reactor problem of Section 5.2, applying the standard Galerkin reduced-order
model to (343) is inefficient due to the presence of the non-linear terms. To recover efficiency,
let us develop the coefficient function approximation (Section 5.2) to the non-linear terms in this
expression.

As outlined in Algorithm 1, one begins by computing snapshots K for the primal unknown field
V, at K different times tk:

S V ≡ {ξξξV
k (x) = Vk

h(x) : 1≤ k ≤ K} (344)
Given this set of snapshots of the flow field, one then computes snapshots for each of the non-linear
functions in (337) – (342):

S [f0]n ≡ {ξξξ[f0]n
k (x) = [f0(Vk

h(x))]n : 1≤ k ≤ K}, n = 1, ...,M (345)

S f j ≡ {ξξξf j
k (x) = f j(Vk

h(x)) : 1≤ k ≤ K}, j = 1, ...,9 (346)

From these snapshots, one solves for the “best” interpolation points for each of the non-linear
functions (337)–(342), denoted here by:

{z[f0]n
m }M

m=1 : “best” (or any) interpolation points for [f0]n,n = 1, ...,M (347)

{zf j
m}M

m=1 : “best” (or any) interpolation points for f j, j = 1, ...,9 (348)
following the approach outlined above in Section 5.2 and in [74].

We note that the main difference between the non-linear functions that appear in the projected
Navier-Stokes equations (343) and the projected equations for the tubular reactor (247) is that the
non-linear functions in the former are vector-valued. However, in practice, this poses no difficulty
for the solution procedure of Section 5.2, as this exact procedure can be applied to each component
of each of the non-linear vector-valued function in (337)–(342). For concreteness, let f j ∈ R

5

be any of the vector-valued functions in (337)–(342), and let f i
j denote the ith component of f j

for j = 0,1...,9, i = 1, ...,5. Then, each of the components of each of the functions f j can be

expanded in an orthonormal (scalar) basis as, denoted here by {φ f i
j

m}M
m=1. Now, we can define the

best approximations of the elements in the snapshot set as:

[ f i
j]
∗
M(Vk

h) =
M
∑

m=1
α

f i
j

m φ
f i

j
m (x), 1≤ k ≤ K (349)

where
α

f i
j

m = (φm, f i
j(Vk

h(·))), m = 1, ...,M,1≤ k ≤ K (350)
for i = 1, ...,5, j = 0,1, ...,9. Now, the interpolation points for each component of each nonlinear
function {z f i

j
m}M

m=1 ∈Ω⊂ R
3 are defined as the solution to the following optimization problem:

minz1,...,zM∈Ω

∣∣∣∣
∣∣∣∣[ f i

j]
∗
M(·)−∑M

m=1 β
f i

j
m (z1, ...,zM)φ

f i
j

m

∣∣∣∣
∣∣∣∣
2

∑M
n=1 φ

f i
j

n (zm)β
f i

j
n (z1, ...,zM) = f i

j(zm), 1≤ m≤M
(351)
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Substituting (349) into (351) and invoking the orthonormality of the {φ f i
j

m}M
m=1, we obtain:

minz1,...,zM∈Ω ∑M
m=1(α

f i
j

m −β
f i

j
m (z1, ...,zM))2

∑M
n=1 φ

f i
j

n (zm)β
f i

j
n (z1, ...,zM) = f i

j(zm), 1≤ m≤M
(352)

i.e., the set of points {z f i
j

m}M
m=1 is determined to minimize the average error between the interpolants

[ f i
j]M(·) and the best approximations [ f i

j]
∗
M(·). Comparing the optimization problems (352) and

(263), one can see that these are identical, with the general function f in (263) replaced by f i
j,

the ith component of f j, one of the non-linear functions in (337)–(342), and so we refer the reader
to Section 5.2 for details of the solution procedure for the “best” (or, hierarchical, if desired)
interpolation points.

Given a set of interpolation points z f i
j

m for f i
j, one can define the cardinal function {ψ f i

j
m} for f i

j
by

φφφ
f i

j
M(x) = A f i

jψψψ
f i

j
M(x) (353)

where φφφ
f i

j
M(x) = (φ

f i
j

1 (x), ...,φ
f i

j
M(x))T and ψψψ

f i
j

M(x) = (ψ
f i

j
1 (x), ...,ψ

f i
j

M(x))T , and A
f i

j
mn = φ

f i
j

n (z f i
j

m ). As

before, the (scalar) cardinal functions ψ
f i

j
m satisfy ψ

f i
j

m (z f i
j

n ) = δmn. Given the interpolation points
{z f i

j
m}M

m=1 and cardinal functions {ψ f i
j

m} (353), one can approximate the ith component (i = 1, ...,5)
of f j (337) – (342) by

[ f i
0(V)]n ≈ [[ f i

0]M(V)]n =
M
∑

m=1
[ f i

0]n(V(z[ f i
0]nm ))ψ[ f i

0]nm ∈ R, n = 1, ...,M (354)

f i
j(V)≈ [ f i

j]M(V) =
M
∑

m=1
f i

j(V(z f i
j

m ))ψ
f i

j
m ∈ R, i = 1, ..,5, j = 1, ...,9 (355)

Reduced Order Approximation to the Symmetrized Compressible Navier-Stokes Equations
with Interpolation

Our reduced-order approximation, (343) but now with interpolation, is obtained from (354) and
(355) and takes the following form

∑M
n=1(φφφm, [f0(aM)]n)ȧn =

(
φφφm,i, fi(aM)

)
+(φφφm, f4(aM))− (φφφm,i, fi+4(aM))

−〈φφφm, f8(aM)〉∂ΩW −〈φφφm, f9(aM)〉∂ΩW
(356)

for m = 1, ...,M, where aT
M ≡ (a1, ...,aM) ∈ R

M and

[ f i
0]n ≈ [ f i

0(aM)]n =
M
∑

m=1
[ f i

0]n

(
m
∑

m=1
am(t)φφφm(z[ f i

0]nm )

)
ψ[ f i

0]nm (x), n = 1, ...,M (357)
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f i
j ≈ f i

j(aM) =
M
∑

m=1
f i

j

(
m
∑

m=1
am(t)φφφm(z f i

j
m )

)
ψ

f i
j

m (x), j = 1, ...,9 (358)

It is convenient to write (356) in matrix/vector form, as would be required for numerical im-
plementation. To do this, note that, for the ith, i = 1, ...,5 component of f j(aM) and for l = 1, ...,M,
we have that (implied summation on the i = 1, ...,5, and letting φi

l denote the ith component of φφφl):

(φφφl, f j(aM)) =
(

φi
l, f i

j(aM)
)

=

(
φi

l,∑
M
m=1 f i

j

(
∑M

n=1 anφφφn(z
f i

j
m )

)
ψ

f i
j

m

)

=
R

Ω φi
l

[
∑M

m=1

{
f i

j

(
∑M

n=1 anφφφn(z
f i

j
m )

)}
ψ

f i
j

m

]
dΩ

= ∑M
m=1

[
Z

Ω
(φ1

l ψ
f 1

j
m ,φ2

l ψ
f 2

j
m ,φ3

l ψ
f 3

j
m ,φ4

l ψ
f 4

j
m ,φ5

l ψ
f 5

j
m )dΩ

]

︸ ︷︷ ︸
∈R1×5

f j

(
M
∑
n=1

anφφφn(z
f j
m)

)

︸ ︷︷ ︸
∈R5×1

(359)

where, to further clarify the notation:

f j

(
N
∑
n=1

anφφφn(z
f j
m)

)
≡




f 1
j

(
∑m

n=1 anφφφn(z
f 1

j
m )

)

f 2
j

(
∑M

n=1 anφφφn(z
f 2

j
m )

)

f 3
j

(
∑M

n=1 anφφφn(z
f 3

j
m )

)

f 4
j

(
∑M

n=1 anφφφn(z
f 4

j
m )

)

f 5
j

(
∑m

n=1 anφφφn(z
f 5

j
m )

)




∈ R
5 (360)

(359) is a matrix/vector product of the form Gf jf j(Df jaM) where

Gf j
l,[5(m−1)+1:5m] =

Z

Ω
(φ1

l ψ
f 1

j
m ,φ2

l ψ
f 2

j
m ,φ3

l ψ
f 3

j
m ,φ4

l ψ
f 4

j
m ,φ5

l ψ
f 5

j
m )dΩ ∈ R

1×5 (361)

for 1≤ l,m≤M (so that Gf j ∈ R
M×5M), and

Df j ≡




φφφ1(z
f j
1 ) . . . φφφN(zf j

1 )
... . . . ...

φφφ1(z
f j
M) . . . φφφN(zf j

M)


 ∈ R

5M×N (362)
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By φφφm(zf j
n ) we mean

φφφm(zf j
n )≡




φ1
m(z f 1

j
n )

φ2
m(z f 2

j
n )

φ3
m(z f 3

j
n )

φ4
m(z f 4

j
n )

φ5
m(z f 5

j
n )




∈ R
5, 1≤ m,n≤M (363)

f j(Df jaM) ∈ R
5M is defined analogously to (276).

Similarly, turning one’s attention to the left-hand side of (356) (with implied summation on
i = 1, ...,5 as in (359)):

∑M
k=1(φφφl, [f0(aM)]k)ȧk = ∑M

k=1
(
φi

l , [ f i
0(aM)]k

)
ȧk

= ∑M
k=1

(
φi

l,∑
M
m=1

[
f i
0

(
∑M

n=1 anφφφn(z
[ f i

0]km )
)]

k
ψ[ f i

0]km
)

ȧk

= ∑M
k=1 ȧk

R

Ω φi
l

{
∑M

m=1

[
f i
0

(
∑M

n=1 anφφφn(z
[ f i

0]km )
)]

k
ψ[ f i

0]km
}

dΩ

= ∑M
k=1





∑M
m=1

[
Z

Ω
(φ1

l ψ[ f 1
0 ]k

m ,φ2
l ψ[ f 2

0 ]k
m ,φ3

l ψ[ f 3
0 ]k

m ,φ4
l ψ[ f 4

0 ]k
m ,φ5

l ψ[ f 5
0 ]k

m )dΩ
]

︸ ︷︷ ︸
∈R1×5

·

[
f0

(
M

∑
n=1

anφφφn(z
[f0]k
m )

)]

k︸ ︷︷ ︸
∈R5×1





ȧk

(364)

The entries of the mass matrix can be “read off” from (364), namely

M[1:M],k = G[f0]k [f0]k
(

D[f0]kaM
)
∈ R

M (365)

for 1≤ k ≤M, where G[f0]k and D[f0]k are defined analogously to (361) and (362) respectively.

With this notation in place, (356) can be written in matrix/vector form as

MȧM = Gfifi(DfiaM)+G4f4(Df4aM)−Gfi+4fi+4(Dfi+4aM)−Gf8f8(Df8aM)−Gf9f9(Df9aM)

(366)
(implied summation on i = 1,2,3). (366) can be integrated in time using a standard explicit
time-integration scheme, or an implicit time-integration scheme, with the application of Newton’s
method at each time step. We emphasize again that the result of formulating the ROM with interpo-
lation is all the inner-products are contained in the Gf j matrices (361), which can be pre-computed
prior to time integration of and/or application of Newton’s method to the ROM ODE system (366).
Similarly, the interpolated mass matrix (365) can also be pre-computed. The time-integration of
the ROM ODE system (366) will require inversion of this matrix, but since the number of modes
M will in general be quite small, the relative cost of this inversion is small.
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5.4 Conclusions

The present work has focused on techniques for building entropy-stable reduced order models
(ROMs) governed by non-linear partial differential equations (PDEs) in fluid mechanics. It turns
out that one can bypass the need to recompute inner products involving the non-linear terms at
each time or Newton step, thereby reducing the on-line computational complexity of the ROM, by
handling the nonlinearities using a “best” points interpolation algorithm [75, 74].

The said “best” points interpolation approach was tested on a model one-dimensional (1D)
convection-diffusion-reaction system of equations representing the flow through a non-adiabatic
tubular reactor [79]. Numerical tests on this simple non-linear problem revealed that the interpo-
lation procedure successfully captures the non-linear behavior (e.g., limit cycles) of the solution
when a spectral basis is employed. It also revealed some shortcomings of the Proper Orthogonal
Decomposition (POD) basis that one may wish to examine further in future work.

Following this preliminary testing of the interpolation, attention was turned to the key equations
in fluid dynamics, namely the compressible three-dimensional (3D) Navier-Stokes equations. The
nonlinearity present in these equations presents a challenge for developing provably stable ROMs.
This challenge was addressed with the help of a transformation that effectively symmetrizes these
equations. The Galerkin projection of these equations gives a discrete model that obeys the second
law of thermodynamics. Following a proof of the entropy-stability of the ROM solution with
appropriate boundary condition, an efficient “best” points interpolation procedure was formulated
to handle the non-linear terms in the symmetrized equations. Given this formulation, it should be
straight forward to implement the Navier-Stokes ROM with the proposed interpolation, and to test
the performance of this solution under different choices of bases.
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Appendix A Mathematical Details for Numerical Analysis of
the Fluid ROM

A.1 Projection Operator

Let V and V M be vector spaces. By definition, a projection operator ΠM : V → V M has the
following properties:

1. For all u ∈ V , ΠM(ΠMu) = ΠMu (that is, ΠM is idempotent).

2. For all u,v ∈ V , ΠM(u+ v) = ΠMu+ΠMv (that is, ΠM is linear).

3. ||ΠM||= 1 for any norm || · || on V (a consequence 1. above).

4. For all u∈V , ∂(ΠMu)
∂t = ΠM

(
∂u
∂t

)
(that is, ΠM is a spatial-only operator, so time-differentiation

commutes with projection).

5. For all v ∈ V M, ΠMv = v.

6. For all v ∈ (V M)⊥, ΠMv = 0 (here (V M)⊥ denotes the subspace orthogonal to V M).

A.2 Diagonalization of An

Let An ≡A1n1 +A2n2 +A3n3. The matrices S that diagonalize An (so that An = SΛΛΛnS−1, with ΛΛΛn
given in (15)) are:

S =




0 n3 n2
1
2n1 −1

2n1
n3 0 −n1

1
2n2 −1

2n2
−n2 −n1 0 1

2n3 −1
2n3

n1 −n2 n3 − ζ̄
2c̄ − ζ̄

2c̄
0 0 0 γ p̄

2c̄
γ p̄
2c̄




, S−1 =




0 n3 −n2 n1
ζ̄
γ p̄n1

n3 0 −n1 −n2 − ζ̄
γ p̄n2

n2 −n1 0 n3
ζ̄
γ p̄n3

n1 n2 n3 0 c̄
γ p̄

−n1 −n2 −n3 0 c̄
γ p̄




(367)

102



It follows that

V′ ≡ S−1q′ =




(n3u′2−n2u′3 +n1ζ′)+ ζ̄
γ p̄n1 p′

(n3u′1−n1u′3−n2ζ′)− ζ̄
γ p̄n2 p′

(n2u′1−n1u′2 +n3ζ′)+ ζ̄
γ p̄n3 p′

u′n + ζ̄
c̄ p′

−u′n + ζ̄
c̄ p′




=




∑M
k=1

[
n1

(
φ4

k +
(

ζ̄
c̄

)2
φ5

k

)
−n2φ3

k +n3φ2
k

]
ak(t)

∑M
k=1

[
−n1φ3

k−n2

(
φ4

k +
(

ζ̄
c̄

)2
φ5

k

)
+n3φ1

k

]
ak(t)

∑M
k=1

[
−n1φ2

k +n2φ1
k +n3

(
φ4

k +
(

ζ̄
c̄

)2
φ5

k

)]
ak(t)

∑M
k=1

[
n1φ1

k +n2φ2
k +n3φ3

k + ζ̄
c̄ φ5

k

]
ak(t)

∑M
k=1

[
−n1φ1

k−n2φ2
k−n3φ3

k + ζ̄
c̄ φ5

k

]
ak(t)




(368)

where φφφT
k ≡

(
φ1

k φ2
k φ3

k φ4
k φ5

k
)
∈ R

5 is the ROM basis vector.

A.3 Well-Posedness

Consider a general initial-boundary value problem (IBVP) of the form

∂u
∂t = Pu+F, t ≥ 0

Bu = g
u = f , t = 0

(369)

Here, P is a differential operator in space, and B is a boundary operator acting on the solution at
the spatial boundary.

Definition 2.8 in [30]: The IBVP (369) is well-posed if for F = 0, g = 0, there is a unique
solution satisfying

||u(·, t)|| ≤ Keβt || f (·)|| (370)

where K and β are constants independent of f (x).
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A.4 Stability

Consider the following semi-discrete problem:

du j
dt = Qu j +Fj, j = 1,2, . . . ,N−1

Bhu = g(t)
u j(0) = f j, j = 1,2, . . . ,N

(371)

where Q is a discretizing operator, Fj and f j are the discretized version of F and f respectively,
and Bhu denotes the complete set of discretized boundary conditions. Let || · ||h be a discrete norm.

Definition 2.11 in [30]: The semi-discrete IBVP (371) is stable if there is a unique solution
satisfying

||u(·, t)||h ≤ Keβt || f (·)‖|h (372)

where K and β are constants independent of f and g.
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Appendix B Mathematical Details for Numerical Analysis of
the Coupled Fluid/Structure ROM

B.1 Lyapunov Stability Condition

A continuous-time linear time-invariant system Ẋ = AX is Lyapunov stable if and only if all the
eigenvalues of A have real parts less than or equal to 0, and those with real parts equal to 0 are
non-repeated.

B.2 Energy Matrix Stability Analysis Techniques for Coupled Systems [72]

In trying to study the stability of the coupled system (195), the following theorems, proven in [72],
can be useful. First, a definition, quoted from [72]:

Definition 3.1 in [72]. We say that a matrix K is ‘stable’ if and only if:

1. K is diagonalizable in C.

2. ∀λ ∈ Sp(K),R (λ)≤ 0.

Theorem 3.1 in [72]. A real, symmetric positive definite (RSPD) matrix EK is an energy matrix
for K if and only if for all X that solve Ẋ = KX, 1

2
d
dt
(
XT EKX

)
≤ 0.

Theorem 3.4 in [72]. If A and D are two real, stable matrices with energy matrices EA and ED,
then {

EAB+(EDC)T = 0
}
⇒
{

K =

(
A B
C D

)
is a stable matrix.

}
(373)
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Appendix C Mathematical Expressions and Details for the
Non-Linear Fluid ROM

C.1 Euler Fluxes in the Entropy Variables and Symmetrized Matrices

To simplify the notation, let us introduce the following variables16:

γ̄ = γ−1, k1 = 1
2V5

(V 2
2 +V 2

3 +V 2
4 ), k2 = k1− γ,

k3 = k2
1−2γk1 + γ, k4 = k2− γ̄, k5 = k2

2− γ̄(k1 + k2),
c1 = γ̄V5−V 2

2 , d1 =−V2V3, e1 = V2V5,
c2 = γ̄V5−V 2

3 , d2 =−V2V4, e2 = V3V5,
c3 = γ̄V5−V 2

4 , d3 =−V3V4, e3 = V4V5.

(374)

In the entropy variables V, the Euler fluxes Fi(V) are given by:

F1(V) =
ρι
V5




e1
c1
d1
d2

k2V2




, F2(V) =
ρι
V5




e2
d1
c2
d3

k2V3




, F3(V) =
ρι
V5




e3
d2
d3
c3

k2V4




(375)

The symmetrizing matrix A0 and its inverse are given by

A0 = U,V =
ρι
γ̄V5




−V 2
5 e1 e2 e3 V5(1− k1)

c1 d1 d2 V2k2
c2 d3 V3k2

c3 V4k2
symm. −k3




(376)

and

A−1
0 = V,U =− 1

ριV5




k2
1 + γ k1V2 k1V3 k1V4 (k1 +1)V5

V 2
2 −V5 −d1 −d2 e1

V 2
3 −V5 −d3 e2

V 2
4 −V5 e3

symm. V 2
5




(377)

The Jacobians of the Euler fluxes are:

Ã1 = F1,V =
ρι

γ̄V 2
5




e1V5 c1V5 d1V5 d2V5 k2e1
−(c1 +2γ̄V5)V2 −c1V3 −c1V4 c1k2 + γ̄V 2

2
−c2V2 −d1V4 k4d1

−c3V2 k4d2
symm. k5V2




(378)

16This section is repeated here from the Appendix of [78] to make this document self-contained.
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Ã2 = F2,V =
ρι

γ̄V 2
5




e2V5 d1V5 c2V5 d3V5 k2e2
−c1V3 −c2V2 −d1V4 k4d1

−(c2 +2γ̄V5)V3 −c2V4 c2k2 + γ̄V 2
3

−c3V3 k4d3
symm. k5V3




(379)

Ã3 = F3,V =
ρι

γ̄V 2
5




e3V5 d2V57d3V5 c3V5 k2e3
−c1V4 −d2V3 −c3V2 k4d2

−c2V4 −c3V3 k4d3
−(c3 +2γ̄V5)V4 c3k2 + γ̄V 2

4
symm. k5V4




(380)

The velocity and temperature can be written in the entropy variables as:

ui(V) =−Vi+1
V5

, i = 1,2,3 (381)

θ(V) =− 1
cvV5

(382)

The gradients of the viscous and heat fluxes are given by:

ui, j =
−V5Vi+1, j +Vi+1V5, j

V 2
5

(383)

κθ,i =
γµ
Pr

1
V 2

5
V5,i (384)

where Pr ≡ µcp/κ is the Prandtl number.

Finally, the symmetrized viscous and heat flux matrices K̃i j ≡ K̃v
i j + K̃h

i j are given by:

K̃11 =
1

V 3
5




0 0 0 0 0
0 −(γ−2µ)V 2

5 0 0 (λ+2µ)e1
0 0 −µV 2

5 0 µe2
0 0 0 −µV 2

5 µe3

0 (λ+2µ)e1 µe2 µe3 −
[
(λ+2µ)V 2

2 +µ(V 2
3 +V 2

4 )− γµV5
Pr

]




(385)

K̃12 =
1

V 3
5




0 0 0 0 0
0 0 −λV 2

5 0 λe2
0 −µV 2

5 0 0 µe1
0 0 0 0 0
0 µe2 λe1 0 (λ+µ)d1




(386)

K̃13 =
1

V 3
5




0 0 0 0 0
0 0 0 −λV 2

5 λe3
0 0 0 0 0
0 −µV 2

5 0 0 µe1
0 µe3 0 λe1 (λ+µ)d2




(387)
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K̃22 =
1

V 3
5




0 0 0 0 0
0 −µV 2

5 0 0 µe1
0 0 −(λ+2µ)V 2

5 0 (λ+2µ)e2
0 0 0 −µV 2

5 µe3

0 µe1 (λ+2µ)e2 µe3 −
[
(λ+2µ)V 2

3 +µ(V 2
2 +V 2

4 )− γµV5
Pr

]




(388)

K̃23 =
1

V 3
5




0 0 0 0 0
0 0 0 0 0
0 0 0 −λV 2

5 λe3
0 0 −µV 2

5 0 µe2
0 0 µe3 λe2 (λ+µ)d3




(389)

K̃33 =
1

V 3
5




0 0 0 0 0
0 −µV 2

5 0 0 µe1
0 0 −µV 2

5 0 µe2
0 0 0− (λ+2µ)V 2

5 (λ+2µ)e3

0 µe1 µe2 (λ+2µ)e3 −
[
(λ+2µ)V 2

4 +µ(V 2
2 +V 2

3 )− γµV5
Pr

]




(390)
with

K̃21 = K̃T
12, K̃31 = K̃T

13, K̃32 = K̃T
23 (391)

C.2 The Matrix Ãini and Application of No-Penetration Boundary Condi-
tion

Given the symmetrized Euler flux matrices (378)–(380), and letting nT = (n1,n2,n3) denote an
outward normal vector to some boundary ∂ΩW in the domain, one has that:

Ãini =




ρ
γ−1(u ·n) ριn1 + ρ

γ−1(u ·n)u1 ριn2 + ρ
γ−1(u ·n)u2

ρι(u ·n)+2ριu1n1 + ρ
γ−1 u2

1(u ·n) ρι(u2n1 +u1n2)+ ρ
γ−1 u1u2(u ·n)

ρι(u ·n)+2ριu2n2 + ρ
γ−1 u2

2(u ·n)

symm.

ριn3 + ρ
γ−1(u ·n)u3

ρ
γ−1(u ·n)

[1
2 u2 + γι

]

ρι [u3n1 +u1n3]+
ρ

γ−1 u1u3(u ·n) ρι
( 1

2 u2 + γι
)

n1 + ρ
γ−1
[( 1

2 u2 + ιγ
)
+ ι(γ−1)

]
u1(u ·n)

ρ
γ−1 u2u3(u ·n)+ρι(u3n2 +u2n3) ρι

( 1
2 u2 + ιγ

)
n2 + ρ

γ−1
[( 1

2 u2 + ιγ
)
+ ι(γ−1)

]
u2(u ·n)

ρι(u ·n)+2ριu3n3 + ρ
γ−1 u2

3(u ·n)
( 1

2 u2 + iγ
)

ριn3 + ρ
γ−1
([ 1

2 u2 + ιγ
]
+ ι [γ−1]

)
u3(u ·n)

ρ
γ−1
[1

4 u4 + ι(u2 + γι)(2γ−1)
]
(u ·n)




(392)
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It is straight forward to apply the no-penetration boundary condition, u ·n = 0 on ∂ΩW to (392):

[Ãini]
np =




0 ριn1 ριn2 ριn3 0
2ριu1n1 ρι(u2n1 +u1n2) ρι [u3n1 +u1n3] ρι

(1
2u2 + γι

)
n1

2ριu2n2 ρι(u3n2 +u2n3) ρι
(1

2u2 + ιγ
)

n2
2ριu3n3

(1
2u2 + ιγ

)
ριn3

0




(393)

so that

[ÃiniV]np =




0
−ριsn1
−ριsn2
−ριsn3

0




(394)

and
VT [AiniV]np =−ρs(u ·n)

= Huini
= σini

(395)

Note that by the divergence theorem,
Z

Ω
(Hui), idΩ =

Z

Ω
σi,idΩ =

Z

∂ΩW
σinidS (396)

C.3 The Matrices K̃v
i jni and Application of No-Slip Boundary Condition

From (385)–(391), letting nT = (n1,n2,n3) denote the outward unit normal vector to some relevant
boundary ∂ΩW :

K̃v
11V,1 =




0
(λ+2µ)u1,1

µu2,1
µu3,1

−(λ+2µ)V2
V5

u1,1−µV3
V5

u2,1−µV4
V5

u3,1




(397)

K̃v
12V,2 =




0
λu2,2
µu1,2

0
−µV3

V5
u1,2−λV2

V5
u2,2




(398)

K̃v
13V,3 =




0
λu3,3

0
µu1,3

−µV4
V5

u1,3−λV2
V5

u3,3




(399)
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So that

K̃1 jV, j =




0
(λ+2µ)u1,1 +λu2,2 +λu3,3

µu2,1 +µu1,2
µu3,1 +µu1,3

−(λ+2µ)V2
V5

u1,1−µV3
V5

u2,1−µV4
V5

u3,1−µV3
V5

u1,2−λV2
V5

u2,2−µV4
V5

u1,3−λV2
V5

u3,3




(400)
meaning

VT K̃1 jV, j = (λ+2µ)u1,1V2 +λu2,2V2 +λu3,3V2 +µu2,1V3 +µu1,2V3 +µu3,1V4 +µu1,3V4
−(λ+2µ)V2u1,1−µV3u2,1−µV4u3,1−µV3u1,2−λV2u2,2−µV4u1,3−λV2u3,3
= 0

(401)
(as asserted by Hughes in [78]). Moreover, applying the no-slip condition u = 0 on ∂ΩW , one has
that

[K̃1 jV, j]
ns =




0
2µu1,1 +λ(u1,1 +u2,2 +u3,3)

µ(u2,1 +u1,2)
µ(u3,1 +u1,3)

0




(402)

Next:

K̃v
21V,1 =

1
V 3

5




0
µV5[−V5V3,1 +µV3V5,1]
λV5[−V5V2,1 +V2V5,1]

0
−λV3[−V5V2,1 +V2V5,1]+µV2[V5V3,1−V3V5,1]




(403)

K̃v
22V,2 =




0
µu1,2

(λ+2µ)u2,2
µu3,2

−µV2
V5

u1,2−µV4
V5

u3,2− (λ+2µ)V3
V5

u2,2




(404)

K̃v
23V,3 =




0
0

λu3,3
µu2,3

−µV4
V5

u2,3−λV3
V5

u3,3




(405)

It follows that

K2 jV, j =




0
µu2,1 +µu1,2

λu1,1 +(λ+2µ)u2,2 +λu3,3
µu3,2 +µu2,3

−λV3
V5

u1,1−µV2
V5

u2,1−µV4
V5

u2,3−λV3
V5

u3,3−µV2
V5

u1,2−µV4
V5

u3,2− (λ+2µ)V3
V5

u2,2




(406)
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so that

VT K2 jV, j = µu2,1V2 +µu1,2V2 +λu1,1V3 +(λ+2µ)u2,2V3 +λu3,3V3 +µu3,2V4 +µu2,3V4
−λV3u1,1−µV2u2,1−µV4u2,3−λV3u3,3−µV2u1,2−µV4u3,2− (λ+2µ)V3u2,2
= 0

(407)
(also as Hughes asserts [78]). Then, applying the no-slip condition, u = 0 on ∂ΩW :

[K2 jV, j]
ns =




0
µ(u2,1 +u1,2)

λ(u1,1 +u2,2 +u3,3)+2µu2,2
µ(u3,2 +u2,3)

0




(408)

Finally:

K̃v
31V,1 =

1
V 3

5




0
µu3,1

0
λu1,1

−λV4
V5

u1,1−µV2
V5

u3,1




(409)

K̃v
32V,2 =




0
0

µu3,2
λu2,2

−λV4
V5

u2,2−µV3
V5

u3,2




(410)

K̃v
33V,3 =




0
µu1,3
µu2,3

(λ+2µ)u3,3
−µV2

V5
u1,3−µV3

V5
u2,3− (λ+2µ)V4

V5
u3,3




(411)

so that

K̃v
3 jV, j =




0
µ(u3,1 +u1,3)
µ(u3,2 +u2,3)

λ(u1,1 +u2,2 +u3,3)+2µu3,3
−λV4

V5
u1,1−µV2

V5
u3,1−λV4

V5
u2,2−µV3

V5
u3,2−µV2

V5
u1,3−µV3

V5
u2,3− (λ+2µ)V4

V5
u3,3




(412)
which confirms that

VT K̃v
3 jV, j = µu3,1V2 +µu1,3V2 +µu3,2V3 +µu2,3V3 +λu1,1V4 +λu2,2V4 +(λ+2µ)u3,3V4

−λV4u1,1−µV2u3,1−λV4u2,2−µV3u3,2−µV2u1,3−µV3u2,3− (λ+2µ)V4u3,3
= 0

(413)
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As for the application of the no-slip condition (u = 0 on ∂ΩW ):

[K̃v
3 jV, j]

ns =




0
µ(u3,1 +u1,3)
µ(u3,2 +u2,3)

λ(u1,1 +u2,2 +u3,3)+2µu3,3
0




(414)

Putting everything together, we obtain the matrix stemming from the application of the no-slip
condition u = 0 on ∂ΩW :

[K̃i jniV, j]
ns =

µ
V 2

5




0
(−V5Vi+1,1 +Vi+1V5,1−V5V2,i +V2V5,i)ni
(−V5Vi+1,2 +Vi+1V5,2−V5V3,i +V3V5,i)ni
(−V5Vi+1,3 +Vi+1V5,3−V5V4,i +V4V5,i)ni

0




+λ
[−V5Vi+1,i +Vi+1V5,i

V 2
5

]



0
n1
n2
n3
0




(415)

An interesting observation is that components (2 : 4) of [K̃i jniV, j]ns are

[K̃i jniV, j]
ns
2:4 = [2µS+λ∇ ·uI]n (416)

where S is the strain tensor, with components given by

Si j =
1
2(ui, j +u j,i) (417)

Recall that the general deformation law for a Newtonian viscous fluid is (see equation (11) in [78]):

τi j = 2µSi j +δi jλ∇ ·u (418)

Moreover, the governing momentum equations have the form:

ρ
Du
Dt = ∇ · τi j (419)

If we set Du
Dt = 0 at the wall (i.e., assume the fluid is at rest at the wall), then (419) implies that

∇ · τi j = 0 at the wall, or τi j ·n = 0 at the wall (by the divergence theorem). Then (418) implies
that [2µS+λ∇ ·uI]n = 0 at the wall.

C.4 The Matrices K̃h
i jni and Application of the Adiabatic-Wall Boundary

Condition

Let θ denote the absolute temperature. Then, from (45) in [78],

K̃h
i jniV, j = Fh

i ni =




0
0
0
0

κθ,ini




(420)
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Suppose the wall is adiabatic, i.e., θ,ini = 0. Then

[K̃h
i jniV, j]

ad = 0 (421)

C.5 Proof of Indefiniteness of Heat Flux Matrix K̃h
i j with Harten’s Family of

Homogeneous Generalized Entropy Flux Functions

Suppose we wish to use a homogeneous entropy flux function, from Harten’s family of homoge-
neous generalized entropy flux functions [77]:

H(s) = Ke
s

α+γ (422)

where α,K ∈ R.

Without loss of generality, consider the 1D case. Refer to [76]. In particular, we have:

U =




ρ
ρu
E


≡




U1
U2
U3


 (423)

where
p = (γ−1)

(
E− 1

2ρu2
)

(424)

It is shown in [76] that with the generalized entropy flux function (422), the entropy variables in
terms of the primitive variables are:

V =
p∗
p




U3 + α−1
γ−1 p

−U2
U1


≡




V1
V2
V3


 (425)

where

p∗ =
γ−1

α

(
V1−

1
2

V 2
2

V3

)
(426)

The inverse transformation is given by:

U =
p
p∗




V3
−V2

V1− α−1
γ−1 p∗


 (427)

Assuming a calorically-perfect gas,

E = ρ
(

cvT − 1
2u2
)

(428)
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where T is the temperature (denoted θ in [78]) . Let us work this out in terms of the variables U
and V:

E = ρcvT + ρu2

2
U3 = U1cvT +

U2
2

2U1

V1− α−1
γ−1 p∗ = V3cvT + 1

2
V 2

2
V3

V1− α−1
γ−1

γ−1
α

(
V1− 1

2
V 2

2
V3

)
= V3cvT + 1

2
V 2

2
V3(

V1− 1
2

V 2
2

V3

)
− α−1

α

(
V1− 1

2
V 2

2
V3

)
= V3cvT

1
α

(
V1− 1

2
V 2

2
V3

)
= V3cvT

(429)

Rearranging,

cvT =
1
α

(
V1
V3
− 1

2
V 2

2
V 2

3

)
(430)

Now, the heat flux is given by: qi =−κT,i. Therefore, we must differentiate T with respect to xi:

cv
∂T
∂xi

= 1
α

(
V3V1,i−V1V3,i

V 2
3

− V 2
3 V2V2,i−V 2

2 V3V3,i
V 4

3

)

= 1
α

(
1

V3
V1,i− V2

V3
V2,i +

(
V3−V1

V 2
3

)
V3,i
)

= 1
α

(
1

V3
−V2

V3
V3−V1

V 2
3

)
V,i

(431)

so that, in the notation of [78], the heat flux matrix is:

K̃h
11 =− κ

αcv




0 0 0
0 0 0
1

V3
−V2

V3
V3−V1

V 2
3


 (432)

The matrix (432) is asymmetric, as Hughes asserts; but that in itself is not a problem, since the
stability proof (Theorem 5.3.1) simply requires K̃h

11 to be positive semi-definite. Note that, for any
x ∈ R

3:

xT K̃11x = xT




K̃h
11 +(K̃h

11)
T

2︸ ︷︷ ︸
≡(Kh

11)
symm


x (433)

Therefore, xT K̃11x≥ 0 if the symmetric part of K̃h
11 is positive semidefinite. From (432),

(
K̃h

11

)symm
=− κ

αcv




0 0 1
2V3

0 0 − V2
2V3

1
2V3

− V2
2V3

V3−V1
V 2

3


 (434)

The eigenvalues of this matrix are:

{λ1,λ2,λ3}=



0,

κ
αcv




V1−V3±
√

V 2
1 −2V1V3 +2V 2

3 +V 2
3 V 2

2

2V 2
3





 (435)
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The first eigenvalue is 0, so we are good to go with that one. Let us look at λ1. It is non-negative
is V1−V3 ≥ 0.

V1−V3 = p∗
p

(
U3 + α−1

γ−1 p−U1
)

= p∗
p

(
E + α−1

γ−1 p−ρ
)

= p∗
p

(
1

γ−1 p+ 1
2ρu2 + α−1

γ−1 p−ρ
)

= p∗
p

(
1
2ρu2 + α

γ−1 p−ρ
)

(436)

Now, we desire −ρ+ α
γ−1 p+ 1

2ρu2 ≥ 0. Let us see what requirements on α this constraint places:

−ρ+ α
γ−1 p+ 1

2ρu2 ≥ 0
α

γ−1 p ≥ ρ
(
1− 1

2u2)

≥−ρ1
2u2

α ≥−ρ
p

1
2u2(γ−1)

(437)

The right-hand side of (437) is necessarily negative given the physics (p,ρ > 0, γ > 1); therefore
if α > 0, then λ2 ≥ 0. Harten has already placed this constraint on α so in fact it is nothing new.
Therefore λ2 ≥ 0 for α > 0.

Let us examine the last eigenvalue λ3. For it to be non-negative, we must have:

V1−V3 ≥
√

V 2
1 −2V1V3 +2V 2

3 +V 2
3 V 2

2
V 2

1 −2V1V3 +V 2
3 ≥ V 2

1 −2V1V3 +2V 2
3 +V 2

3 V 2
2

0 ≥ V 2
3 +V 2

3 V 2
2

0 ≥ V 2
3 (1+V 2

2 )

(438)

The only way for (438) to hold is if V3 = 0. Let us see if this is possible:

V3 =
p∗
p U1 =

p∗
p ρ (439)

But requiring this to be zero would amount to requiring ρ = 0, which is non-physical. Therefore
the last eigenvalue λ3 will necessarily be negative, unfortunately. The heat flux matrix K̃11 is not
positive semi-definite with the choice of Harten’s homogeneous generalized entropy flux function
(422).
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