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ABSTRACT

A measurement of the top quark mass in $p\bar{p}$ collisions at $\sqrt{s} = 1.96$ TeV is presented. The analysis uses a template method, in which the overconstrained kinematics of the Lepton+Jets channel of the $t\bar{t}$ system are used to measure a single quantity, the reconstructed top quark mass, that is strongly correlated with the true top quark mass. In addition, the dijet mass of the hadronically decaying W boson is used to constrain in situ the uncertain jet energy scale in the CDF detector. Two-dimensional probability density functions are derived using a kernel density estimate-based machinery. Using 1.9 fb$^{-1}$ of data, the top quark mass is measured to be $171.8^{+1.9}_{-1.9}$ (stat.) $\pm 1.0$ (syst.) GeV/$c^2$. 
# TABLE OF CONTENTS

ACKNOWLEDGEMENTS .......................................................... ii

ABSTRACT ................................................................. viii

LIST OF FIGURES .......................................................... xii

LIST OF TABLES ............................................................ xiv

Chapter

1 INTRODUCTION ........................................................... 1

2 THEORY ................................................................. 3
   2.1 The Standard Model ............................................... 3
   2.2 The Top Quark .................................................... 4
   2.3 The Higgs boson .................................................. 5
   2.4 An interesting quark ............................................. 10
   2.5 Top phenomenology .............................................. 13

3 APPARATUS ............................................................ 16
   3.1 Accelerator overview ............................................ 16
      3.1.1 The proton source ....................................... 17
      3.1.2 The Main Injector ....................................... 18
      3.1.3 The Antiproton source .................................. 18
      3.1.4 The Recycler .............................................. 20
      3.1.5 The Tevatron ............................................. 20
   3.2 CDF .............................................................. 22
      3.2.1 The tracking system ..................................... 23
      3.2.2 Calorimetry ................................................ 27
      3.2.3 Muon detectors ............................................ 28
      3.2.4 Luminosity counters ..................................... 29
      3.2.5 Trigger system ............................................ 30
LIST OF FIGURES

2.1 Masses of the known fundamental particles .......................... 4
2.2 Mexican hat potential .................................................. 7
2.3 Loop diagrams contributing to the observed W mass ............... 10
2.4 SM Higgs mass ......................................................... 11
2.5 SM consistency in the $M_{\text{top}}$-$M_W$ plane ........................... 12
2.6 Supersymmetry in the $M_{\text{top}}$-$M_W$ plane ........................... 12
2.7 Example $t\bar{t}$ production diagrams .................................. 14

3.1 Schematic of Fermilab’s accelerator complex .......................... 17
3.2 Instantaneous luminosity at the Tevatron ............................. 21
3.3 One slice of the CDF detector ....................................... 24
3.4 Schematic view of CDF’s silicon subsystems in the $r-\varphi$ plane ... 25
3.5 Schematic view of CDF’s silicon subsystems in the $r-z$ plane ... 26

4.1 Diagram for $t\bar{t}$ production and decay via quark annihilation ..... 33
4.2 Dijet balance for relative corrections ................................ 37
4.3 Systematic on relative corrections ................................... 38
4.4 Multiple interactions correction ..................................... 39
4.5 Systematic uncertainty on multiple interaction correction .......... 39
4.6 Absolute correction .................................................. 41
4.7 Absolute correction systematic uncertainty .......................... 42
4.8 Out-of-cone correction .............................................. 43
4.9 Combined jet energy scale uncertainty ................................ 45
4.10 B-tagging ............................................................ 48
4.11 B-tagging efficiency .................................................. 49

5.1 Response functions for central light quark jets ....................... 57
5.2 Response functions for forward light quark jets ..................... 58
5.3 Response functions for central b quark jets .......................... 59
5.4 Response functions for forward b quark jets .......................... 60
5.5 MPV for light quark jets ............................................. 61
5.6 MPV for b quark jets ................................................. 62
5.7 Response functions for W jets using final TS corrections .......... 63
5.8 Response functions for B jets using final TS corrections .......... 64
5.9 1-tag $M_t^{\text{reco}}$ templates ...................................... 66
5.10 2-tag $M_t^{\text{reco}}$ templates ........................................ 67
5.11 1-tag signal $\chi^2$ efficiency ....................................... 69
# LIST OF TABLES

4.1 Event selection summary ........................................ 48
6.1 Boundary cuts efficiencies for signal ........................ 97
7.1 Expected number of background events ..................... 112
10.1 Residual JES systematic uncertainties ....................... 136
10.2 Background-related systematic uncertainties ............... 138
10.3 Systematic uncertainties related to PDFs .................... 142
10.4 Additional systematic uncertainties .......................... 143
10.5 Summary of systematic uncertainties .......................... 144
11.1 Data summary ..................................................... 145
12.1 Data cross checks ................................................. 148
CHAPTER 1
INTRODUCTION

To first order, every piece of matter around us is made up of just 3 fundamental particles - the up and down quarks that form protons and neutrons, and electrons. Upon closer examination, however, this description is found to be insufficient. The electroweak force-carrying $W^\pm$ and $Z$ bosons and the photon are necessary to describe nuclear decays and scattering, as well as all of electromagnetism. An electron neutrino is emitted in the $\beta$-decay of heavy nuclei, and gluons are required to hold together the up and down quarks that make up protons and neutrons, as well to combine the nucleons into nuclei. Yet even this picture is incomplete. Four additional quarks, four additional leptons, and four additional neutrinos are essential pieces of the Standard Model (SM) of particle physics. And ever then the SM is incomplete, requiring an additional, as-of-yet undiscovered but much-sought-after particle, the Higgs boson, to complete the theory.

The top quark is by far the most massive of all these fundamental particles, some 5 orders of magnitude more massive than the electron and 4 orders of magnitude more massive than the up and down quarks that constitute the physical world that we know. This unique property of top quarks - a huge mass that sets it apart from all other point particles - leads to an important role for the top quark in theoretical predictions. In particular, the masses of the top quark, the $W^\pm$ bosons and the Higgs boson are not three independent parameters of the SM, and the relationship between the three masses is predicted by the theory.
High-energy experimentalists love to push the SM for ever-more accurate predictions with the hope that at some point it breaks, indicating the discovery of new physics. Precision measurements of the mass of the top quark are thus a priority of the Tevatron program. This analysis is based on techniques for extracting the top quark mass first used in Run I measurements at the Tevatron, but includes many new tricks and features that we’ve learned along the way to mine as much information as possible from the data. In particular, we use the *in situ* hadronic W resonance to calibrate the largest systematic in the detector, the uncertain calibration of the calorimeter response to hadronic particles. New to this analysis is a set of non-parametric techniques that allow for fully two-dimensional probability density functions without making *ad hoc* assumptions about the shape of distributions. And of course, we also make use of the very large datasets available to Run II measurements at the Tevatron.
CHAPTER 2
THEORY

2.1 The Standard Model

Remarkably successful in its predictive ability and power to endure countless fleeting signs of new physics, the SM represents physicists' complete understanding to date of all the fundamental particles observed in nature. The SM accounts for the fermions and their interactions, which are governed by the force-carrying bosons. Each of the three generations of fermions (spin-1/2 particles) are divided into two classes - leptons and quarks. Each lepton generation consists of an electrically charged particle (such as the electron) and its associated neutrino (such as the electron neutrino). Quarks generations also come in doublets, with one unit of electrical charge separating the fractional charges of the quarks (such as $\frac{2}{3}e$ and $\frac{1}{3}e$ for the up and down quarks, respectively). The strong interaction of the quarks is described by quantum chromodynamics (QCD) and mediated by the spin-1 force-carrying gluons. Other interactions are governed by the electroweak force-carrying gauge bosons, the charged $W^\pm$, the neutral $Z$, and the neutral photon ($\gamma$). Equations 2.1.1 and 2.1.2 show the 3 generations of leptons and quarks. Not shown are their antiparticles.

$$
\begin{pmatrix}
\nu_e & \nu_\mu & \nu_\tau \\
e & \mu & \tau
\end{pmatrix} ;
$$

(2.1.1)
Figure 2.1: Masses of the known fundamental particles. The mass of the neutrino shown is the upper limit on $\nu$ masses. The masses of the light quarks are not well measured. Not shown are the massless photon and gluon.

\[
\begin{pmatrix}
u & c & t \\ d & s & b
\end{pmatrix}.
\] (2.1.2)

2.2 The Top Quark

With a mass of roughly 172.0 GeV/$c^2$ [1], the top quark (t) is by far the most massive fundamental object observed to date in nature, as can be seen in Figure 2.1. It is almost twice as heavy as the second-most massive point particle (the Z boson), and 40 times as massive as its isospin partner, the b quark (b). At least 4 orders of magnitude separate the mass of the top ($M_{\text{top}}$) and the mass of the corresponding
3rd generation, weak isospin $+1/2$ lepton ($\nu_\tau$). Perhaps most amazingly, the top quark is almost as massive as a single gold nucleus, a complex object containing 79 protons and 118 neutrons tantalizingly close in size to a mesoscopic length scale.

Though predicted to exist almost immediately after the discovery of the bottom quark in 1977 [2], the top quark was not discovered for 17 more years. The CDF and D0 collaborations jointly announced discovery of the top quark in 1995 [3, 4], but it was not until the recent high luminosity and large datasets of Run II at the Tevatron that precision measurements of the top quark were possible.

Many review articles of top quark physics exist in the literature. Two particularly good ones are [5, 6].

### 2.3 The Higgs boson

The last remaining piece of the SM is the as-of-yet undiscovered Higgs boson, which provides an explanation for how particles obtain mass. A very useful, short introduction to the interaction and interplay between the top quark and the Higgs boson can be found in [6]. The SM Lagrangian contains an SU(2)$_L \times$U(1)$_Y$ symmetry that forbids any explicit mass terms. Such a term for a particle of mass $m$ connects left-handed and right-handed fermion fields, and would look like:

\[
\mathcal{L}_{\text{mass}} = -m \bar{f}_L f_R + \text{h.c.} \tag{2.3.1}
\]

This term is not allowed because the left-handed and right-handed fermion fields have different quantum numbers under the SU(2) and U(1) symmetries. The hypothetical Higgs field ($\phi$) breaks the SU(2) symmetry, and in the process generates masses [7]
for fermions and the weak gauge bosons, while keeping the photon massless. The Higgs field is a complex scalar doublet, and has a Lagrangian that looks like:

$$\mathcal{L}_{\text{Higgs}} = (D^\mu \phi) \dagger D_\mu \phi + \mu^2 \phi \dagger \phi - \lambda (\phi \dagger \phi)^2. \tag{2.3.2}$$

The first term in Equation 2.3.2 contains the kinetic energy and gauge interaction terms of the Higgs field. The second and third terms give rise to a potential that looks like the one in Figure 2.2. The Higgs potential does not have a minimum when the field is zero, but instead at:

$$< \phi > = \begin{pmatrix} 0 \\ \frac{\mu}{\sqrt{2} \lambda} \end{pmatrix} \equiv \begin{pmatrix} 0 \\ \frac{\nu}{\sqrt{2}} \end{pmatrix}, \tag{2.3.3}$$

where $\nu$ is called the vacuum expectation value of the field.$^1$ The gauge interactions in the first term of Equation 2.3.2 provide the mass terms of the gauge bosons, as well as those of the fermions. Writing the SU(2) gauge coupling as $g$ and the U(1) coupling as $g'$, the gauge boson masses become:

$$m_W = g \frac{\nu}{2}; \tag{2.3.4}$$

$$m_Z = \sqrt{g^2 + g'^2 \frac{\nu}{2}}, \tag{2.3.5}$$

1. With the exception of the $\phi \dagger \phi$ Higgs potential term, the SM Lagrangian consists only of dimension-4 operators. The parameter in front of this $\phi \dagger \phi$ term ($\mu$) is the only coupling in the SM with any dimensions, and thus it should set the scale for all masses in the SM [6].
Figure 2.2: A Mexican hat potential. The minimum is not at $r = 0$ but instead at a set of points with $r = \sqrt{x^2 + y^2} = \sqrt{50}$.

with the photon remaining massless. A plethora of precise electroweak data provide measurements of $g$, $g'$ and $v$. One useful set of such measurements [1] is as follows:

- The value of the fine structure constant, $\alpha$, which is measured in $e^\pm$ anomalous magnetic moments, the quantum Hall effect, and other low-energy experiments; $\alpha = \frac{1}{\bar{\alpha}} \frac{g^2 g'^2}{g^2 + g'^2} = 1/137.03599911$.

- The Fermi coupling constant ($G_F$), which is determined in muon lifetime experiments; $G_F = \frac{1}{\sqrt{2} v^2} = 1.16637 \times 10^{-5}$ GeV$^{-2}$.

- The $Z$ boson mass, measured at LEP; $M_Z = 91.1876$ GeV/$c^2$.

Using these measurements, $v$ is found to be $\approx 246$ GeV/$c^2$.

The Higgs field is a complex scalar doublet, so it has 4 degrees of freedom. Two degrees of freedom are used in giving mass to the two $W^\pm$ bosons, and one degree
of freedom is used in giving mass to the Z boson. This leaves one degree of freedom unused, so that fluctuations in the field can produce a particle called the Higgs boson, with a mass \( m_H \) on the order of the electroweak scale. As another way to see this, consider perturbations \( h \) around the minimum of the field, so that \( v \rightarrow v + h \). An expansion of the potential terms (i.e. the last 2 terms) in Equation 2.3.2 gives

\[
\mathcal{L}_{\text{V-higgs}} = \frac{\mu^4}{4\lambda} - h^2 \mu^2 - \lambda v h^3 - \frac{\lambda h^4}{4}.
\] (2.3.6)

The second term in Equation 2.3.6 is identified as the mass term in a Lagrangian, indicating that \( m_H = \sqrt{2} \mu = \sqrt{2 \lambda v} \), so that, up to some self-coupling constant, the Higgs mass is determined by \( v \).

At leading order, the mass of the W boson is predicted from precision electroweak observables:

\[
M_W^2 = \frac{1}{4} g^2 v^2 = \frac{1}{2} M_Z^2 (1 + \sqrt{1 - \frac{4\pi \alpha}{\sqrt{2} G_F M_Z^2}}).\] (2.3.7)

A simpler way to express \( M_W \) is the definition of the Weinberg angle, \( \theta_w \), such that

\[
M_W = M_Z \cos \theta_w.
\] (2.3.8)

Through contributions in loop diagrams, the Higgs boson can affect the properties of other particles, including the mass of the W boson. In addition, the top quark is so heavy that loop diagrams associated with it also contribute to the mass of the W. Figure 2.3 shows these two diagrams, which have the effect of modifying the W mass:
\[ M_W \rightarrow \frac{M_W}{\sqrt{1 - \Delta r}} \]  

(2.3.9)

The top quark contribution to \( \Delta r \),

\[ (\Delta r)_{\text{top}} \approx - \frac{3G_F M_{\text{top}}^2}{8\sqrt{2}\pi^2 \tan^2 \theta_w}, \]  

(2.3.10)

moves the mass of the W in the opposite direction as the Higgs boson contribution:

\[ (\Delta r)_{\text{Higgs}} \approx \frac{11G_F M_Z^2 \cos^2 \theta_w}{24\sqrt{2}\pi^2} \ln \frac{m_H^2}{M_Z^2}. \]  

(2.3.11)

Contributions to the observed W mass from diagrams involving the Higgs are proportional to \( \ln(m_H) \), and contributions from the top are proportional to \( (M_{\text{top}})^2 \). Thus, a precision measurement of the W boson mass [8] can be turned around to make a statement about the expected mass of the Higgs, given a top quark mass. Unfortunately, the weak \( \ln(m_H) \) Higgs mass dependence makes very precise measurements of \( M_{\text{top}} \) and \( M_W \) necessary in order to make a meaningful statement about \( m_H \). Standard Model Higgs bosons with masses below 114 GeV/c^2 are ruled out by direct searches at LEP [9], but global fits to the electroweak data prefer light Higgs masses [10, 11]. Figure 2.4 shows the consistency of different Higgs masses in the SM, as indicated by shifts in the goodness of the global fit to electroweak observables and the top quark mass. Standard Model Higgs bosons above \( \approx 160 \) GeV/c^2 are ruled out at the 95% confidence level. Figure 2.5 shows the 68% confidence level contour
for the Standard Model in the $M_{\text{top}}$-$M_W$ plane.

It seems, then, that the SM Higgs boson may be right around the corner. When and if something like the Higgs boson is found in the next few years, a very precise measurement of the top quark mass will be necessary to confirm that experiments are seeing the SM Higgs boson, and not something else. And if the Higgs is not found, the heavy mass of the top quark will make precision measurements throughout the top quark sector necessary to help theorists disentangle models of new physics [13]. As an example, Figure 2.6 shows the status of the SM in the $M_{\text{top}}$-$M_W$ plane, along with one region of applicable phase space (MSSM) for supersymmetry, an extension of the SM in which every fermion has a boson partner, and likewise, every boson in the SM has a fermion partner.

2.4 An interesting quark

The massive nature of the top quark makes it interesting to study in its own right. Due to the large phase space available to them, top quarks in the SM decay with an extremely short lifetime, $\sim 4 \times 10^{-25}$ s, well before the top has a chance to hadronize, as processes in QCD have a characteristic time scale $\tau_{\text{QCD}} \sim 10^{-24}$ s. Thus, unlike lighter quarks that bind into hadrons before decaying, top quarks transmit spin in-
Figure 2.4: Shifts in the goodness-of-fit to electroweak and top quark observables as a function of the Higgs mass [12]. The global best fit to high-energy (high-$Q^2$) data in the SM is indicated by the dark blue line, with a theoretical uncertainty indicated by the turquoise band. The magenta curve includes additional measurements from low-energy (low-$Q^2$) experiments. The red dotted curve uses a theoretical prediction instead of an experimental measurement for the contribution to the photon vacuum polarization from light quarks. The 95% upper limit on the Higgs mass of 160 GeV/$c^2$ comes from the intersection of $\Delta \chi^2 = 2.7$ with the right-hand side of the turquoise band.
Figure 2.5: Consistency with the SM at a 68 confidence level in the $M_{\text{top}}$-$M_W$ plane [12]. LEP1 and SLD data refer to measurements in $e^+e^-$ machines at a center-of-mass energy at the Z pole mass, such that the mass of the top quark was inferred indirectly. LEP2 took place above the Z pole mass. Tevatron data include not only top quark mass measurements, but also a W mass measurement.

Figure 2.6: Consistency of both the SM and the MSSM version of supersymmetry at a 68% confidence level in the $M_{\text{top}}$-$M_W$ plane. Taken from [14] as updated from [15, 16].
formation to their decay daughters, and are the only quarks for which it is possible to measure directly the bare mass, and not just the mass of hadrons.

The heavy nature of the top quark, with a mass near the electroweak scale, also suggests that beyond-SM physics may first appear in the top sector [13], making a precision measurement of $M_{\text{top}}$ important for future physics searches. Finally, with the turn-on of the LHC, the Tevatron will cease to be the only place on the planet producing top quarks. Top quarks will be produced copiously at the LHC, and may become a standard candle used to help calibrate the ATLAS and CMS detectors [17, 18].

### 2.5 Top phenomenology

At the Tevatron, top quarks are produced predominantly in $t\bar{t}$ pairs via a gluon splitting to $t\bar{t}$. Roughly 85% of these events are produced via quark-antiquark annihilation, with the remaining 15% coming from gluon-gluon fusion.\footnote{See Figure 2.7 for Feynman diagrams of the two main production mechanisms. Due to the large mass of the top quark, the pair production cross-section at the Tevatron is strongly dependent on $M_{\text{top}}$, as it becomes harder and harder with higher mass to pull partons with the necessary energy out of the colliding protons and antiprotons. The pair-production cross section is roughly 7 pb [19]. Production of single top quarks through the electroweak interaction occurs at a lower rate and has a much higher background than $t\bar{t}$ production [20].}

The primary mechanism for flavor-changing processes in the SM is interaction with a $W$ boson. The CKM matrix describing interactions between $W$ bosons and quarks [21] suppresses the relative branching ratios of top quark decay to $W + [s, d]$ quarks.
Figure 2.7: The two primary mechanisms for $t\bar{t}$ production. In the diagram on the left, a quark and an anti-quark annihilate into a gluon, which then splits into a $t\bar{t}$ pair. On the right, two gluons annihilate into a third gluon, which again produces the $t\bar{t}$ pair. The diagram on the left dominates at the Tevatron.

with respect to the $W + b$ decay by factors of $|V_{ts}/V_{tb}|^2 \sim 2 \times 10^{-3}$ and $|V_{td}/V_{tb}|^2 \sim 5 \times 10^{-5}$. That $|V_{tb}|$ is very close to 1 leads to predictions for branching ratios of $t \rightarrow Wb$ of nearly 100% [1], with direct searches showing no obvious discrepancies from the SM predictions [22]. Once $t\bar{t}$ pairs are produced and decay ($t\bar{t} \rightarrow W^+bW^-\bar{b}$), the phenomenology is given by the decay of the two $W$ bosons. Each $W$ boson can decay hadronically to a quark-antiquark pair, or it can decay leptonically, to a charged lepton and a neutrino. Due to the difficult nature of reconstructing $\tau$ leptons, for the purposes of this analysis we classify only electrons ($e$) and muons ($\mu$) as leptons, and typically consider taus as a separate category of $W$ decay products. The 4 classes of $t\bar{t}$ events are then:

- **Dilepton Events**, in which both $W$ bosons decay leptonically. $t\bar{t}$ events have a small branching ratio of $\sim 5\%$ to the dilepton channel, and cannot be fully reconstructed due to the presence of two neutrinos that are not observed in the detector. The dilepton channel has the advantage of a low background rate and only 2 quarks per event.

- **All-Hadronic Events**, in which both $W$ bosons decay hadronically. This channel has the largest branching ratio ($\sim 46\%$), but without any leptons, suffers
from an overwhelming QCD background. All-Hadronic events each contain a minimum of 6 quarks, and produce a very crowded and busy detector.

- Tau Events, in which at least one of the $W$ bosons decays to $\tau + \nu$. These events, constituting $\sim 20\%$ of all $t\bar{t}$ events, are difficult to accurately reconstruct because of the subsequent decay of the $\tau$, and generally are avoided in top mass measurements.

- Lepton+Jets Events, in which one $W$ decays hadronically, and the other $W$ decays leptonically. These events have a branching ratio of $\sim 30\%$, with a minimum of 4 quarks per event. Backgrounds for Lepton+Jets events are not negligible, but can be kept under control. The neutrino escapes undetected, but can be reconstructed by using the overconstrained kinematics of the $t\bar{t}$ system.

This analysis considers only events consistent with $t\bar{t}$ production and decay via the Lepton+Jets channel.
CHAPTER 3
APPARATUS

Until the turn-on of the LHC, the Tevatron is the only place on the planet capable of producing top quarks, and Fermilab’s two large, multi-purpose experiments, CDF and DZero, are the only collaborations capable of studying top quark properties. This chapter discusses the accelerator chain making it possible to produce $t\bar{t}$ pairs, and also the CDF detector used by this analysis to study these events.

3.1 Accelerator overview

In order to collide protons and antiprotons at a center-of-mass energy of 1.96 TeV, the Fermilab accelerator complex needs many distinct components to produce protons ($p$) and antiprotons ($\bar{p}$), boost particle energies many times and focus beams. As Run II progresses, Fermilab’s accelerator physicists continue to push the performance of the lab’s machines. By the middle of 2008, initial instantaneous luminosities at the Tevatron collision halls are routinely pushing close to $300 \times 10^{30} \text{cm}^{-2}\text{sec}^{-1}$. Figure 3.1 shows a schematic of all the components necessary to obtain high-energy collisions. The accelerator systems needed to initiate $p\bar{p}$ collisions can be broken down into 5 groups: the proton source (the pre-accelerator, linac and Booster), the Main Injector, the antiproton source (the target station, the Debuncher and the Accumulator), the Recycler and the Tevatron.
FERMILAB’S ACCELERATOR CHAIN

Figure 3.1: Schematic of Fermilab’s accelerator complex.

3.1.1 The proton source

Creation of both $p$ and $\bar{p}$ at Fermilab begins with a simple bottle of hydrogen gas. The pre-accelerator converts $\text{H}_2$ to an ionized hydrogen ($\text{H}^-$) gas via the addition of an extra electron to every hydrogen atom. A Cockroft-Walton dome accelerates the charged gas to energies of 750 keV with a repetition rate of 15 MHz. After exiting the Cockroft-Walton dome, the ionized gas travels toward the Linac, a 130 meter-long linear accelerator that uses radio frequency (RF) cavities to boost the energy of the ions to 400 MeV. After reaching 400 MeV, the ions travel to the Booster, where thin carbon foils strip the negatively charged hydrogen of both its electrons, giving positively charged protons. The Booster, a 75-meter radius circular accelerator, uses 18 RF cavities to accelerate the protons to 8 GeV, after which they are transferred to the Main Injector.
3.1.2 The Main Injector

The Main Injector is a synchrotron roughly 2 miles in circumference with an egg-like elliptical shape due to several straight sections in the system. The Main Injector can take $p$ and $\bar{p}$ from several different sources and accelerate them to 120 or 150 GeV before injecting them into other accelerator subsystems. When producing and accumulating (stacking) $\bar{p}$, the Main Injector booster takes 2 batches of protons from the Booster, accelerates them to 120 GeV, and sends them toward the Antiproton source (see section 3.1.3). During what is called shot setup, protons from the Booster and antiprotons from the Recycler or Accumulator (see Sections 3.1.3, 3.1.4) are accelerated to 150 GeV before extraction to the Tevatron for studies or the initiation of collisions. The Main Injector also accelerates $p$ from the Booster to 120 GeV for use in neutrino physics experiments.

3.1.3 The Antiproton source

Unfortunately, $\bar{p}$ are not obtained as easily as protons. Antiprotons are created, accumulated and cooled as quickly and often as possible at the Tevatron, but still remain a precious commodity that drives the ability of the Tevatron to deliver higher instantaneous and integrated luminosities. Creation of antiprotons begins with batches of roughly $5 \times 10^{12}$ 120 GeV protons from the Main Injector that strike a rotating nickel target every 1.5 seconds. Before being sent to the target, the energy-time phase space of the protons is rotated to narrow the width of the bunches in time. This comes at the expense of widening their momentum distribution, but makes it easier to collect the antiprotons. The collisions with the nickel target produce sprays of particles with a variety of types, energies and angles. Occasionally, an antiproton is produced.
The showers of particles coming from the collisions enter a lithium lens, in which a very strong solenoidal magnetic field focuses the negatively charged secondary particles so they travel parallel to one another. Following the lens is a pulsed dipole magnet, which selects 8 GeV negatively charged particles with a 4\% momentum acceptance. Within the angular and momentum acceptances, roughly 15 out of every million proton collisions produce a captured antiproton. At peak stacking rates, Fermilab accumulates approximately $6 \times 10^7 \bar{p}$ per second, with an average accumulation rate closer to $4 \times 10^7 \bar{p}$ per second. A comparison of these numbers with the $5 \times 10^{12}$ protons striking the target every 1.5 seconds shows why $\bar{p}$ accumulation is the driving force behind Tevatron luminosities.

Antiprotons passing through the pulsed magnet selection enter the Debuncher, a triangular-shaped synchrotron with an average radius of 90 meters. The purpose of the Debuncher is to collect 8 GeV $\bar{p}$, perform a phase rotation to reduce their momentum spread, and cool them (in other words, to reduce their 6-dimensional phase space). This is performed with a stochastic cooling system, in which signals of small deviations of the beam around the ideal orbit are collected, amplified and sent across the Debuncher such that they arrive before that portion of the beam (this is possible because the signal can travel in a straight line whereas the beam must travel around the ring). Use of a single set of these small signals cannot cool the beam, but repeated application of the technique can significantly reduce its momentum spread.

After cooling, $\bar{p}$ from the debuncher are sent to the Accumulator, which was the original storage ring for antiprotons produced at the Tevatron. Housed in the same tunnel as the Debuncher, the Accumulator is also triangular-shaped and has an average radius of 75 meters. Additional cooling systems are available in the Accumulator, which is now typically used only as a temporary storage device for antiprotons.
3.1.4 The Recycler

When significantly large numbers of $\bar{p}$ collect in the Accumulator (usually $4 \times 10^{11} - 1 \times 10^{12}$), the antiprotons are sent to the Recycler, a storage ring built along the ceiling of the Main Injector tunnel. The Recycler was originally built to recycle (reuse) antiprotons remaining in the ring after Tevatron collisions conclude, but is now used as a storage and cooling device instead.

The stacking rate in the $\bar{p}$ source decreases as antiprotons collect in the accumulator and occupy more and more phase space in the ring. Transferring $\bar{p}$ out of the accumulator and freeing up phase space thus increases the overall stacking rate, even with the loss of beam during transport. Additionally, stochastic cooling looses its effectiveness with higher $\bar{p}$ intensities, and a new way to cool the antiprotons becomes necessary. The Recycler uses a technique called electron cooling, which applies the thermodynamic principle that energy flows from energetic objects to cooler objects. Electrons are produced in a 5 MeV Pelletron and temporarily injected into the $\bar{p}$ beam with the same average velocity as the antiprotons but a much smaller spread in spatial coordinates and velocity (in other words, a smaller emittance). Since the electrons have less random motion, repeated $\bar{p}$-e collisions transfer momentum from the antiprotons to the electrons, thus reducing the antiproton emittance.

3.1.5 The Tevatron

The largest of the Fermilab accelerators and currently the highest-energy accelerator in the world, the Tevatron is a roughly circular synchrotron approximately 4 miles in circumference responsible for colliding protons and antiprotons at a center-of-mass energy of 1.96 TeV over durations (stores) typically lasting ~ 24 hours. The Tevatron is the only accelerator at Fermilab using superconducting magnets, and needs to be
kept at extremely cold temperatures for the magnets to remain in their superconducting state. For each store, the Tevatron takes 150 GeV protons and antiprotons from the Main Injector, accelerates them to 980 GeV using RF cavities, and collides the beams, which travel in the same tunnels but are kept separated due their opposite charge by electrostatic separators.\textsuperscript{1} The beams collide at two locations along the Tevatron ring (B0, where CDF is located, and D0, where DZero is located). Each beam consists of 36 separate bunches, with a crossing rate of 396 ns. At the beginning of a store, each proton bunch typically contains $3 \times 10^{11}$ particles, and each antiproton bunch contains $3 - 10 \times 10^{10}$ particles, depending on the available number of antiprotons. Several years after the startup of Run II, initial instantaneous luminosities of $250 \times 10^{30} \text{cm}^{-2}\text{sec}^{-1}$ are commonplace, as seen in Figure 3.2.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{luminosity_vs_store_number.png}
\caption{Initial instantaneous luminosity at the Tevatron as a function of store number (bottom axis) and year (top axis).}
\end{figure}

\textsuperscript{1} The separators produce large electric fields perpendicular to the direction of the beams, putting the protons and antiprotons on different helical trajectories throughout the Tevatron.
3.2 CDF

The Collider Detector at Fermilab (CDF) is a forward-backward, azimuthally symmetric detector designed to study a wide range of physics at the Tevatron. Topics studied at CDF include bottom and charm spectroscopy, precision electroweak measurements, Higgs searches, exotic searches and, of course, top quark physics. The detector has an onion-like structure typical of multi-purpose experiments in high-energy physics, with precision silicon tracking devices located near the collision point and additional detector subsystems layered on top of one another with increasing radial distance. CDF uses a right-handed coordinate system, with the z-axis pointing in a tangent to the Tevatron along the direction of the proton beam, the x-axis pointing outward in the plane of the Tevatron ring, and the y-axis pointing straight up. It is usually more convenient to use cylindrical coordinates \( r = x^2 + y^2 \), \( \phi = \tan^{-1}(\frac{y}{x}) \) and \( \theta = \cos^{-1}(\frac{z}{r}) \). The quantities of interest are often those defined in the plane transverse to the beam (i.e., perpendicular to the z axis), such as transverse energy \( (E_T \equiv E \sin \theta) \) and transverse momentum \( (p_T = p \sin \theta) \). Since the Tevatron collides constituents of the proton and antiproton (and not the p and \( \bar{p} \) themselves), the center-of-mass energy and momentum along the z axis after collisions are unknown. It is commonplace to replace the polar angle (\( \theta \)) with the rapidity \( (y = \frac{1}{2} \ln \left( \frac{E + p_z}{E - p_z} \right) ) \), a quantity that is better behaved under a Lorentz boost in the z direction - y would then shift by an amount independent of E or \( p_z \). In the relativistic limit where mass is much smaller than a particle’s momentum (usually a very good approximation in collisions involving top quarks), this reduces to the the pseudorapidity \( \eta = -\ln(\tan \frac{\theta}{2}) \). Since

\[ \eta = \begin{cases} 0 & \text{for objects moving only in the transverse plane (} \theta = 90^\circ \text{),} \\ \pm 1 & \text{at roughly } 35^\circ \text{ from the } z \text{-axis. At } 15^\circ \text{ from the } z \text{-axis, } \eta = \pm 2. \end{cases} \]

The pseudorapidity diverges for objects traveling along the beamline (\( \theta = 0 \) corresponds to infinite \( \eta \)).
the interaction region at B0 is 60 cm in length and collisions do not always occur at \( z = 0 \), the pseudorapidity can be defined in two ways: \( \eta \) refers to the pseudorapidity of an event, using the measured collision vertex as the origin of the coordinate system, and \( \eta_{\text{det}} \) refers to the pseudorapidity in the detector frame of reference, where the origin of the coordinate system is in the center of the detector. It is also common to reference a region in a cone of \( \Delta R \) around an object. This refers to the nearby region in \( \eta - \phi \) space: \( \Delta R \equiv \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} \). For example, objects in a cone of \( \Delta R = 0.4 \) around an electron are any objects (such as tracks, jets, leptons and photons) with 
\[
\sqrt{(\eta_{\text{electron}} - \eta_{\text{object}})^2 + (\phi_{\text{electron}} - \phi_{\text{object}})^2} < 0.4.
\]

A cut-away view of the CDF detector is shown in Figure 3.3. Working outward from the interaction point, the detector can be divided into tracking systems (silicon and drift chamber systems to precisely measure the trajectories of charged particles), calorimeters (to measure the energy and locations of particles), and muon systems (to identify muons).

### 3.2.1 The tracking system

Tracking in CDF is done as close to the interaction region as possible, both to minimize scattering of charged particles off of additional material, and also to make precise position measurements of decays near the interaction region. This is particularly important for identifying the decays of \( b \) hadrons, which are metastable and on average travel several millimeters in the detector before decaying. The tracking system can be divided into two parts: the silicon systems and the drift chamber. Both are located inside a 1.4 Tesla uniform magnetic field pointing in the \( z \) direction, created by a superconducting solenoid 5 m in length at a radius of 1.5 m. Combining knowledge of the magnetic field with the curvature of tracks enables precise measurements of
Figure 3.3: One slice of the CDF detector. The other half of the detector is identical.
charged particle momenta and charge determination.

The silicon system consists of 3 subcomponents, shown in Figure 3.4. From smallest to largest radius, the first, Layer 00 (L00), is a single layer of radiation-hard silicon mounted directly on the beampipe ($r = 1.6$ cm), providing a measurement of charged particle trajectories as close to the interaction region as allowed. L00 provides only axial information, with a readout pitch of 50 $\mu$m. The second system, the Silicon Vertex detector (SVX-II), contains 5 layers of double-sided silicon located at radii from 2.5 cm to 10.6 cm. Each wafer of silicon has an axial-only side, making measurements only in the $r - \phi$ plane. On the other side, the 1st, 3rd and 5th layers make stereo measurements completely in the $z - \phi$ plane, and the other 2 layers contain small-stereo angle strips pitched $1.2^\circ$ from the strips making axial measurements. The SVX-II is 90 cm long, and is divided into 12 identical wedges in $\phi$ and 3 mechanical barrels in $z$. The strip pitch is 55-65 $\mu$m for axial strips, 60-75 $\mu$m for small-stereo angle strips, and 125-145 $\mu$m for 90$^\circ$ stereo angle strips. The advantage to having
schematic view of the 3 silicon subsystems in the $r - z$ plane.

Stereo information is the ability to fully reconstruct 3-dimensional track helices. The two layers of the Intermediate Silicon Layers (ISL), located at radii of 20-29 cm, make up the third silicon subsystem. One side of the ISL contains strips with a pitch of 55 $\mu m$ making axial measurements, while the strips on the opposite side make small-angle stereo measurements with a pitch of 73 $\mu m$. Figure 3.5 shows the silicon in the $r - z$ plane. Coverage is good out to $|\eta_{det}| = 2$, and doesn’t completely fall off until $|\eta_{det}| \approx 3 - 4$. The resolution on the impact parameter (distance of closest approach to the origin in the $r - \phi$ plane) of tracks is roughly 40 $\mu m$, including a $\approx 30\mu m$ contribution from the width of the beam itself. The resolution on the $z_o$ of tracks is 70 $\mu m$. In total, the CDF silicon system contains 722,432 channels.

The Central Outer Tracker (COT) makes up the second half of CDF’s tracking system. An open-cell drift chamber located at much larger radii than the silicon, the COT is particularly useful for measuring particle curvature (and thus momenta). The COT is 310 cm in length, and covers radii from 43 to 132 cm and $|\eta_{det}| < 1.0$. There
are 96 position measurements of a particle’s trajectory, grouped into 8 “superlayers” that alternate between axial and 2° stereo measurements. The gas used in the COT is a 1:1 mixture of argone and ethane, giving a relatively quick drift velocity and a maximum drift time of 100-200 ns, which prevents pileup of events from bunch crossings occurring every 396 ns. The transverse momentum resolution is $\sigma_{p_T}/p_T \approx 0.15\% \times p_T$ [GeV/c].

3.2.2 Calorimetry

Sitting outside the solenoid, the calorimeter system measures the energy and position of particles passing through and interacting with dense material. The calorimeters sample a fraction of the total energy deposited by both charged and neutral particles, making it possible to deduce original particle energies. Electromagnetic calorimeters sample the deposition of energy via electromagnetic showers caused by pair productions of electrons and bremsstrahlung of photons. Hadronic calorimeters sample the deposition of hadronic energy via interactions with nucleii in the detector. The CDF calorimeters are segmented into unit cells called towers that are read out independently, with each tower pointing toward the origin of the coordinate system. The calorimeters subtend the full $2\pi$ in $\phi$ and are roughly divided into two regions: the central region ($|\eta_{det}| \lesssim 1.1$) and the plug region (1.1 $\lesssim |\eta_{det}| \lesssim 3.6$).

The calorimetry in the central region consists of the central electromagnetic (CEM), hadronic (CHA) and wall hadronic (WHA) calorimeters, with each tower subtending 15° in $\phi$ and 0.1 in $\eta$. Consisting of alternating layers of lead and scintillator amounting to 18 radiation lengths of material in depth, the CEM is the first calorimeter (smallest $r$) in the central region. Embedded in the CEM is the shower maximum detector (CES), which provides position measurements of electromagnetic showers at
a depth of 5.9 radiation lengths, and is used in electron identification. Wire chambers with a 1.45 cm cell size are used to provide the axial position measurements, and cathode strips 1.67-2.01 cm wide provide stereo information. Behind the CEM lies the CHA, which consists of 4.7 interaction lengths of alternating steel and scintillator and provides energy measurements of hadronic particles. The CHA covers the region $|\eta_{det}| < 0.9$, and is augmented by the similarly designed WHA, which covers the region $0.7 < |\eta_{det}| < 1.2$. Steel, which is significantly cheaper than lead, is used for the hadronic calorimeters, which need to be much larger to measure the energy of hadrons, as hadrons have a much larger mean free path in material than electrons.

Inclusion of the calorimetry in the plug region increases the acceptance for $t\bar{t}$ events, allows for better background vetoing, and improves on the measurement of unbalanced momenta in an event, indicative of an escaping neutrino from $W$ decay. The plug electromagnetic calorimeter (PEM) consists of 23.2 radiation lengths of alternating lead absorber and scintillating tile, and is read out with wavelength shifting fibers. A shower maximum detector (PES) imbedded in the PEM measures the position of electromagnetic showers. The plug hadronic calorimeter (PHA) has 6.8 interaction lengths of alternating iron and scintillating tile to measure the energy of hadronic particles.

### 3.2.3 Muon detectors

With a mass over 200 times larger than an electron, a muon traversing the CDF detector does not emit much radiation. The cross section for a muon to undergo electromagnetic or nuclear interactions is small, so muons typical travel through the CDF detector intact and leave behind only ionization energy, making the calorimeter systems described in section 3.2.2 inadequate to detect muons. To find such minimum
ionizing particles, the muon detectors are located behind both the calorimeters and large amounts of steel shielding that remove remnant hadronic particles. Muons pass through the shielding and leave behind hits (stubs) in the muon detectors, which are single-wire drift cells four layers deep.

Directly behind the CHA and the steel shielding is the central muon detector (CMU), which covers $|\eta_{det}| < 0.6$. The central muon upgrade (CMP) adds coverage in the central region and provides background rejection via an additional 60 cm of steel shielding separating it from the CMU. The central muon extension (CMX) covers the more forward region of $0.6 < |\eta_{det}| < 1.0$.

### 3.2.4 Luminosity counters

Any measurement of a $t\bar{t}$ cross section needs an integrated luminosity for normalization, and as we shall see, some of the estimates for backgrounds to $t\bar{t}$ production are normalized as well to integrated luminosity. The Cherenkov Luminosity Counter (CLC) measures the instantaneous (and thus integrated) luminosity of $p\bar{p}$ collisions at B0. The CLC consists of gaseous Cherenkov counters located at each end of the detector, covering $3.6 < |\eta_{det}| < 4.6$. Photomultiplier tubes detect the Cherenkov light emitted by charged particles passing through the counters. As the luminosity rises, so does the rate of inelastic collisions. This produces more charged particles traversing the forward region and more light measured by the CLC. Given the knowledge of the inelastic cross section for $p\bar{p}$ collisions and the CLC acceptance, the instantaneous and integrated luminosities can be measured with a relative uncertainty of 6%.
3.2.5 Trigger system

The 396 ns \( p \bar{p} \) bunch crossing rate at the Tevatron implies a 2.5 MHz collision rate inside the detector.\(^3\) In most of these bunch crossings, nothing takes place of much interest to a modern-day high-energy physicist, and recording what the detector sees at these rates would take a prohibitively large amount of disk space. CDF employs a three-tiered trigger system to select potentially interesting events for a wide variety of physics analyses, ultimately reducing the 2.5 MHz rate down to roughly 100 Hz, a reduction of \( 2 \times 10^4 \) in data size.\(^4\) Roughly 10 billion inelastic collisions occur for every \( t\bar{t} \) event produced at the Tevatron.

At the first trigger level, custom-designed hardware makes decisions about events based on crude physics quantities. The level-1 (L1) trigger looks for simple signs of interesting physics objects. Examples include energetic calorimeter towers, missing energy in the transverse plane of the detector, stubs in the muon detectors and stiff tracks found in the drift chamber. This rough reconstruction of physics objects takes place in a pipeline capable of buffering 42 beam crossings, with a decision made in 5.5 \( \mu s \) so that the system is deadtimeless. The accept rate for the L1 trigger varies

---

3. Every 12 of the 36 bunches of \( p \) and \( \bar{p} \) are grouped into what are called bunch trains, which are separated by (relatively) large areas in which there should be no circulating beams. These spots, called the abort gaps, give the Tevatron enough time to ramp up septum magnets and safely aim the beam toward beam dumps in case of an accelerator failure or at the end a store. Thus, although the instantaneous crossing rate can be as high as 2.5 MHz, the average beam crossing rate is more like 1.7 MHz. At an instantaneous luminosity of \( 100 \times 10^{30} \text{cm}^{-2} \text{sec}^{-1} \), which is the typical order of magnitude for Tevatron luminosity in Run II, roughly 3 inelastic collisions occur per bunch crossing. The remaining \( \sim 10^{10} \) particles do not interact with one another and continue on, remaining in the Tevatron ring.

4. To give the reader an idea for why a trigger system is needed - raw event data sizes on the order of 100 kB at a data-logging rate of 100 Hz produce on the order of 1 terabyte of data a day. Without any reduction in the trigger rate, we would need a way to write tens of petabytes of data to tape every single day. One petabyte \( \equiv 1000 \) terabytes \( \equiv 1 \) million gigabytes.
depending on luminosity, beam conditions and the triggers being used, but is on the order of 25 KHz, giving a rejection factor of roughly 100.

Events passing the L1 trigger are sent to the level-2 (L2) trigger, which also uses custom-designed hardware. L2 performs a rudimentary event reconstruction, and looks for interesting, more high-level objects such as energetic clusters of towers in the calorimeter or tracks in the silicon that have displaced vertices consistent with secondary decays inside the detector. This event information is passed to a single high-speed commodity PC, which makes the L2 trigger decision. The accept rate for L2 also varies, but is usually on the order of 500 Hz, giving an additional rejection factor of roughly 50.

Events passing the L2 trigger are sent to the level-3 trigger, which consists of a massive CPU farm performing offline-quality event reconstruction. In order to perform full event reconstruction, the data from all detector subsystems must be read out and assembled together. The L3 trigger confirms the L2 trigger decision, rejecting another factor of \( \sim 5x \) and reducing the data-logging rate to tape to the more manageable 75-100 Hz.
CHAPTER 4

EVENT SELECTION

As discussed in Section 2.5, this thesis applies to the Lepton+Jets decay channel of $t\bar{t}$ events, with an event signature of four quarks (two of them b quarks), a single, energetic electron or muon, and an escaping neutrino. A typical Feynman diagram for a Lepton+Jets event is shown in Figure 4.1. These events are produced close to threshold at the Tevatron. The average $p_T$ of the $t\bar{t}$ system is $\approx 20$ GeV/c and the average $p_T$ of a single top quark is $\approx 100$ GeV/c. 1 Due to the threshold effects, $t\bar{t}$ events are rather spherical in nature, and most of the partons are found in the central region of the detector. Unfortunately, there is no easy way to pair what we see in the detector with the partons from the hard-scatter process. There are two top quarks in each event, so simply taking the invariant mass of all objects in the detector does not give a good measurement of the individual top quark mass; any kinematic reconstruction needs some way to identify and separate the different types of hadronic objects (jets) in the event.

4.1 Trigger

There are several striking things about Lepton+Jets $t\bar{t}$ events - a minimum of 4 jets, momentum imbalance in the transverse plane due to the escaping neutrino and 2 b quarks. Yet from the point of view of the trigger system, the easiest thing

---

1. Top quarks are not produced ultrarelativistically at the Tevatron. The average $\beta \approx 0.5$.  
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Figure 4.1: A typical diagram for $t\bar{t}$ production (through quark annihilation) and decay (through the Lepton+Jets channel) at the Tevatron. The charged lepton refers to either an electron or muon.

to identify is the single high-$p_T$, isolated electron or muon. The energetic charged lepton found in these events distinguishes them from the otherwise overwhelming QCD background. For central electron events, the L1 trigger requires an EM cluster with $E_T > 8$ GeV, a matching track in the COT having $p_T > 8$ GeV/c, and a ratio of hadronic-to-electromagnetic energy less than 1:8. At L2, the requirement is tightened to $E_T > 16$ GeV, and L3 makes basic electron identification cuts and further tightens the energy requirement to $E_T > 18$ GeV. These events are referred to as CEM events, with a trigger path $\sim 96\%$ efficient. The PEM is used only to veto dilepton events; events with the high-$p_T$ trigger lepton in the plug are not used in this analysis.

For muons in the central region, L1 requires stubs in both the CMU and CMP detectors consistent with muons with $p_T > 6$ GeV/c, and a matching track in the drift chamber with $p_T > 4$ GeV/c. At L2, the $p_T$ requirement is increased to 15 GeV/c, and at L3 to 18 GeV/c. These events are referred to as CMUP events. For muons in the plug region, the trigger is similar. These events are referred to as CMX events. The efficiency for muon triggers is roughly 93%.
4.2 Offline Reconstruction

Events passing the trigger requirement are logged temporarily in B0 (the building housing the CDF detector) before being sent to the Feynman Computing Center at Fermilab, where they are stored on tapes. The events are grouped into datasets corresponding to different data-taking periods and the trigger that the event fired. Calibrations are applied for shifting beamlines and calorimeter response, after which high-level event reconstruction is undertaken. High-level event quantities are stored in large relational ntuples that contain all the necessary information for kinematic reconstruction of $t\bar{t}$ events.

Before event reconstruction, a good run list is applied to every event to ensure that all detector components were active and working correctly during the period when the event was recorded. The total integrated luminosity of good data corresponding to this analysis is 1.9 fb$^{-1}$.

4.3 Lepton Selection

Electron events are required offline to have an EM cluster with $E_T > 20$ GeV. The electron is required to be isolated from other information in the event: 90% or more of the energy in a cone of $\Delta R = 0.4$ around the electron is required to be associated with the electron. Additional track-quality cuts are also made to ensure a clean electron sample.

Muon events are required to have a track with $p_T > 20$ GeV/c and a matching stub in the muon chambers. Energy deposition in the calorimeters is required to be consistent with a minimum ionizing particle. Similar to the isolation cut for electrons, 90% or more of the energy in a cone of $\Delta R = 0.4$ around the muon is required to be associated with the lepton.
Dilepton channel $t\bar{t}$ is vetoed by rejecting events with more than one lepton. Additional categories of leptons such as PEM electrons and muons that strike only the CMU or CMP chambers are included in this dilepton veto.

4.4 Jets

The property of quark confinement in QCD [23, 24] ensures that bare quarks are not directly observable. Quarks and gluons instead manifest themselves in the detector as jets of particles in the direction of the original parton. After production, quarks immediately undergo parton showering, in which gluon radiation is emitted, leading to $q\bar{q}$ pairs. Additional $q\bar{q}$ pairs are pulled out of the vacuum, and hadronic bound states are formed. It is energetically favorable for this process to continue until a collimated, macroscopic region of the detector, called a jet, is filled with lower energy particles - mostly protons, neutrons, pions and kaons. Some more massive hadrons may decay, however, into charged leptons and neutrinos.

Though the jet as a whole is in roughly the same direction as the original parton, some of the low-energy particles may exist at very wide angles with respect to the original particle direction, either due to the nature of fragmentation kinematics or because low-momentum charged particles are swept away by the magnetic field in the detector. Additionally, some other particles the $t\bar{t}$ decay or from beam remnants may enter into the region of the jet, making it difficult to make a precise measurement of the original parton energy. It is also possible for objects within another jet or the Tevatron beam itself to exchange color information with the jet in question and alter reconstructed distributions. Nevertheless, the sum of the total energy within a cone around the direction of the original particle should be strongly correlated with its energy.
Jet reconstruction, then, begins with the definition of a jet in the detector. If the size of the jet is too small, information about the original parton energy is lost. If the jet is too big, it becomes possible to wash out kinematic or directional information on the original parton. Jets from different partons are also more likely to merge together when a larger jet cone is used. Jets for this analysis are reconstructed with a cone-based clustering algorithm called JETCLU [25], using a cone size of $\Delta R = 0.4$. A detailed explanation of CDF jet calibration and its associated systematics and uncertainties can be found in [26].

Jets are first identified offline by looking for energetic seed towers with $E_T > 1$ GeV. Towers within the initial cone of $\Delta R = 0.4$ are then added to the jet, and a new jet center is calculated by an $E_T$-weighted average of every tower in the jet. This process is repeated until the jet no longer changes. The sum of the energies in the final jet gives the raw jet energy in the detector. Overlapping jets are merged if the overlap is more than 50%, and if a tower belongs to two jets it is assigned to the closest jet in $\Delta R$ space.

4.4.1 Relative corrections

From the raw jet energy many stages of corrections are applied that attempt to remove effects that mask the initial parton energy. In the first stage, the relative corrections normalize the detector response as a function of $\eta_{det}$ so that all jets have the $E_T$ response of the well understood central region of the detector, $0.2 < |\eta_{det}| < 0.6$. The response varies across $\eta$ due to cracks in the detector and different amounts of material in front of the calorimeters. The relative corrections are derived using large samples of dijet events in which the $E_T$ of one jet in the central region is balanced against a probe jet in another region of the detector. Modulo the small intrinsic
Figure 4.2: Dijet balance ratio for both data and Monte Carlo simulation as a function of $\eta_{\text{det}}$. $\beta$ is the average $p_T$ of the probe jet (the jet that needs correcting) vs the trigger jet (the central jet). The multiplicative correction to the trigger jet is then $1/\beta$. Red points are PYTHIA Monte Carlo, black points are data. The Monte Carlo is used to generate the correction.

energy of the initial partons in the transverse plane, vetoing events with additional jet activity ensures that the energy of the two jets should balance. The relative corrections are typically 5-20% of the raw jet $E_T$, and depend on the $E_T$ and $\eta_{\text{det}}$ of the jet (they can both increase and decrease the jet energy). Figure 4.2 shows the average $p_T$ of the probe jet compared to the trigger jet as a function of $\eta_{\text{det}}$, for both MC and data. Varying the selection requirements and the fitting procedure provides systematic uncertainties, shown in Figure 4.3.

4.4.2 Multiple interactions

The next level of jet corrections accounts for the average additional energy in a jet cone due to additional $p\bar{p}$ inelastic interactions occurring during the same bunch crossing. The multiple interaction (MI) correction is parameterized as a linear dependence on
Figure 4.3: Systematic uncertainties on the relative corrections as a function of $\eta_{\text{det}}$ for jets with different $p_T$ values. The uncertainty shown is an absolute uncertainty on the multiplicative correction needed.

The number of additional vertices found in the event - every extra interaction should produce an additional vertex. Using minimum bias data, each additional interaction is found to add 356 MeV of energy, on average, to a jet of cone size $\Delta R = 0.4$. This energy, $((n_{\text{vertex}} - 1) \cdot 356 \text{ MeV})$, is small compared to typical energies in $t\bar{t}$ events, and is subtracted from the energy of each jet. The correction is shown in Figure 4.4, and the systematic uncertainty, given both by the different corrections estimated in non-minibias data and by their luminosity dependence, is shown in Figure 4.5.

4.4.3 Absolute corrections

After accounting for energy due to extra $p\bar{p}$ interactions, the absolute corrections are applied. These corrections account for the non-linearity of the calorimeters and any overall detector response. After the absolute corrections, jet energies should be independent of the CDF detector, and correspond to the total energy of all the hadrons inside the jet cone (these are also called “particle jets”). The absolute corrections are derived from simulations, test-beam data and single-track energy measurements.
Figure 4.4: Additional average energy in each jet as a function of extra primary vertices found in the event.

Figure 4.5: Systematic uncertainty on the multiple interaction correction. This analysis uses jets of cone size $\Delta R = 0.4$, shown in the solid blue (the line with the smallest fractional uncertainty).
in the calorimeter, and depend both on the multiplicity and $p_T$ spectrum of particles in jets, as well as on the calorimeter response to these individual particles. The corrections return the most probable value of the particle jet energy as a function of the jet $p_T$, with corrections as high as over 40% for low-energy jets and as low as 10% for high-energy jets, as shown in Figure 4.6. The total uncertainty on the absolute corrections consists of many pieces, and is dominated by fragmentation uncertainties and the uncertain $E/p$ response in the calorimeter. The total fractional uncertainty, shown in Figure 4.7, depends on the $p_T$ of the jet, and is typically 2% of the jet $p_T$.

4.4.4 Jet categories

Jets with $|\eta_{det}| < 2.0$ and $E_T > 20$ GeV after applying the relative, MI and absolute corrections are referred to as “tight jets.” Jets not passing the tight cuts but having $E_T > 12$ GeV and $|\eta_{det}| < 2.4$ are referred to as “loose jets.” As will be described in Section 4.7, the jet requirements depend on the number of b-tags found in the event.

4.4.5 Additional jet corrections

Applying absolute corrections gives the most probable value of the energy within the jet cone, but does not give back the original parton energy. Two effects make the numbers different. Energy from spectator partons in the hard collision process that breaks up the proton and anti-proton to form the $t\bar{t}$ system must be accounted for. This correction is called the underlying energy (UE) correction. There is also a correction that accounts for out-of-cone (OOC) effects, in which some of the original parton energy lies outside the cone of $\Delta R = 0.4$, either because of fragmentation effects or because low-energy particles are swept out of the cone by the magnetic field. These corrections are derived from balancing dijet events, and can reach almost
Figure 4.6: Absolute energy correction as a function of jet $p_T$. The correction is a multiplicative factor on the jet energy that returns the most probable energy of all hadrons inside the jet cone.
Figure 4.7: Fractional systematic uncertainty on the absolute jet energy correction, as a function of jet $p_T$. 
20% for low-energy jets. As will be described in Section 5.1.1, these last corrections are not used, though the systematic effects arising from the MC mismodeling the data still remain. The OOC correction and systematic uncertainty dominate over the UE effects. Out-of-cone effects provide the dominant systematic uncertainty for low $p_T$ jets, for which many of the fragmentation hadrons are swept outside the jet cone. The correction and its systematic uncertainty are shown in Figure 4.8. The correction is derived from MC, and the systematic uncertainty is found from MC-data differences.

### 4.4.6 Overall jet energy scale uncertainty

The combined fractional uncertainty on the jet energy calibration is shown in Figure 4.9. The overall jet energy calibration is typically referred to as the jet energy scale
(JES). The unit of JES at CDF$^2$ is defined as $\sigma_c$, and shifts in the JES from the expected value are referred to as $\Delta_{\text{JES}}$. A JES calibration of 0 corresponds to the best estimate of a jet’s energy after all CDF calibrations are applied. As discussed above, the calibrations have many sources of uncertainty. If every calibration is shifted up by one $\sigma$ uncertainty (up in the sense that the calibration returns a larger jet energy), we say that the energy was obtained with $\Delta_{\text{JES}} = +1\sigma_c$. Similarly, if the calibrations are shifted down by one unit of uncertainty, we say that the jet was calibrated with $\Delta_{\text{JES}} = -1\sigma_c$. The expected JES at CDF is thus $0 \pm 1\sigma_c$. Note that the calibration shift for $\Delta_{\text{JES}} = \pm 1\sigma_c$ is different for a low-energy jet and a high-energy jet. The calibration might shift a jet energy up by 5% for a low-energy jet, but only 3% for a high-energy jet. This is because the uncertainty on the calibrations is different for the two jets. Similarly for jets in different regions of the detector.

### 4.5 Missing $E_T$

The neutrino from the leptonic W decay escapes undetected, leading to an imbalance of momentum in the transverse plane of the detector. Requiring large missing energy in the transverse plane ($E_T$)$^3$ significantly reduces the background from QCD events, in which there is no W decaying to a neutrino. The $E_T$ in each event is defined with respect to the event’s interaction point along the z axis; the interaction region at B0

---

2. The JES has no physical meaning, and no relationship to quantities outside of the CDF detector.

3. It is conventional in hadron collider experiments to speak of an object’s energy as if it were a vector like the momentum. This is to designate the source of the measurement - the magnetic spectrometer for momentum and the calorimeter for energy. Since the detected particles are traveling close to the speed of light, the magnitudes of energy and momentum are the same. Thus, a particle’s $E_T$ vector has magnitude $E \sin \theta$ and is directed along its transverse momentum vector. If the sum of the transverse momenta of all particles is zero, then the sum of the $E_T$ vectors will also be zero and there will be no “missing $E_T$.”
Figure 4.9: Fractional uncertainty on jet energy scale calibration as a function of corrected jet $p_T$. 
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is 60 cm in length. Good-quality tracks from the drift chamber are extrapolated to the interaction region. Vertices are defined where tracks overlap in this region, and the primary interaction vertex is selected as the one closest to the charged lepton. The $E_T$ is then defined as:

$$E_T = \left| \sum_i -\vec{n}^i E_T^i \right|,$$  \hspace{2cm} (4.5.1)

where the sum on $i$ runs over all calorimeter towers, $\vec{n}^i$ is a vector pointing from the vertex to the face of the $i$th calorimeter tower, and $E_T^i$ is the $E_T$ in the $i$th tower. In events with muons, the measured $p_T$ of the muon track is used in the $E_T$ calculation, and not the energy deposited by the muon in the muon chambers or calorimeters. All loose and tight jets have relative, MI and absolute corrections applied. Events are required offline to have a corrected $E_T > 20$ GeV to pass the event selection.

### 4.6 B-tagging

The $b$ hadrons produced in the fragmentation of $b$ quarks have an average lifetime on the order of 1.5 ps. Given typical boosts in $t\bar{t}$ events at the Tevatron, this implies that $b$ hadrons on average travel several millimeters in the detector before decaying, leading to the striking signature of a multitrack vertex displaced from the $p\bar{p}$ collision point. The lifetime for $b$ hadrons is so long because $|V_{tb}|$ is very nearly unity. The hadron would prefer to decay through a flavor-changing process with a top quark in the final state, but cannot do so because the top is so much more massive than the $b$. The hadron must decay, then, through $b \to c$ or the even more suppressed $b \to u$ transitions. If the displaced vertex from a $b$ hadron decay can be observed with the silicon detector, a jet can be tagged as coming from a $b$ quark, reducing both
the combinatorics of jet-parton assignments as well as light-flavor backgrounds, since light-flavor quark jets do not produce secondary vertices.

This analysis uses the secvtx algorithm [27] to find jets containing secondary vertices consistent with the decay of a $b$ hadron. The algorithm searches inside a jet for good-quality tracks with both COT and silicon hits that form secondary vertices. The distance in the $r - \phi$ plane between the possible secondary vertex and the primary vertex ($L_{xy}$) is calculated, along with the uncertainty on $L_{xy}$, $\sigma(L_{xy})$. If $L_{xy}/\sigma(L_{xy}) > 7.5$, the jet is tagged as coming from the decay of a $b$ quark. Only tight jets are allowed to have b-tags, and tags are considered only on the four leading (highest $E_T$) jets. Figure 4.10 shows a toy picture of a jet being tagged, and Figure 4.11 shows the $\sim 40\%$ per-jet efficiency to tag a $b$ quark in $t\bar{t}$ events. Jets arising from charm quarks have finite lifetimes as well, and have a per-jet tagging efficiency of roughly $8\%$. The efficiency to tag a $b$ quark falls off at higher $E_T$ because extremely energetic jets have a very high track density, making it hard to find good quality tracks. The efficiency rapidly falls off past $|\eta_{det}| > 1.0$, where coverage from the COT disappears.

### 4.7 Sample division

The Lepton+Jets decay channel of $t\bar{t}$ events has 4 quarks in the final state, so we ask offline for at least 4 jets in the detector. Tightening the requirement to events having exactly 4 jets increases the fraction of good, clean signal events in the sample, but removes some real $t\bar{t}$ events with initial state radiation gluon (ISR) or final state gluon radiation (FSR). Only events with at least one b-tag are considered; the 0-tag sample has a rather substantial background from production of W bosons with 4 or more jets, and also suffers from large systematic uncertainties. For events with single tags,
Figure 4.10: Toy picture of a jet tagged as arising from the hadronization and fragmentation of a $b$ quark.

Table 4.1: Event selection summary. Jets are corrected to the particle jet level.

<table>
<thead>
<tr>
<th></th>
<th>1-tag</th>
<th>2-tag</th>
</tr>
</thead>
<tbody>
<tr>
<td>b-tags (Leading 4 jets)</td>
<td>1 or more</td>
<td>&gt; 1</td>
</tr>
<tr>
<td>Lepton $p_T$ (GeV/c), $E_T$ (GeV)</td>
<td>&gt;20</td>
<td>&gt; 20</td>
</tr>
<tr>
<td>$E_T$ (GeV)</td>
<td>&gt;20</td>
<td>&gt; 20</td>
</tr>
<tr>
<td>Leading 3 jets $E_T$ (GeV)</td>
<td>&gt;20</td>
<td>&gt;20</td>
</tr>
<tr>
<td>4th jet $E_T$ (GeV)</td>
<td>&gt;20</td>
<td>&gt;12</td>
</tr>
<tr>
<td>Extra jets $E_T$ (GeV)</td>
<td>&lt;20</td>
<td>Any</td>
</tr>
</tbody>
</table>

exactly 4 tight jets are required; events with additional tight jets and events with only 3 tight jets but 1 or more loose jets were found to have very little statistical power. Events with two or more tags have extremely small background contamination, and also have fewer ways to assign jets-to-partons, so we allow events with 3 tight jets and one or more loose jets, as well as events with 4 or more tight jets. Event selection is summarized in Table 4.1.
Figure 4.11: Per-jet efficiency to tag a b-jet in $t \bar{t}$ events, as a function of jet $E_T$ (top) and jet $\eta_{\text{det}}$ (bottom). This analysis uses the tight tagger, corresponding to the curves of lower-efficiency.
CHAPTER 5
TEMPLATES

After selection and reconstruction, the data give 4-vectors for the jets, leptons and $E_T$ in each event. This information must somehow be processed to form an estimator for the top quark mass. Unfortunately, little at the Tevatron is quite as clean as implied by simple lists of 4-vectors. Jets from the quarks in the event can be lost down the beampipe or into cracks in the detector, or they can merge with one another. Additional jets can arise from ISR off of one of the incoming partons, or from FSR off of one of the final-state quarks in the event. Additional charged leptons can appear from the semi-leptonic decay of a $B$ hadron, and non-Lepton+Jets events can enter our event sample when charged leptons and jets are not found in the detector or fake one another, or when taus decay to electrons or muons. There is also the daunting task of trying to assign correctly the jets in the detector to the partons at the hard scatter level, the additional problem of mistagged light quarks, as well as the need to make an unbiased measurement in the presence of non-negligible background.

We solve these problems by constructing a quantity strongly correlated to the top quark mass and comparing the data to MC predictions that include all of the above effects. This quantity will be called the reconstructed top quark mass ($M_T^{\text{Reco}}$). A set of MC predictions is referred to as a template, which is simply a probability density estimate derived from a given MC sample. Thus, a measurement of the top quark mass is a determination of the most likely parent template for the data. Further complicating the analysis, however, is the strong correlation between the JES in the
detector and quantities sensitive to the top quark mass, including $M^\text{Reco}_t$. When a top quark decays to a W boson and a b quark, the narrow width and large mass of the W boson ensures that most of the mass information is carried by the b quark. As explained in Section 4.4, scaling measured jet energies back to original parton energies is a difficult task, and any uncertainty on the JES directly translates to a systematic uncertainty on the measured top quark mass. To reduce this effect, we introduce a second template that uses the hadronic decay of the W boson to make an in situ measurement of the JES in the detector that can be applied to all jets in the event, including those from b decay. The narrow resonance of the W will make its dijet mass ($W_{jj}$) a good estimator for $\Delta\text{JES}$. Using PYTHIA version 6.216 as the MC generator [28], we produce both types of templates ($M^\text{Reco}_t$ and $W_{jj}$) in a grid of possible values of $M_{\text{top}}$ and $\Delta\text{JES}$, and the final measurement is then a comparison of the sets of two numbers in data to the templates.

5.1 $\chi^2$ Kinematic Fitter

The Lepton+Jets decay channel gives overconstrained kinematics for the $t\bar{t}$ system. There are 24 quantities that define the 4-vectors of the 6 decay objects. The 4-vectors of the 4 jets and the single charged lepton in the event give $4 \cdot 5 = 20$ measurements. We also measure the $E_T$, which has 2 components, $E_x$ and $E_y$, bringing the number of measurements up to 22. We know that the mass of the neutrino is essentially 0, bringing the total up to 23. Finally, there are several constraints that we can apply to the system: the invariant mass of the two jets from the hadronic W decay must give back the W mass, within resolution effects and the W width. Similarly, the invariant mass of the charged lepton and the neutrino must also give the W mass. Finally, in reconstructing the kinematics of the system, we can demand that the mass of the top
quark equal the mass of the anti-top quark. These 3 constraints, combined with our 23 measurements, overconstrain the system of 24 quantities, and allow for a 2C-fit.

**MINUIT** is used to minimize a \( \chi^2 \)-like function\(^1\) for the overconstrained kinematic system:

\[
\begin{align*}
\chi^2 &= \sum_{i=\ell, A\text{jets}} \frac{(p_{T}^{fit} - p_{T}^{meas})^2}{\sigma_i^2} + \sum_{j=x,y} \frac{(U_{j}^{fit} - U_{j}^{meas})^2}{\sigma_j^2} \\
&+ \frac{(M_{jj} - M_{W})^2}{\Gamma_W^2} + \frac{(M_{\ell\nu} - M_{W})^2}{\Gamma_W^2} \\
&+ \frac{(M_{b\tau j} - M_{t})^2}{\Gamma_i^2} + \frac{(M_{b\tau \ell} - M_{\ell})^2}{\Gamma_i^2}.
\end{align*}
\]

The first term constrains the \( p_T \) of the lepton and the 4 jets in the event to their measured values, within their uncertainties. The second term constrains the \( x \) and \( y \) components of the unclustered energy in the detector close to their measured values, also within uncertainties. The unclustered energy is the energy in the calorimeter not associated with the primary lepton, one of the jets, or the \( \vec{E}_T \). The neutrino momentum is not a direct parameter in the \( \chi^2 \) minimization, but is instead related to the unclustered energy, and is calculated at every stage of the minimization process:

\[
px_y(\nu) = - (px_y(\text{jets}) + px_y(\text{lepton}) + U_{x,y}).
\]

The third term in the \( \chi^2 \) constrains the dijet mass of the 2 jets assigned as W decay daugthers to be near the well measured W mass. The fourth term similarly constrains

---

1. Note that the parameters of the functions are correlated. The \( \chi^2 \) after minimization does not strictly follow a \( \chi^2 \) distribution, but the overall shape is not used in the analysis. One way to think of the \( \chi^2 \) is as a test for agreement with the \( t\bar{t} \) hypothesis for a particular jet-quark assignment.
the invariant mass of the leptonic W decay daughters. The last two terms constrain the invariant masses of the three-body top decay daughters to be consistent within the top quark decay width. The value of $M_{\text{top}}$ is a free parameter in the fit, and is taken as the reconstructed mass used in the templates. Since the detector resolutions are much wider than the natural lines widths of the top and W, the line width can be approximated by a Gaussian.

Assuming that the leading (most energetic) 4 jets in the detector come from the 4 final partons at the hard scatter level\textsuperscript{2}, there are 12 ways to assign the jets in the detector to the partons at the hard-scatter level.\textsuperscript{3} In addition, we need some way to initialize the value of the longitudinal momentum of the neutrino - all other parameters in the $\chi^2$ minimization have initial values set to their measured values (the initial value of the top quark is set to 175 GeV/$c^2$, though this does not strongly affect the minimization process), but the neutrino $p_z$ is an unconstrained parameter in the fit. To start off the minimization in a reasonable corner of phase space, the parameter is initially set such that the invariant mass of the charged lepton and the neutrino gives the W mass. In doing so, there is a sign ambiguity due to solving a quadratic equation. We examine both solutions as unique possibilities (though they often converge on the same value of $M_t^{\text{reco}}$), giving a total of $12 \cdot 2 = 24$ possible jet-parton assignments for each event. The fit minimization is performed on all combinations, with $M_t^{\text{reco}}$ taken from the combination giving the best (lowest) $\chi^2$. A $\chi^2$ cut of 9 is applied to reject poorly reconstructed events not fitting the $t\bar{t}$ hypothesis: any event with

\textsuperscript{2} We could try applying any extra, energetic non-leading jets as coming from one of the original partons, but this significantly increases the combinatorics, worsening the power of our templates.

\textsuperscript{3} There are $4 \cdot 3 \cdot 2$ ways to assign the 4 jets to the 4 partons, but the W decay daughters are identical from the point of view of jet-parton assignment, and thus we only have $\frac{4 \cdot 3 \cdot 2}{2} = 12$ possible assignments.
$\chi^2 > 9.0$ is removed from the sample. B-tagging reduces the combinatorics - any leading jet that is tagged is allowed assignment only to a b parton. In rare events with more than two tags among the leading 4 jets, only two tags are considered in any jet-parton assignment, so that the event is not rejected. Not counting the factor of two in combinatorics from the neutrino $p_z$ sign ambiguity, there are 6 possible jet-parton assignments in one-tag events, and 2 possible jet-parton assignments in two-tag events.

5.1.1 Top-specific Corrections

The jet corrections described in Section 4.4 are generic algorithms derived for application in all high-energy CDF analyses. As such, they miss out on several key features of $t\bar{t}$ events in the Lepton+Jets channel. The generic jet corrections assume flat $p_T$ spectra for all jets, meaning that an 700 GeV/$c^2$ parton is assumed to be just as likely as a 75 GeV/$c^2$ particle, which is assumed to be just as likely as a 1.5 GeV/$c^2$ parton. This is not true for $t\bar{t}$ events, which have well defined and different $p_T$ spectra for both the W decay jets as well as for the b jets.\(^4\)

The generic jet corrections also do not account for differences between jets coming from b quarks and jets coming from more generic light-flavor quarks. Jets coming from heavy flavor quarks have different types of fragmentation and hadronization,\(^4\)

---

4. Imagine a jet measured as 700 GeV/$c^2$ after all jet corrections are applied. Let's naively assume that our resolution on this jet is 100 GeV/$c^2$. If we assume a flat $p_T$ spectrum, we are essentially saying that the 700 GeV/$c^2$ jet is just as likely to be a mismeasured 800 GeV/$c^2$ parton as it is to be a mismeasured 600 GeV/$c^2$ parton. This is wrong, however, as we know that jets with such high energy are extremely rare at the Tevatron. If, however, we fold in an assumed $p_T$ spectrum, then the 700 GeV/$c^2$ jet is seen much more likely to be the result of a lower energy jet fluctuating high, and much less likely to be the result of a jet fluctuating low in our measurement. Thus, the assumed $p_T$ spectrum influences the most probable value of the original parton energy, and a flat spectrum is not a good choice.
and may have semi-leptonic decays that include escaping neutrinos. There is also a different flow of QCD color in b jets and W decay jets - the b jets can be color connected via strings of gluons to other particles, whereas the W decay daughters are color singlets. The Lepton+Jets channel is also a very busy environment - the 4 jets in an event all crowd into the detector, and there is a chance for overlap of the jets and the possibility that such a hard collision alters the underlying event structure. The $\chi^2$ minimization should perform better if this knowledge is included in our jet corrections, as well as in the uncertainties on each jet, represented by the $\sigma$ terms in the $\chi^2$. To account for all these effects, jet corrections specific to the Lepton+Jets $t\bar{t}$ environment are derived and applied. These top-specific (TS) corrections are derived from millions of $t\bar{t}$ MC events created by the PYTHIA event generator and run through the full CDF detector simulation. Input masses from 30 different top mass samples ranging from $160 - 180$ GeV/$c^2$ are used to increase statistics in the derivation of the corrections. Only Lepton+Jets events where all 4 partons cleanly and uniquely match to jets within a cone of $\Delta R = 0.2$ are used. The nominal event selection procedure is applied, giving over 380,000 $t\bar{t}$ events, and over 760,000 each of light quark and b-quark jet-parton matches.

After event selection, relative, multiple interaction and absolute corrections are applied to jets. The corrected jets are divided by flavor (whether they came from a b quark or a light quark), and then into 6 bins of $\eta$. The $\eta$ bins have different expected $p_T$ distributions, and though the relative corrections should make the average response uniform in $\eta$, the average resolution and jet $p_T$ are not uniform. The bins in $|\eta|$ are 0-0.2, 0.2-0.5, 0.5-0.8, 1.2-1.6 and 1.6-2.0. Additionally, the jets in each $\eta$ bin are divided into 10 $p_T$ bins. Response functions are plotted in each $\eta$-$p_T$-flavor bin, where the response is given by:
\[
\text{Response} = \frac{p_T(\text{parton}) - p_T(\text{jet})}{p_T(\text{jet})} = \frac{p_T(\text{parton})}{p_T(\text{jet})} - 1.
\] (5.1.3)

The key to the top-specific corrections, then, is to correct the response of a jet such that it returns zero. Of course, this can only be done in some probabilistic manner, and there is a choice as to whether the final corrections should return an average response of 0, a median response of 0, or some other statistic associated with 0. The corrections are derived such that the most probable value (MPV) of the jet is the parton level quantity. The MPV is a somewhat ill-defined quantity, but we try to correct such that the peak of the response function is zero. The mean and median are not good choices, as the response function can have large asymmetric tails, and the most important events for top mass resolution are those in the core of the distribution. To find the MPV, we fit a double Gaussian to each response function, and select the MPV as the peak of the larger Gaussian. Response functions for central light quark jets are shown in Figure 5.1, and for forward light quark jets in Figure 5.2. Similar plots for b quark jets are shown in Figures 5.3 and 5.4.

The MPV for the different \( \eta \) regions are shown in Figures 5.5 and 5.6, along with four-parameter fits to \( R = e^{a+b p_T+c/p_T+d} \).

To get the value of the response function for any arbitrary \( \eta \) and \( p_T \), the values of the four parameters are fit as a function of \( \eta \). Given the \( p_T \), \( \eta \) and flavor hypothesis of any jet, the four-vector can be corrected back to the MPV of the parton level by rearranging the response function equation:

\[
p_T(\text{parton}) = (\text{Response} + 1) \cdot p_T(\text{jet}).
\] (5.1.4)

The result of the above parameterizations are used as inputs to a single 2d fit to the response as a function of \( p_T \) and \( \eta \). This should take into account the correlations
Figure 5.1: Response functions (response vs # events) for light quarks jets with $|\eta| < 0.2$ in different $p_T$ regions. Overlaid are the fits, along with the MPV determined in each distribution.
Figure 5.2: Response functions (response vs # events) for light quarks jets with 1.6 < |\eta| < 2.0 in different $p_T$ regions. Overlaid are the fits, along with the MPV determined in each distribution.
Figure 5.3: Response functions (response vs # events) for b jets with $|\eta| < 0.2$ in different $p_T$ regions. Overlaid are the fits, along with the MPV determined in each distribution.
Figure 5.4: Response functions (response vs # events) for b jets with 1.6 < |\eta| < 2.0 in different \(p_T\) regions. Overlaid are the fits, along with the MPV determined in each distribution.
Figure 5.5: MPV of the response for light quark jets as a function of jet $p_T$. 
Figure 5.6: MPV of the response for b quark jets as a function of jet $p_T$. 

Figure 5.7: Response functions for light quarks jets after applying the final top-specific corrections.

between the variables, and improve the fit, even if visualizing the results becomes more difficult. The same functional form is used. The response functions using these final TS-corrections are shown in Figures 5.7 and 5.8.

The above corrections are applied to the $p_T$ of the jet. The direction of the jets ($\eta$ and $\phi$) given to the kinematic fitter is taken from the measured quantity, with no uncertainty on the values. The mass of jets assumed to come from $b$ quarks is fixed to 5.0 GeV/$c^2$ and the mass of jets assumed to come from light quarks is fixed to 0.5 GeV/$c^2$, though the mass effects are small compared to typical jet energies in $t\bar{t}$ events.

The TS corrections also provide the resolution terms in the $\chi^2$ fitter. The response is once again plotted in bins of $p_T$ and $\eta$ using the fully corrected jets. Single Gaussians are fit to the distributions, with the $\sigma$ of the fit taken as the resolution on the jet $p_T$. The resulting two-dimensional distribution is fit to the same functional
Figure 5.8: Response functions for b quarks jets after applying the final top-specific corrections.

form as was used for the original response curve, giving a resolution for a jet of any $p_T$ and $\eta$, assuming a certain flavor hypothesis.

5.1.2 Other input and parameters to kinematic fitter

Leptons in the fitter are treated similarly to jets - the direction of the leptons is assumed to have zero uncertainty, and the mass is fixed to 0, a very good assumption given the small masses of the electron and muon compared to the typical lepton energies. Only the $p_T$ of the leptons is allowed to fluctuate around the measured value within uncertainties.

The uncertainty on the muon $p_T$ is given by the tracking resolution:

$$\frac{\sigma_{\mu p_T}}{p_T^\mu} = 0.0011 \cdot p_T^\mu [\text{GeV}/c].$$  \hspace{1cm} (5.1.5)

The resolution on the electron $p_T$ is given by the resolution of the EM calorimeter:
\[ \frac{\sigma_{\text{pT}}}{p_T} = \sqrt{\left( \frac{0.135}{\sqrt{p_T}} \text{[GeV/c]} \right)^2 + (0.02)^2}. \] (5.1.6)

The uncertainty on the unclustered energy in the event is taken from studies of minimum bias events, and is given by:

\[ \sigma^{\text{UE}} = 0.4 \cdot \sqrt{\sum E_{T}^{\text{cal}} \text{[GeV]}}, \] (5.1.7)

where the sum is over all calorimeter towers, and is a measured of the total transverse energy in an event. The resolution out of the kinematic fitter is insensitive to the definition of \( \sigma^{\text{UE}} \).

The mass of the W is fixed to 80.42 GeV/c\(^2\), and the width of the W is fixed to 2.12 GeV. The top width is taken as a constant value, 1.5 GeV.

### 5.1.3 Kinematic Fitter Results

Monte Carlo events with different input values of \( M_{\text{top}} \) are sent through full detector simulation and have all corrections applied. After running through the kinematic fitter, templates for the 1-tag and 2-tag samples are shown in Figures 5.9 and 5.10. Though there is a strong correlation between the peak of the templates and the input value of \( M_{\text{top}} \), they are not the same thing, and \( M_{t}^{\text{reco}} \) is only an estimator for \( M_{\text{top}} \). The 2-tag subsample, with fewer jet-parton assingments, has narrower templates, making its events more useful than 1-tag events.

### 5.1.4 Efficiency of \( \chi^2 \) cut

Figure 5.11 and 5.12 show the efficiency for passing the \( \chi^2 < 9.0 \) cut for signal events. The efficiency does have some dependence on \( M_{\text{top}} \) and \( \Delta \text{JES} \), but the effect is small,
Figure 5.9: Output of the kinematic fitter for MC events passing the 1-tag event selection, after the $\chi^2$ cut is applied.
Figure 5.10: Output of the kinematic fitter for MC events passing the 2-tag event selection, after the $\chi^2$ cut is applied.
and the number of signal events passing all cuts does not enter into the likelihood as an input. The efficiency is lower for 2-tag events, which have fewer possible jet-parton assignments, and therefore fewer chances to pass the $\chi^2$ cut. An attempt was made to optimize the value at which the $\chi^2$ cut is made, but the expected statistical uncertainties from the two subsamples are very insensitive to the cut value over a wide range of $\chi^2$, so 9.0 was chosen for consistency with previous measurements.

5.2 Dijet template

There are many possible ways of forming a dijet mass from two jets among the four or more jets in $t\bar{t}$ events. To simplify the list of choices, jets tagged as arising from b quarks are assumed to come from real b quarks, and not from mistags. Additionally, the two jets from the W decay quarks are assumed to be among the leading four jets. For two-tag events, there are only 2 non-tagged jets from among the leading 4 jets, giving only one choice for the dijet mass. The jets are corrected using the light quark TS corrections, and the single dijet mass per event is used. For 1-tag events, there are three possible dijet masses to be made from the 3 non-tagged leading jets. Several variables based on jet $p_T$ and angular distribution were studied for sensitivity to measuring $\Delta J_{ES}$, including linear combinations of multiple dijet masses. In the end, the variable with the best performance was the dijet mass closest to the well known W mass. This sculpts the distribution, but is the most likely to select the two jets from the W decay daughters. The biggest drawback to this variable is that the sculpting causes the background, most of which has no real hadronic W decay, to look very much like the signal. Templates for $W_{jj}$ masses for three different values of $\Delta J_{ES}$ are shown in Figures 5.13 and 5.14. The 1-tag $W_{jj}$ templates are narrower than the 2-tag templates due to the sculpting. The narrowness is a good thing, but
Figure 5.11: Efficiency to pass the $\chi^2 < 9.0$ cut for 1-tag signal events for $\Delta_{\text{JES}} = +1.0$ (top), 0.0 (middle) and -1.0 (bottom) $\sigma_c$. Note the suppressed zeros.
Figure 5.12: Efficiency to pass the $\chi^2 < 9.0$ cut for 2-tag signal events for $\Delta_{\text{JES}} = +1.0$ (top), 0.0 (middle) and -1.0 (bottom) $\sigma_c$. Note the suppressed zeros.
Figure 5.13: Dijet masses for MC events passing the 1-tag event selection, after the \( \chi^2 \) cut is applied. The input top quark mass is 170 GeV/c\(^2\).

the 1-tag \( W_{jj} \) templates have smaller shifts than the 2-tag \( W_{jj} \) templates as \( \Delta_{\text{JES}} \) varies.
Figure 5.14: Dijet masses for MC events passing the 2-tag event selection, after the $\chi^2$ cut is applied. The input top quark mass is 170 GeV/c$^2$. 
CHAPTER 6
KERNEL DENSITY ESTIMATES

Without unlimited computing resources, the finite MC statistics for $M_t^{\text{reco}}$ and $W_{jj}$ must somehow be smoothed out to produce templates needed for the likelihood fit described in Chapter 8. Previous CDF template-based measurements of $M_{\text{top}}$ parameterize the templates using an ad-hoc, arbitrary function with no physical meaning [29, 30]. The parameterizations are adequate to make an unbiased measurement, but are difficult to produce with each iteration of MC, can lead to slightly different minima, and are mathematically poor fits. Perhaps more importantly, it is impossible to account for the small but non-zero correlation between $M_t^{\text{reco}}$ and $W_{jj}$ using a parametric approach. Instead of using multiple 27-parameter functional fits, this measurement uses a non-parametric kernel density estimate (KDE) approach.

6.1 Histograms

Much of the literature on Kernel Density Estimation (KDE) begins with a discussion of histograms as density estimators. Physicists are accustomed to thinking of histograms as tools to graphically represent data, but they are more than that: Histograms give an estimate for the density in a given bin. The value returned by the histogram does not change across the bin and the derivative of the estimate is not defined at the bin boundary, but the histogram is still an estimate of the average density in the bin. Therefore, it may help to think about histograms before moving to KDE. Some useful introductions to KDE can be found in [31, 32, 33, 34].
To be a bit more formal, consider a histogram \( \hat{f}(x) \) (the template), determined by sampling an underlying distribution \( f(x) \) \( n \) times \( (f(x) \) is the true distribution one would get with infinite MC statistics). The histogram has constant binning width \( h \), and \( n \) entries. For simplicity, start the bin origin at \( x = 0 \) so that the \( k \)th bin \( (B_k) \) of the histogram contains the points with \( x \in [kh, (k+1)h] \). Bin \( B_k \) has a bin count \( \nu_k \), which is simply the number of entries falling into the \( k \)th bin \( (\nu_k \) is a non-negative integer). Each entry in a histogram contributes a norm of the area of a rectangle of width \( h \) and height equal to the weight of the entry. There are \( n \) entries, so the total normalization of the histogram is \( nh \cdot \) single entry weight. If the histogram is to be normalized to unity (as is necessary for probability density functions), then the weight of each event is \( \frac{1}{nh} \), and

\[
\hat{f}(x) = \frac{\nu_k}{nh}. \tag{6.1.1}
\]

Let \( p_k \) be the probability for an entry from the underlying (ie true) distribution to fall into the \( k \)th bin. Since the distribution is sampled \( n \) times, \( \nu_k \) will be distributed as a binomial random variable with \( n \) trials and probability \( p_k \): 

\[
< \nu_k >= np_k, \tag{6.1.2}
\]

\[
\text{Var}(\nu_k) = np_k(1 - p_k). \tag{6.1.3}
\]

Combining Equation 6.1.1 with Equations 6.1.2 and 6.1.3 gives

\[
< \hat{f}(x) > = \frac{p_k}{h}, \tag{6.1.4}
\]
\[ \text{Var} \hat{f}(x) = \frac{n p_k (1 - p_k)}{(nh)^2} = \frac{p_k (1 - p_k)}{nh^2}. \] (6.1.5)

At this point, the formalism gives the expectation value and variance of the histogram at any point \( x \in B_k \). When deciding how to choose the optimal bin width \( h \), it will be easier to focus on global quantities integrated over the entire histogram. In the end, this may not be the best thing for top mass analyses, but global quantities are simpler, and this tends to be the route taken by most of the literature. Therefore, instead of focusing on the variance at a point, attention is paid to the integrated variance (IV), which is the variance of \( \hat{f}(x) \) integrated across all possible values of \( x \):

\[ IV = \int_{-\infty}^{\infty} \text{Var} \hat{f}(x) dx. \] (6.1.6)

This large integral can be broken up into integrals over each of the infinite number of bins (if the histogram is defined for only a finite number of bins, it can be extended to an infinite number of bins and set it equal to 0 in the extra regions):

\[ IV = \sum_{k=-\infty}^{\infty} \int_{B_k} \text{Var} \hat{f}(x) dx = \sum_{k=-\infty}^{\infty} \int_{B_k} \frac{p_k (1 - p_k)}{nh^2} dx. \] (6.1.7)

The IV has two pieces (the two separate terms in the numerator of equation 6.1.7): one term is \( \propto p_k \) and the other term is \( \propto -p_k^2 \). As we scan across a bin, \( p_k \) remains a constant (it’s the probability to find an entry in that bin, regardless of where in the bin the histogram is evaluated). The integral of a constant over each bin is \( h \) times that constant (since the width of the bin is \( h \)), and \( \sum p_k = 1 \), so that the first term in the IV is \( \frac{1}{nh} \). The second term is \( \frac{1}{nh} \sum_{k=-\infty}^{\infty} p_k^2 \), so an expression for \( \sum p_k^2 \) is needed.
The approximation $p_k \sim h \cdot f(x_k)$ for some $x_k$ in the $k$th bin is a good one, as the probability to be in a bin is equal to the value of the function somewhere in that bin, normalized by the bin width. This is a reasonable approximation if $f(x)$ is a smoothly varying function, which should be the case for the $M_t^{\text{reco}}$ and $W_{jj}$ distributions. Plugging this in, $\sum p_k^2 = \sum [f(x_k)h]^2$ for some $x_k$ in each of the $B_k$. If the bin widths are small, another approximation is that the sum of many small things approaches the integral of that thing: $\sum [f(x_k)h]^2 \sim h \int f(x)^2 dx$ (as $h \to 0$, $h^2 \to hdx$). Thus,

$$\text{IV} = \frac{1}{nh} - \frac{1}{n} \int_{-\infty}^{\infty} f(x)^2 dx. \quad (6.1.8)$$

Introducing new notation:

$$R(\phi) = \int_{-\infty}^{\infty} \phi(x)^2 dx, \quad (6.1.9)$$

$$\text{IV} = \frac{1}{nh} - \frac{R(f)}{n}. \quad (6.1.10)$$

Equation 6.1.10 says that as the statistics of the sample are increased, the variance decreases as $1/n$, or, $\sqrt{\text{Variance}} \propto \frac{1}{\sqrt{n}}$, as might be expected. The first term also scales as $1/h$ - if the bin width is doubled, on average, the number of entries in each bin is doubled. As for the second term, it depends on the number of entries in the histogram and a quantity related to the true, underlying distribution, but not on $h$ or $\hat{f}$. Since it does not depend on bin width, which in the end is the quantity of interest, we will ignore this term.

The estimator $\hat{f}(x)$ can also be biased at the point $x$. Let’s Taylor expand the probability $p_k$ in the $k$th bin. Using the first bin as an example, so that $k = 0$ and
$x \in [0, h)$, the Taylor expansion of $p_k$ gives:

$$p_0 = \int_0^h f(t)dt = \int_0^h [f(x) + (t - x)f'(x) + ...]dt,$$  \hspace{1cm} (6.1.11)

$$p_0 = hf(x) + h\frac{h}{2} - x)f'(x) + ....$$  \hspace{1cm} (6.1.12)

The bias of $\hat{f}(x) = <\hat{f}(x) > = f(x) = \frac{\mu}{h} - f(x) = (\frac{h}{2} - x)f'(x) + ....$ This is the smallest at the center of the bin, where the Order($h$) term disappears, and an expansion to additional powers of $h$ is needed to find a bias.

Also important is the square bias integrated across this bin: $\int_{B_0} (\frac{h}{2} - x)^2(f'(x))^2 \, dx$, as before distilling down to one number how well the histogram performs. The mean value theorem says that this is $(f'(\eta_0))^2 \int_0^h (\frac{h}{2} - x)^2 \, dx = (f'(\eta_0))^2\frac{h^3}{12}$ for some $\eta_0$ in the bin (ie $\eta_0 \in [0, h]$). This is the total square bias in the first bin. Summing up the total integrated square bias (ISB) in all the bins:

$$\text{ISB} = \frac{h^2}{12} \sum_{k=-\infty}^\infty h(f'(\eta_k))^2 \sim \frac{h^2}{12} \int_{-\infty}^\infty (f'(x))^2 \, dx + ....$$  \hspace{1cm} (6.1.13)

Adopting the previous notation as before,

$$\text{ISB} = \frac{h^2}{12} R(f').$$  \hspace{1cm} (6.1.14)

How can the ISB be interpreted? As the bin width increases, the histogram becomes more susceptible to biases - in each bin, it is asked to give a single estimate for the density across an even wider range of points. The number $R(f')$ can be thought of as a way to measure the average amount that the underlying function is or is not constant in each of the bins bins. If the average slope of the underlying distribution is small, estimating the density with a single number per bin should give
only small biases. If the average slope of the distribution is large, then the histogram has large biases, especially at bin edges.

A useful measure of the performance of a histogram is the sum of the $h$-dependent part of the IV plus the ISB. This gives a total error that is a function of $h$:

$$AMISE = \frac{1}{nh} + \frac{1}{12} h^2 R(f').$$  \hspace{1cm} (6.1.15)

AMISE stands for Asymptotic Mean Integrated Square Error (the asymptotic refers to the fact that it includes only the leading order terms in our expansions). This is used because the MISE (Mean Integrated Square Error) is a global quantity that describes us how well the histogram can be expected to perform, integrated over the entire distribution:

$$MISE = \int <[\hat{f}(x) - f(x)]^2 > \, dx = \int [<\hat{f}^2(x) > + f^2(x) - 2f(x) <\hat{f}(x) >] \, dx.$$  \hspace{1cm} (6.1.16)

Adding and subtracting $<\hat{f}(x) >^2$ to the integral gives

$$MISE = \int [<\hat{f}^2(x) > + f^2(x) - 2\hat{f}(x) + <\hat{f}(x) >^2 - <\hat{f}(x) >^2] \, dx,$$  \hspace{1cm} (6.1.17)

and rearranging leads to

$$MISE = \int [<\hat{f}(x) >^2 + f^2(x) - 2\hat{f}(x) + <\hat{f}^2(x) > - <\hat{f}^2(x) >^2] \, dx.$$  \hspace{1cm} (6.1.18)
The first three terms are an expansion of the ISB $\int [\langle \hat{f} \rangle - f]^2$ and the last two terms are the IV, giving some justification for adding the ISB and IV together with unit coefficients. Setting $\frac{d}{dh}$AMISE = 0 gives the bin width of a histogram that minimizes the total error:

$$h_{\text{min}} = \left[ \frac{6}{n R(f')} \right]^{1/3}. \quad (6.1.19)$$

Plugging this back into the AMISE gives an error that decreases at a rate of $n^{-2/3}$. Of course, choosing the optimal bin width depends on knowing a function (R) of the true distribution, and if the true distribution were known, the histogram would not be needed as a density estimator.

### 6.2 KDE

Histograms are great tools for visualizing data, but as density estimators they have many shortcomings - they are not continuous, suffer from effects due to the choice of origin, and give the same density estimate across an entire bin. Many of these shortcomings can be overcome, but we will move away from histograms and instead focus on kernel density estimation. Essentially, the underlying density will be estimated by smoothing out the sampling data using a smoothing function called the kernel, $K(x)$. One way to think about doing this is placing $\delta$-functions on the axis at every point returned by our MC (for example, the reconstructed top masses). Now smooth out the points by replacing the delta functions with normalized Gaussians centered at each point. Summing over all the Gaussians gives the density estimate. All that remains is to select the width of these Gaussians, and therein lies the rub: similar to the bin width choice for histograms, there is a parameter $h$ (in this example, $h$ would be the $\sigma$ of the Gaussians, more generally called the smoothing parameter or
bandwidth for other functions) that determines the tradeoff between variance and bias, or how much the sampling points are smoothed out. A large $h$ will give a small variance and a large bias, whereas a small $h$ will give a large variance and a small bias.

Formally, the density estimate becomes:

$$\hat{f}(x) = \frac{1}{nh} \sum_{i=1}^{n} K\left(\frac{x - x_i}{h}\right) \equiv \frac{1}{n} \sum_{i=1}^{n} K_h(x - x_i) \equiv K_h(x - X) \equiv K_h(t) \equiv \frac{1}{h} K(t).$$

(6.2.1)

The kernel, $K(x)$, is a function that determines how to smooth out the sampling data to estimate the density at the point $x$. The values of $x_i \in X$ are the $n$ sampling values used to estimate the true distribution. Similar to before, we define expectation values and variances for the estimate:

$$<\hat{f}(x)> = <K_h(x - X)>,$$

(6.2.2)

$$\text{Var} \; \hat{f}(x) = \frac{1}{n^2} \sum_{i=1}^{n} \text{Var} \; K_h(x - x_i) = \text{Var} \; K_h(x - X).$$

(6.2.3)

where the extra factor of $\frac{1}{n}$ comes from the general rule that for constant $A$, $\text{Var}(Ax) = A^2 \text{Var}(x)$, and not $A \text{Var}(x)$. Expanding $\hat{f}(x)$:

$$<\hat{f}(x)> = \frac{1}{nh} < \sum_{i=1}^{n} K\left(\frac{x - x_i}{h}\right) > = \frac{1}{nh} \int f(x) \sum_{i} K\left(\frac{x - x_i}{h}\right),$$

(6.2.4)

$$<\hat{f}(x)> = \int f(x) K_h(x - X) dx = \frac{1}{h} \int f(x) K(t) dx.$$

(6.2.5)
From Equation 6.2.1, \( t = \frac{z-X}{h} \), so \( x = ht + X \) and \( dx = hdt \):

\[
< \hat{f}(x) > = \int f(X + ht)K(t)dt.
\]  
(6.2.6)

A Taylor expansion of \( f(X + ht) \) around \( x = X \) gives

\[
f(X + ht) = f(X) + htf'(X) + \frac{1}{2}h^2t^2f''(X) + ...,
\]  
(6.2.7)

and plugging back in to Equation 6.2.6 gives

\[
< \hat{f}(X) > = [f(X) \int K(t) + hf'(X) \int tK(t) + \frac{1}{2}h^2f''(X) \int t^2K(t) + ...]dt.
\]  
(6.2.8)

There is some freedom in choosing the Kernel - it should be normalized, and it makes sense to choose a Kernel that is symmetric about 0 (ie with a vanishing first moment):

\[
\int K_h(w)dw = 1,
\]  
(6.2.9)

\[
\int wK_h(w)dw = 0.
\]  
(6.2.10)

It is possible to choose additional, higher-order moments to vanish, but this brings a risk of the density estimate becoming negative. Avoiding this,

\[
\int w^2K_h(w)dw \equiv \sigma^2_h,
\]  
(6.2.11)

where \( \sigma^2_h \) depends only on the kernel function, and not on the smoothing parameter. Combining equations 6.2.8, 6.2.9, 6.2.10 and 6.2.11 gives the bias to leading order:
Bias(x) = \langle \hat{f}(x) \rangle - f(x) \approx \frac{1}{2} \sigma_k^2 h^2 f''(x), \quad (6.2.12)

and the ISB:

\text{ISB} = \frac{1}{4} \sigma_k^4 h^4 R(f'''). \quad (6.2.13)

Unlike for histograms, where the lowest-order term in ISB \propto R(f'), the ISB for KDE \propto R(f'''). This is because histograms have an intrinsic bias across the bin as the function varies, whereas kernel estimate tracks linear changes in underlying distributions via the sampling distribution. In other words, if the underlying distribution has a single slope, KDE will track this via larger number of points sampled at higher densities. The density estimate develops a bias only when the second derivative of the true distribution does not vanish.

Once again following the approach with histograms,

\text{Var}\hat{f}(x) = \langle K_h(x - X)^2 \rangle - \langle K_h(x - X) \rangle^2. \quad (6.2.14)

Using the same tricks as before to calculate the first term in the variance:

\langle K_h(x - X)^2 \rangle = \frac{1}{n^2 h^2} \int f(x) \sum_i K^2(\frac{x - x_i}{h}) dx, \quad (6.2.15)

\langle K_h(x - X)^2 \rangle = \frac{1}{nh^2} \int f(x) K^2(\frac{x - X}{h}) dx. \quad (6.2.16)

Making the change of variables once more gives:

\langle K_h(x - X)^2 \rangle = \frac{1}{nh} \int f(X + ht) K^2(t) dt. \quad (6.2.17)
Keeping only the leading-order term in the $f(X + ht) = f(x) + \ldots$ expansion gives:

$$< K_h(x - X)^2 > \sim \frac{1}{nh} \int f(x)K^2(t)dt,$$

(6.2.18)

$$< K_h(x - X)^2 > \sim \frac{f(x)R(K)}{nh}.$$

(6.2.19)

Using the first order term in the Taylor expansion of $< K_h(x - X) >^2$ gives:

$$\text{Var}(\hat{f}(x)) = \frac{f(x)R(K)}{nh} - f(x)^2,$$

(6.2.20)

$$\text{IV} = \frac{R(K)}{nh} - R(f),$$

(6.2.21)

where, similar to histograms, the second term in the IV does not depend on $h$, only on the underlying distribution and the number of sample points. Since as before the quantity of interest is the choice of smoothing parameter, we ignore this term and combine the remaining IV and the ISB (Equations 6.2.21 and 6.2.13):

$$\text{AMISE} = \frac{R(K)}{nh} + \frac{1}{4\sigma_k^4h^4}R(f''),$$

(6.2.22)

yielding an optimal smoothing parameter of

$$h_{\text{min}} = \left[ \frac{R(K)}{n\sigma_k^4R(f'')} \right]^{1/5}.$$

(6.2.23)

Plugging this in gives an error that decreases at a rate of $n^{-4/5}$, which is faster than the $n^{-2/3}$ rate from histograms.
6.3 On the choice of kernel

It turns out that the choice of kernel is less important than the choice of smoothing parameter \([35]\). We use the Epanechnikov Kernel:

\[
K_h(t) = \frac{3}{4}(1 - t^2) \text{ for } |t| < 1 \text{ and } K(t) = 0 \text{ otherwise.} \tag{6.3.1}
\]

In other words, \(K_h(t) = \frac{3}{4}(1 - t^2)\), but only points with \(|x - x_i| < h\) contribute at all to the density. The Epanechnikov Kernel is normalized and has a vanishing first moment. The value of \(R(K) = 3/5\), and \(\sigma^2_k = 1/5\).

6.4 The oversmoothing rule

A great deal of effort goes into various rules for estimating the optimal smoothing parameter \(h\). The techniques go by names such as unbiased cross-validation, biased crossed-validation, plug-in cross-validation and bootstrapping. We adopt a more simple approach - we use an upper limit on the smoothing parameter \((h = h_{OS})\) given by the oversmoothing rule, derived below \([31, 32, 36]\). The value of \(h_{OS}\) will depend on the number of entries and RMS of the sampled distribution, so it will vary by MC sample and the sub-category being examined, as well as for both signal and background.

The optimal value of \(h \propto \frac{1}{R(f'')}^{1/5}\) (see Equation 6.2.23), so that a lower limit on \(R(f'')\) gives an upper limit on the optimal value of \(h\). Thus, we want to find the function \(g(x)\) that gives the minimum possible value of \(\int g''(x)^2 \, dx\) given some prior knowledge that \(\int g = 1\) and \(\int x^2 g = \sigma_f^2\). The true value of \(\sigma_f^2\) is unknown, but a good, unbiased estimate of it can be obtained from the sample distribution. In other
words, the variance of the templates sets the scale of the smoothing parameter. To do this, set up a Lagrangian with 2 multipliers:

$$L(g) = \int_{-\infty}^{\infty} [g''(x)^2 + \lambda_1(g(x) - 1) + \lambda_2(x^2 g - \sigma_f^2)] dx.$$  \hspace{1cm} (6.4.1)

The functional derivative of $L$ in some vanishing direction $\eta$ ($\eta$ is some arbitrarily small variation in $g$) will be needed:

$$D[\eta][L(g)] = \frac{1}{\epsilon} [L(g + \epsilon \eta) - L(g)] \text{ for } \epsilon \to 0.$$  \hspace{1cm} (6.4.2)

For example, $D[\eta](g'')^2 = \frac{1}{\epsilon} [(g + \epsilon \eta)''^2 - (g'')^2] = 2g'' \eta''$. Thus,

$$D[\eta][L] = \int (2g'' \eta'' + \lambda_1 \eta + \lambda_2 x^2 \eta) dx.$$  \hspace{1cm} (6.4.3)

If $g$ is the function that minimizes the Lagrangian, this functional derivative must be zero for any $\eta$. Thus we will want to pull out a factor of $\eta$ in front of every term. To do this, integrate the first term by parts twice:

$$D[\eta][L] = 2(g'' \eta' - g''' \eta)[c] + \int_{-c}^{c} (2g^{iv} + \lambda_1 + \lambda_2 x^2) \eta dx.$$  \hspace{1cm} (6.4.4)

Here, the symmetric boundaries $\pm c$ are introduced as the arbitrary (and possibly infinite) limits of integration for the support of the function $g$, and $g^{iv}$ is the 4th derivative of $f$. Before continuing, it is useful to step back for a moment to reiterate the plan of action. The function $g(x)$ is going to be the function that will give the minimum value of $R$ for $\sigma_f$ (which will be estimated from the MC template). The function $\eta(x)$ is some small variation in this function. The functional derivative $D[\eta][L]$ should vanish for all $\eta$, and $g$ smoothly goes to 0 at the boundaries, so the
first two boundary terms must be 0. Thus, all that is remaining is the requirement that:

\[ \int_{-c}^{c} (2g^i(x) + \lambda_1 + \lambda_2x^2)\eta dx = 0. \quad (6.4.5) \]

This must hold for any \( \eta \), so the terms in parentheses must vanish. Since as usual things should be symmetric, we can require that \( g \) be symmetric. It must have terms \( \propto x^6 \) and \( \propto x^4 \) so that \( g^i \) can cancel the \( x^2 \) terms and \( x^0 \) terms. The symmetry rules out \( x^1 \), \( x^3 \) and \( x^5 \) terms, and there can be no terms with powers higher than \( x^6 \), since they will not cancel.

Thus, \( g = Px^6 + Qx^4 + Rx^2 + S \), leaving 4 unknowns. However, \( g(\pm c) = 0 \) and \( g'(\pm c) = 0 \) (since the function should be smooth). These two constraints leave only two unknowns, and \( g(x) = A(x - c)^3(x + c)^3 \) for \( x \in [-c, c] \) and \( g(x) = 0 \) otherwise. Think of \( c \) as a parameter of \( g \); it corresponds to the point along the \( x \)-axis where the function goes to zero permanently, or, in other words, the range of support of \( g \). The value of \( c \) can be increased, but it is constrained by the normalization and the choice of \( \sigma_f \), and hence it is a parameter of \( g \).

Given that \( g(x) = A(x - c)^3(x + c)^3 \) for \( |x| < c \), things are almost finished, since there are two additional constraints \( \int_{-c}^{c} x^2g(x)dx = 1 \) and \( \int_{-c}^{c} x^0g(x)dx = \sigma_f^2 \) and two unknowns \( (A \) and \( c) \). The first constraint gives \( Ac_7 = \frac{-35}{32} \) and the second constraint gives \( Ac_9 = \frac{-315}{32}\sigma_f^2 \). Combining, \( c = -3\sigma_f \) and \( A = \frac{35}{69984\sigma_f^7} \), or

\[ g = \frac{35}{69984\sigma_f^7}(x - 3\sigma_f)^3(x + 3\sigma_f)^3. \quad (6.4.6) \]

Plugging this into \( R(g) = \int_{-3\sigma_f}^{3\sigma_f} g''(x)^2 \) gives:
\[ h_{OS} = 3\sigma_f \left( \frac{R(K)}{35n\sigma_k^4} \right)^{1/5}, \]  

(6.4.7)

so that

\[ h < 3\sigma_f \left( \frac{R(K)}{35n\sigma_k^4} \right)^{1/5}. \]  

(6.4.8)

For the Epanechnikov Kernel, this becomes

\[ h < 3\sigma_f \left( \frac{3}{7n} \right)^{1/5}. \]  

(6.4.9)

Typical values of \( h_{OS} \) for density estimates in the signal are 11 GeV/c\(^2\) for \( M_t^{\text{reco}} \) and 3 – 6 GeV/c\(^2\) for \( W_{jj} \). For background density estimates, these numbers are larger, as the number of events passing all the cuts is smaller and the templates are wider. Typical values are 15 – 20 GeV/c\(^2\) for \( M_t^{\text{reco}} \) and 5 – 10 GeV/c\(^2\) for \( W_{jj} \) for background KDE.

### 6.5 Adaptive kernels

There is no intrinsic reason to choose a constant smoothing factor over the entire template range. Near the core of the distribution, where poor statistics are not a problem and the leading source of error is the bias, it would be nice to use a smaller value of \( h \). And in the tails of the distribution, where the statistics are small and the variance is large, a larger value of \( h \) is better. There are many approaches to such improvements to KDE, one of which is adaptive smoothing, where \( h = h(x_i) \), but \( h \neq h(x) \). In other words, the smoothing parameter varies for every individual kernel function, but not for the value at which the density is being estimated. It helps to think about this from the point of view of summing many small, normalized bumps.
centered around the MC points. For example, if \( n \) Gaussians centered around the
reconstructed top quark masses in MC are added, there is no reason for the widths
of all the Gaussians to be the same.

Formally, then, the adaptive Kernel becomes

\[
\hat{f}_{\text{adaptive}}(x) = \sum_{i=1}^{n} \frac{1}{nh_i} K\left(\frac{x - x_i}{h_i}\right),
\]

leaving a choice for how to choose \( h_i \). We follow [37], and seek to choose \( h(x_i) \propto f(x_i)^{-0.5} \). As usual, \( f(x_i) \) is unknown, but can be estimated from \( \hat{f}(x_i) \) by using an
initial pilot kernel density estimation. Then \( h(x_i) = h_0(\hat{f}(x_i))^{-0.5} \). Here, \( h_0 \) cannot
be the same size as the normal smoothing parameter unless it is normalized to some
average density estimate. Following the suggestion of [32], we choose

\[
h(x_i) = h_0 \sqrt{G/\hat{f}(x_i)}, \tag{6.5.2}
\]

where \( G \) is the geometric mean of all the \( \hat{f}(x_i) \). For the adaptive kernel method there
are two choices to make for the smoothing parameter - a choice for the first pilot
density estimation, and a choice for \( h_0 \). It’s not clear what type of rule should be
used for such kernels, but we take a simple approach and use \( h = h_{QS} \) for all pilot
density estimates. The claim from [37] is that, under certain restrictions, the bias
in the density estimation is now \( \propto h^4 \), and not \( h^2 \).\(^1\) Figures 6.1 and 6.2 show the
improvements gained by adaptive KDE. The core of the distributions are typically
better matched with a sharper peak, and fluctuations in the tails of the distribution
are smoothed out. At this stage in our machinery, one final source of bias is removed
- when forming the density estimates, an event is not compared to itself. In other

\(^1\) It would be nice to derive this, but [32] claims that showing this “involves extremely
tedious algebra” and we have been unable to do so.
words, when finding the density estimate for the \( i \)th event, the very same \( i \)th event is removed in the sum over the \( N \) entries in the MC. This is not a problem when running over the data, but can be a problem when running bias checks in the MC. In particular, some MC samples have more events than other samples such that comparing an event to itself can skew the likelihood values.

![Graph](image)

**Figure 6.1:** One-dimensional templates from KDE for 1-tag events. On the top are \( M_{\text{trecoc}} \) templates, and on the bottom are \( W_{\text{jj}} \) templates. The plots on the left are on a linear scale, and the plots on the right are on a log scale. On top of the histograms in solid (dashed) lines are the distributions from adaptive (non-adaptive) KDE.

### 6.6 KDE in multiple dimensions

The most basic multivariate kernels are product kernels. If \( K_1(x) \) and \( K_2(y) \) are independent kernels, define a new, single multivariate (2d) kernel by \( K_{\text{product}}(x, y) \equiv K_1(x) \otimes K_2(y) \), so that
Figure 6.2: One-dimensional templates from KDE for 2-tag events. On the top are $M_{\text{rec}}^2$ templates, and on the bottom are $W_{jj}$ templates. The plots on the left are on a linear scale, and the plots on the right are on a log scale. On top of the histograms in solid (dashed) lines are the distributions from adaptive (non-adaptive) KDE.
\[ K_{\text{product}}(x, y) = \frac{3^2}{4^2 h_1 h_2 n} \sum_{i=1}^{n} [1 - (\frac{x - x_i}{h_1})^2][1 - (\frac{y - y_i}{h_2})^2]. \]  

(6.6.1)

Note that the \( i \)th event in the MC contributes to \( K(x, y) \) if and only if \( |x - x_i| < h_1 \) and \( |y - y_i| < h_2 \). In other words, even if only one of the components of the product kernel fails the distance test, the event contributes 0 to the density estimation. Also note that \( h_1 \neq h_2 \). Requiring the two smoothing parameters to be equal is an unnecessary restriction that makes no sense unless the two variables have the same scale and RMS.

Reference \[38\] gives an overview of the more general forms of 2-dimensional KDE, and \[39\] describes the advantages of adaptive methods in multivariate KDE. In the brief math that follows for bivariate KDE, we will assume that the reconstructed top mass and dijet mass have 0 correlation. Of course, this is not true - if they had no correlation, then there would be no reason to move to multivariate density estimates. But since the correlation is small (correlation here refers to a local correlation in the neighborhood under evaluation, and not a global correlation), this will be a good introduction to the mathematical expressions that arise when adding an extra dimension.

### 6.7 Bivariate math

Start off with the basics, where \( H \) now refers to the collective \((h_x, h_y)\):

\[
< \hat{f}(x, y) > = < K_H(x - X, y - Y) > = \int f(X, Y) K_H(x - X, y - Y)dXdY = \frac{1}{h_x h_y} \int f(X, Y) K(t_X, t_Y)dXdY. 
\]  

(6.7.1)
Changing variables gives

\[
< \hat{f}(x, y) > = \int f(h_x t_X + X, h_y t_Y + Y)K(t_X, t_Y) dt_X dt_Y. \tag{6.7.2}
\]

Recalling the formula for Taylor expansions of functions of 2 variables:

\[
< \hat{f}(x, y) > = \int K(t_X, t_Y)[f(X, Y) + f_x(X, Y)h_x t_X + f_y(X, Y)h_y t_Y + \\
\frac{1}{2}f_{xx}(h_x t_X)^2 + \frac{1}{2}f_{yy}(h_y t_Y)^2 + f_{xy}h_x t_X h_y t_Y] dt_X dt_Y. \tag{6.7.3}
\]

As before, the kernel is normalized and has vanishing first moments in both dimensions, so that:

\[
< \hat{f}(x, y) > = f(x, y) + \frac{1}{2} \int K(t_X, t_Y)[f_{xx}(h_x t_X)^2 + f_{yy}(h_y t_Y)^2] dt_X dt_Y. \tag{6.7.4}
\]

Thus, the ISB is:

\[
\text{ISB} = \frac{1}{4} \sigma_k^4 [h_x^4 R(f_{xx}) + h_y^4 R(f_{yy}) + 2h_x^2 h_y^2 \int f_{xx} f_{yy}]. \tag{6.7.5}
\]

To find the variance of our KDE, write:

\[
\text{Var} \hat{f}(x, y) = < K_H(x, y)^2 > - < K_H(x, y)^2 >^2, \tag{6.7.6}
\]

and then reach into the usual bag of tricks to get
\[ < K_H(x, y)^2 > = \frac{1}{nh_xh_y} \int f(X + h_x t_X, Y + h_y t_Y) K^2(t_X, t_Y) dt_X dt_Y \]
\[ \sim \frac{f(x, y) R^2(K)}{nh_xh_y}. \quad (6.7.7) \]

The extra power of \( R(K) \) come from the fact that for the 2d product kernel, \( K(x, y) = K(x) \otimes K(y) \) and \( \int K^2(x) dx = \int K^2(y) dy = R(K) \). Thus,

\[ \text{IV} = \frac{R(K)^2}{nh_xh_y} - \frac{R(f)}{n}, \quad (6.7.8) \]

and (dropping the usual term with no \( h \) dependence),

\[ \text{AMISE} = \frac{1}{4} \sigma_k^4 [h_x^4 R(f_{xx}) + h_y^4 R(f_{yy}) + 2h_x^2h_y^2 \int f_{xx} f_{yy}] + \frac{R(K)^2}{nh_xh_y}, \quad (6.7.9) \]

In general, there is no closed-form expression that minimizes Equation 6.7.9, let alone for the general case of \( d \) dimensions. However, note that for \( h_x = h_y \equiv h \), even though the ISB \( \propto h^4 \), the IV \( \propto 1/nh^2 \) (where it formerly went as only \( 1/nh \)). Because the MC must cover an area in parameter space in the 2d method (as opposed to only a line in parameter space in the 1d method), the number of MC points required to keep the variance at bay increases. Unlike in 1d KDE, where \( h_{\text{min}} \propto n^{-1/5} \), in 2d KDE \( h_{\text{min}} \propto n^{-1/6} \). In general, with each added dimension (in other words, with each additional observable), the size of the optimal smoothing parameter increases (some authors refer to this exponential increase in the necessary statistics as the curse of dimensionality). In \( d \) dimensions, \( h_{\text{min}} \propto n^{-1/(4+d)} \) and the AMISE converges at a rate of \( n^{-4/(4+d)} \).
When moving to full two-dimensional KDE, it is necessary once again to choose smoothing parameters. Reference [36] provides an oversmoothing rule for multiple dimensions that is also mentioned in [31]. The variance still sets the scale in each dimension, as it must from dimensional analysis. In any dimension $x$,\(^2\)

\[
h_{x}^{OS} = \left[ \frac{R(K)^d d}{n C_f \sigma_K^4} \right]^{1/(d+4)} \sigma_x, \tag{6.7.10}
\]

\[
C_f = \frac{16 \Gamma(d+8) d(d+2)}{(d+8)(d+6)/2 \pi^{d/2}}, \tag{6.7.11}
\]

where, for us, $d = 2$.

The values of $h_{OS}$ for 2d density estimates are typically $\sim 20\%$ wider than the 1d versions.

### 6.8 Boundary kernels

The KDE described above knows nothing about boundaries or kinematic cut-offs in the observable quantities. Mathematically, the density functions for $W_{\parallel}$ and $M_t^{\text{reco}}$ can take on any real values, given large enough smoothing. In reality, there are soft limits to the values that can be possibly be observed in data. The value of $M_t^{\text{reco}}$ cannot shift much below the sum of the W mass and an additional hard jet assigned to a b-jet. On the high side, $M_t^{\text{reco}}$ is bounded by the 1.96 TeV center-of-mass energy, and in practice, the parton distribution functions fall off so rapidly that we

---

2. Be careful - both [36] and [31] have only a single power of $R(K)$ in their OS rule, not $R(K)^d$. This all depends on how $R(K)$ is defined - we define it here to be based on the 1d Kernel that we will multiply together $d$ times to get to the product kernel. But we could also define $R(K)$ (as the references do) to be an integral over all $d$ dimensions, which for the product kernel automatically gives us $d$ powers of the number.
don’t expect to see events with $M_\text{Reco}^W$ approaching 1 TeV. Additionally, the $W$ mass has a low-side boundary at roughly the invariant mass of two jets passing kinematic cuts separated by $\Delta R = 0.4$, and a high-side boundary that is set by the $W$ mass constraint and the requirement that $\chi^2 < 9.0$.

Adaptive kernels make the above problem even worse - in the tails of the distribution, events have very large amount of smoothing that can extend far past any reasonable soft boundary. To solve the above problems, we force the KDE to fall within some pre-determined regions and ensure that the density estimates are normalized to unity within the boundaries. From Equation 6.2.8, note that the kernel normally integrates to unity and the first term simply becomes $f(x)$, ensuring that the density estimates are unbiased to 0th order. The second term is also usually zero because the kernel is chosen to be a symmetric function, with a vanishing first moment. Thus, the normal bias in KDE is given by the third term, and is $\propto h^2$.

When the probability density extends beyond a soft boundary where the data are not found, the above statements about the normalization and first moment of the kernel do not hold. Ideally, a fix would enforce both of these conditions everywhere, ensuring that the bias remains of order $h^2$. In practice, this is somewhat difficult to do, and near the boundary we may need to be satisfied with enforcing only the normalization condition. When density estimates are calculated, we check that the individual kernels are normalized to 1.0 within the boundary. If they are not, their normalization $N$ (which will be less than 1.0) is analytically calculated, and all density estimate contributions are divided by this factor to ensure unit normalization.

More formally,

$$
\hat{f}(x) = \frac{1}{n} \sum_{i=1}^{n} K_h(x - x_i) \to \frac{1}{n} \sum_{i=1}^{n} \frac{K_h(x - x_i)}{N_i},
$$
(6.8.1)
where, for lower boundary \( a \) and upper boundary \( b \),

\[
N_i = \int_a^b K_h(x - x_i) \, dx. \tag{6.8.2}
\]

Using the Epanechnikov kernel and adaptive density estimates, the normalization on the \( i \)th kernel becomes:

\[
N_i = \frac{3}{4} \left[ \left( \frac{b_i - x_i}{h_i} \right) - \left( \frac{a_i - x_i}{h_i} \right) - \frac{1}{3} \left( \frac{b_i - x_i}{h_i} \right)^3 + \frac{1}{3} \left( \frac{a_i - x_i}{h_i} \right)^3 \right], \tag{6.8.3}
\]

where, for lower boundary \( a_0 \) and upper boundary \( b_0 \),

\[
\frac{a_i - x_i}{h_i} = \max \left[ \left( \frac{a_0 - x_i}{h_i} \right), -1 \right], \tag{6.8.4}
\]

\[
\frac{b_i - x_i}{h_i} = \min \left[ \left( \frac{b_0 - x_i}{h_i} \right), 1 \right]. \tag{6.8.5}
\]

The values of \( a_i \) and \( b_i \) have this min/max form because the Epanechnikov kernel has support only when \(|t| \leq 1\). Renormalization of the 2d density estimates follows from the 1d renormalization, as the multi-dimensional kernel used in this analysis is a product kernel with two integrals in the normalization that factorize cleanly: \( K_{2d}(x, y) \sim K_{h1}(x) \cdot K_{h2}(y) \) so that \( N_{2d}(x, y) = N_{h1}(x) \cdot N_{h2}(y) \). The choice of boundaries is arbitrary; we choose to make very loose cuts to maximize the number of \( t\bar{t} \) events in the sample. For both 1-tag and 2-tag events we require:

\[
110 < M_T^{\text{reco}} < 350 \text{ \,(GeV/c^2)} \tag{6.8.6}
\]
Table 6.1: Efficiencies to pass the boundary cuts.

<table>
<thead>
<tr>
<th></th>
<th>1-tag</th>
<th>2-tag</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-$\chi^2$ (M$_{\text{top}} = 170 \text{ GeV}/c^2, \Delta \text{JES} = 0.0 \sigma_c)$</td>
<td>0.865</td>
<td>0.650</td>
</tr>
<tr>
<td>Post-$\chi^2$ (M$_{\text{top}} = 170 \text{ GeV}/c^2, \Delta \text{JES} = 0.0 \sigma_c)$</td>
<td>0.989</td>
<td>0.981</td>
</tr>
<tr>
<td>Pre-$\chi^2$ (M$_{\text{top}} = 170 \text{ GeV}/c^2, \Delta \text{JES} = 3.0 \sigma_c)$</td>
<td>0.861</td>
<td>0.651</td>
</tr>
<tr>
<td>Post-$\chi^2$ (M$_{\text{top}} = 170 \text{ GeV}/c^2, \Delta \text{JES} = 3.0 \sigma_c)$</td>
<td>0.989</td>
<td>0.981</td>
</tr>
<tr>
<td>Pre-$\chi^2$ (M$_{\text{top}} = 170 \text{ GeV}/c^2, \Delta \text{JES} = -3.0 \sigma_c)$</td>
<td>0.846</td>
<td>0.601</td>
</tr>
<tr>
<td>Post-$\chi^2$ (M$_{\text{top}} = 170 \text{ GeV}/c^2, \Delta \text{JES} = -3.0 \sigma_c)$</td>
<td>0.987</td>
<td>0.977</td>
</tr>
<tr>
<td>Pre-$\chi^2$ (M$_{\text{top}} = 150 \text{ GeV}/c^2, \Delta \text{JES} = 3.0 \sigma_c)$</td>
<td>0.880</td>
<td>0.671</td>
</tr>
<tr>
<td>Post-$\chi^2$ (M$_{\text{top}} = 150 \text{ GeV}/c^2, \Delta \text{JES} = 3.0 \sigma_c)$</td>
<td>0.988</td>
<td>0.980</td>
</tr>
<tr>
<td>Pre-$\chi^2$ (M$_{\text{top}} = 150 \text{ GeV}/c^2, \Delta \text{JES} = -3.0 \sigma_c)$</td>
<td>0.860</td>
<td>0.618</td>
</tr>
<tr>
<td>Post-$\chi^2$ (M$_{\text{top}} = 150 \text{ GeV}/c^2, \Delta \text{JES} = -3.0 \sigma_c)$</td>
<td>0.980</td>
<td>0.975</td>
</tr>
<tr>
<td>Pre-$\chi^2$ (M$_{\text{top}} = 200 \text{ GeV}/c^2, \Delta \text{JES} = 3.0 \sigma_c)$</td>
<td>0.818</td>
<td>0.602</td>
</tr>
<tr>
<td>Post-$\chi^2$ (M$_{\text{top}} = 200 \text{ GeV}/c^2, \Delta \text{JES} = 3.0 \sigma_c)$</td>
<td>0.987</td>
<td>0.975</td>
</tr>
<tr>
<td>Pre-$\chi^2$ (M$_{\text{top}} = 200 \text{ GeV}/c^2, \Delta \text{JES} = -3.0 \sigma_c)$</td>
<td>0.814</td>
<td>0.562</td>
</tr>
<tr>
<td>Post-$\chi^2$ (M$_{\text{top}} = 200 \text{ GeV}/c^2, \Delta \text{JES} = -3.0 \sigma_c)$</td>
<td>0.986</td>
<td>0.979</td>
</tr>
</tbody>
</table>

For $W_{jj}$, we make different cuts for the two samples. The 2-tag sample has a looser cut, as it does not have the same sculpting as the 1-tag sample:

\[
50 < W_{jj} < 115 \text{ (GeV}/c^2) \text{ for 1-tag},
\]

\[
50 < W_{jj} < 125 \text{ (GeV}/c^2) \text{ for 2-tag}. \tag{6.8.7}
\]

The boundary cuts are not very efficient as a first cut, but for those events that pass the $\chi^2$ requirement, the efficiency is high, even across $\Delta \text{JES}$ and $M_{\text{top}}$. Table 6.1 summarizes the boundary cut efficiencies for signal events.
6.9 Clipped adaptive kernels

In the adaptive method, the smoothing parameter for the $i$th MC point, $h_i \propto \hat{f}(x_i)^{-0.5}$. In other words, the width of the smoothing goes as the inverse square root of the pilot density estimate. This improves the density estimates, but can lead to strange results. If the shape of the pilot density estimate changes faster than $\sqrt{x}$, the density estimates become nonlocal. Points on the tail of the distribution can contribute probability weight such that a density estimate at point $x$ is influenced by two types of entries - MC points in the neighborhood of $x$ (these are the points that we want to contribute), as well as MC points only very far from $x$ (which should not contribute at all). To partially (though not entirely) remedy this problem, we choose to follow a recommended procedure in one of the original adaptive KDE papers [32] and “clip” the pilot density estimate:

$$\hat{f}(x_i) \rightarrow \max(\hat{f}(x_i), 0.1 \cdot \hat{f}(0)),$$

(6.9.1)

where $\hat{f}(0)$ is the maximum pilot density estimate obtained from all the MC entries. This has the effect of forcing a maximum value of $h$ to be $\sqrt{10}$ times the value of the smallest $h$ (which occurs in the peak of the distribution). The tails of our distribution are then not quite as smooth and we have unfortunately added another arbitrary parameter to our method, but it makes our machinery more robust and the density estimates less nonlocal.

6.10 Signal Density Estimates

Figures 6.3 and 6.4 show 2d density estimates obtained from $t\bar{t}$ MC with $M_{\text{top}} = 170$ GeV/$c^2$ and the nominal values of $\Delta_{\text{JES}}$. All the above effects, including adaptive
Figure 6.3: Two-dimensional PDF used for 1-tag events at $M_{\text{top}} = 170$ GeV/$c^2$ and $\Delta J_{ES} = 0.0\sigma_c$.

density estimates, clipped kernels and boundary conditions, are applied.
Figure 6.4: Two-dimensional PDF used for 2-tag events at $M_{\text{top}} = 170$ GeV/$c^2$ and $\Delta_{\text{JES}} = 0.0\sigma_c$. 
CHAPTER 7
BACKGROUNDS

Any measurement of the top quark mass needs to model the non-negligible background events that mimic the signature of $t\bar{t}$ events. Requiring the presence of at least one b-tag in the event significantly reduces, but does not eliminate, the background. In this analysis, templates for each of the individual backgrounds are combined with the appropriate relative weights to make single templates for both $M_t^{\text{reco}}$ and $W_{jj}$. Estimates for the expected number of background events in the two subsamples are used as Gaussian constraints in the likelihood, improving on the statistical power of the method. The background estimation is based on CDF’s Method II background estimation machinery.

7.1 Method II overview

Constraining or measuring backgrounds using data is typically preferred to using Monte Carlo to model the background. Unfortunately, data-based techniques are not entirely possible for all the backgrounds to Lepton+Jets $t\bar{t}$ events. Method II is a hybrid of data and Monte Carlo measurements - data are used whenever possible, and Monte Carlo-based techniques are applied to fill in any remaining gaps in knowledge. In particular, the overall rate of events with real W bosons and additional jets (W+jets), which dominate the background sample, is found in the data. Such a data-based measurement is important, as many higher-order diagrams contribute to this background, and the Monte Carlo is not expected to accurately reproduce
the rate for such events. On the other hand, the fractions of these events with one or two charm quarks (Wc and Wcc events) or two bottom quarks (Wbb events) are taken from Monte Carlo. The assumption is that many of the uncertainties on the rate of W+jets events are common to all types of W+jets events, and cancel when calculating ratios. Thus, overall normalizations of W+jets events come from the data after subtracting off an estimate for the fraction of W events that do not contain a real W boson but come from QCD processes (non-W), and separating out an estimate for other types of backgrounds (WW/WZ/ZZ, tt̅ and single-top production). The rate for tagging these events is then estimated from a combination of Monte Carlo as well as data-based measurements.

The expected number of W pretag events can be written as:

\[ N_{W}^{\text{pre}} = N_{\text{pre}}^{\text{data}} \cdot (1 - F_{\text{non-W}}) - N_{\text{pre}}^{\text{tt}} - N_{\text{pre}}^{\text{diboson}} - N_{\text{pre}}^{\text{single-top}}. \]  \hfill (7.1.1)

The number of W+jets events with heavy flavor in the sample is then given by

\[ N_{\text{HF}}^{W} = N_{\text{pre}}^{W} \cdot F_{\text{HF}} \cdot \epsilon_{\text{HF}}, \]  \hfill (7.1.2)

where \( F_{\text{HF}} \) is the fraction of W+jets events with heavy flavor quarks, and \( \epsilon_{\text{HF}} \) is the efficiency for such an event to pass event selection.

---

1. At typical momentum fractions of interest, the proton and anti-proton have non-negligible charm parton distribution functions, making Wc a real background that must be taken into consideration. The bottom parton distribution function is almost zero, so that events with a real W and a bottom quark are only found when a gluon splits into a bb pair, and not as W+b.

2. These samples contain events with a real W, but need to be subtracted off since they include other diagrams that would not accurately be accounted for in the ratio.
7.2 Tagging efficiency

Any estimate of the number of tagged background events requires a measurement of the tagging efficiency in the data. The Monte Carlo is not necessarily trusted to fully reproduce tracking efficiencies and resolutions in the tails of distributions, so a data-based measurement of the efficiency to tag heavy flavor jets is preferred. The difference between the data and Monte Carlo-based tagging efficiencies is denoted by the b-tag Scale Factor (SF), which is the tagging efficiency in the data over the tagging efficiency in the MC. The SF is measured in two independent samples. The first sample consists of dijet events in which one of the jets contains an electron, often signaling the semi-leptonic decay of a heavy flavor hadron. The sample is split in two depending on whether the electron has a partner consistent with a photon conversion to an $e^+e^-$ pair; events in which the electron has a conversion partner are dominated by light flavor, and events in which the electron does not have a partner are dominated by heavy flavor from gluon splitting. The difference between the two results in a measurement of the tagging efficiency, and thus of the SF. The second measurement of the SF comes from dijet events in which one of the jets contains a muon. The distributions of the muon $p_T$ relative to the jet axis are fit to templates derived from heavy flavor and light flavor MC; the muons from heavy flavor decays are significantly harder in this variable. The fraction of the events containing real heavy flavor, as derived from the fits, gives an estimate for the SF.

The two methods are combined to measure $SF = 0.95 \pm 0.01$ (stat.) $\pm 0.05$ (syst.), giving a average per-jet bottom tag efficiency of $40 \pm 2\%$ and a charm tag efficiency of $8 \pm 1\%$ in $t\bar{t}$ events. The charm SF is not measured, but is taken as the same value as the SF for b-jets, with the uncertainty tripled to be conservative.
7.3 Mistag rates

The number of background events passing event selection cuts also depends on the rate to mistag light-quark jets. These fake tags come from a variety of sources: interactions with material in the detector, mismeasured tracks, or the real decays of long-lived light-flavor particles such as $K_s$ and $\Lambda$. The rate for mistagging jets is encapsulated in a mistag matrix, which gives the probably to improperly tag a light flavor jet given the jet energy and $\eta_{\text{det}}$, the number of tracks in the jet, the number of primary vertices found in the event, the event’s primary vertex position, and the sum of the transverse energy in the event. The matrix is derived from the number of negative tags in generic jet trigger samples. The negative tag rate, which is the rate of tags found behind the interaction point (in the wrong direction relative to that for a heavy flavor decay), is a good first-order estimate of the mistag rate due to mismeasured tracks. This rate is then modified to account for real heavy flavor quarks in the generic jet trigger sample and the possibility of mistagging a jet due to material interactions or real long-lived light flavor decays. The measured mass of the tracks associated with the secondary vertex in positively tagged and negatively tagged jets with the mistag matrix applied is fit to MC-derived templates for charm, bottom and light flavor quarks. The full correction to the mistag rate depends on jet $E_T$ and varies from 30 to over 50 %. The combined probability to mistag any light-flavor jet in a $t\bar{t}$ event is $1.0 \pm 0.2\%$.

7.4 QCD events

The requirement of an energetic charged, isolated lepton and missing energy in the detector significantly enhances the number of events with real $W$ bosons in the event sample. Purely QCD events with no real $W$’s can still pass the event selection,
however. Energetic charged leptons from W’s can be faked by photon conversions (electrons) or misidentified pions and kaons (muons), as well as from semi-leptonic heavy-flavor decays. In such events, the $E_T$ requirement can also be passed when jets are mismeasured or partially fall into cracks. On the other hand, non-W events typical do fail the $E_T$ requirement, so the $E_T$ distribution can be used to fit for the fraction of events with fake W bosons. Templates for $t\bar{t}$ from MC, constrained to the expected cross section, are subtracted from the distribution. The remaining data are then fit to templates derived from W+jets MC, dijet events with leptons (dominated by $b\bar{b}$), and a sample to mimic the $E_T$ signature of QCD events. The last template is filled with “antielectron” events, in which a high $p_T$ electron candidate fails two of the tight electron geometric selection requirements. The fits give the non-W fraction, $F_{\text{non-W}}$, with uncertainties that are increased by a factor reflecting the fit $\chi^2$ probability and by a systematic to account for the contamination of real W electrons in the non-W sample.

### 7.5 Monte Carlo backgrounds

Backgrounds with Monte Carlo-based estimates are more straightforward to calculate. For each background, the expected number of events is:

$$N_{\text{pre}}^{MC} = \sigma^{MC} \cdot \int Ldt \cdot \epsilon^{MC},$$  \hspace{1cm} (7.5.1)

as the number of events expected from a background is given by the theoretical cross section multiplied by the integrated luminosity for the measurement and the efficiency for an event to pass the event selection. The number of tagged events from one of these backgrounds is $N_{\text{pre}}^{MC}$ multiplied by the tag efficiency for real $b$ quarks, and the mistag probability for light quarks.
7.6 Preliminary Background Model

The CDF top group provides numbers for the above background model. W+jets MC of various flavors is modeled by ALPGEN version 2.10 [40], and showered with PYTHIA version 6.325 [28]. The $t\bar{t}$ selection requires 4 or more jets, so the MC is divided into exclusive n-parton samples with less than 4 partons, and inclusive samples with 4 or more partons. A matching scheme between quarks at the matrix element and hadrons after fragmentation ensures no double-counting of phase space across samples, as it is otherwise possible for events with hard hadronic shower evolution to give states already described by events at the matrix element level [41, 42].

Similarly, events with heavy flavor after fragmentation are checked to ensure no double-counting of phase space across samples with different flavor types at the matrix element level. This can occur if samples generated at the matrix element level with light-flavor partons produce charm or bottom quarks during fragmentation, or if events generated at the matrix element level with charm quarks produce bottom quarks during fragmentation.

$W+b\bar{b}$ + n-partons samples are produced for n = 0,1 and 2 partons; the 2-parton sample is an inclusive 2 or more parton sample, and the other samples are exclusive. Similar n-parton samples are produced for $Wc\bar{c}$ events. $W+c+n$-parton MC is exclusive for n=1,2, and inclusive for n=3 or more. $W+n$-light partons is exclusive for n=2, 3, and inclusive for n=4 or more. Single-top MC is separated for s-channel and t-channel production. Diboson MC samples include WW, WZ and ZZ production, and the QCD background shape is modeled by events in the data passing all cuts except the isolation cut on the charged lepton; an anti-isolation cut is imposed, requiring more than 20% of the energy in a cone of $\Delta R = 0.4$ around the lepton not to be associated with the object.
Figures 7.1 and 7.2 show the 1d $M_t^{\text{reco}}$ density estimates for the main individual background components at the nominal $\Delta J_{ES}$, weighted by the expected contributions to the total background. Figures 7.3 and 7.4 show the 1d $W_{jj}$ distributions. These distributions are not explicitly used in the analysis, but show that the different backgrounds largely have similar shapes and peak at lower values of $M_t^{\text{reco}}$ than the signal.

7.7 Final background model

The background model provided by the top group at CDF comes close to the final event selection for this analysis, but it is not identical. The number of background events and expected fractions from each sample are scaled to account for several effects: the $\chi^2 < 9.0$ cut on the best solution from the kinematic fitter, the boundary cuts on both $M_t^{\text{reco}}$ and $W_{jj}$, and the fact that this analysis allows for tags on only the leading 4 jets (this last effect matters only for the 2-tag sample, since the 1-tag sample requires exactly 4 tight jets).

Table 7.1 shows the expected number of background events in the 1-tag and 2-tag samples after both the $\chi^2$ cut and the boundary cut, as well as the expected number of signal events based on the theoretical cross-section (6.7 pb) at $M_{\text{top}} = 175$ GeV/$c^2$. The combined background template uses the backgrounds fractions after the $\chi^2$ cut, but as described in Chapter 9, to accurately model the background in MC psuedoexperiments, the expectation before the $\chi^2$ cut is needed. Uncertainties on these numbers are derived by taking the uncertainties given by the CDF top group and scaling for the appropriate differences as above. Uncertainties across jet bins and between electron and muon backgrounds are taken as fully correlated. To be conservative, the uncertainties on the $W + \text{jets}$ backgrounds are assumed to have 100%
Figure 7.1: 1-tag $1d \, M_t^{\text{reco}}$ PDFs separated for individual backgrounds. The nominal $\Delta \text{JES}$ was used.
Figure 7.2: 2-tag 1d $M_t^{\text{reco}}$ PDFs separated for individual backgrounds. The nominal $\Delta\text{JES}$ was used.
Figure 7.3: 1-tag 1d $W_{jj}$ PDFs separated for individual backgrounds. The nominal $\Delta_{\text{JES}}$ was used.
Figure 7.4: 2-tag 1d $W_{jj}$ PDFs separated for individual backgrounds. The nominal $\Delta JES$ was used.
Table 7.1: Expected number of background events. Both sets of numbers are after
the boundary cuts and include corrections for tagging only on the leading jets.

<table>
<thead>
<tr>
<th></th>
<th>After $\chi^2$ cut</th>
<th>Before $\chi^2$ cut</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1-tag</td>
<td>2-tag</td>
</tr>
<tr>
<td>$Wb b^+ \geq 2P$</td>
<td>7.89</td>
<td>1.41</td>
</tr>
<tr>
<td>$Wb b^+ 1P$</td>
<td>0.96</td>
<td>0.65</td>
</tr>
<tr>
<td>$Wb b^+ 0P$</td>
<td>0.23</td>
<td>0.06</td>
</tr>
<tr>
<td>$Wc e^+ \geq 2P$</td>
<td>4.37</td>
<td>0.23</td>
</tr>
<tr>
<td>$Wc e^+ 1P$</td>
<td>0.5</td>
<td>0.05</td>
</tr>
<tr>
<td>$Wc e^+ 0P$</td>
<td>0.08</td>
<td>0.16</td>
</tr>
<tr>
<td>$Wc^+ \geq 3P$</td>
<td>2.49</td>
<td>0.06</td>
</tr>
<tr>
<td>$Wc^+ 2P$</td>
<td>0.63</td>
<td>0.01</td>
</tr>
<tr>
<td>$Wc^+ 1P$</td>
<td>0.21</td>
<td>0.07</td>
</tr>
<tr>
<td>$W^+ \geq 4P$</td>
<td>8.60</td>
<td>0.14</td>
</tr>
<tr>
<td>$W^+ 3P$</td>
<td>1.43</td>
<td>0.06</td>
</tr>
<tr>
<td>$W^+ 2P$</td>
<td>0.41</td>
<td>0.01</td>
</tr>
<tr>
<td>s-channel single top</td>
<td>1.03</td>
<td>0.42</td>
</tr>
<tr>
<td>t-channel single top</td>
<td>0.95</td>
<td>0.32</td>
</tr>
<tr>
<td>WW</td>
<td>1.83</td>
<td>0.08</td>
</tr>
<tr>
<td>WZ</td>
<td>0.56</td>
<td>0.12</td>
</tr>
<tr>
<td>ZZ</td>
<td>0.05</td>
<td>0.01</td>
</tr>
<tr>
<td>QCD</td>
<td>10.44</td>
<td>0.33</td>
</tr>
</tbody>
</table>

Total Background      | 42.7 ±12.5 | 4.2 ±1.9 | 51.3 ±15.0 | 6.0 ±2.7 |
$t\bar{t}$ (6.7 pb)   | 156.7     | 76.6     | 173.7      | 93.0     |

The 6% luminosity uncertainties are taken as fully correlated across MC
backgrounds; the remaining uncertainties on the MC-based backgrounds are assumed
to have no correlation. Any other uncertainties are added in quadrature.

7.8 Background templates

Figures 7.5 and 7.6 show 2d density estimates for the combined background at
$\Delta\text{JES} = 0.0 \sigma_c$. All KDE procedures, including adaptive density estimates, clipped
kernels and boundary conditions, are applied. Density estimates are derived independ-
dently for each of the backgrounds (such that the smoothing factors differ between
Figure 7.5: Two-dimensional PDF used for 1-tag background events at $\Delta_{\text{JES}} = 0.0 \sigma_c$.

backgrounds), and are combined with the appropriate normalizations. All events in a particular tag subsample and background type have the same weight; the only exception is for mistag events, which are weighted not only by the overall mistag normalization but also by the relative event-by-event mistag probabilities. The values of $\Delta_{\text{JES}}$ are allowed to vary for all backgrounds except for the QCD model, which is based on data and thus has no $\Delta_{\text{JES}}$ dependence. The relative normalizations of the different backgrounds do not vary with $\Delta_{\text{JES}}$, as a very conservative (but small) background composition systematic is taken, as described in Chapter 10.
Figure 7.6: Two-dimensional PDF used for 2-tag background events at $\Delta \text{JES} = 0.0 \sigma_c$. 
CHAPTER 8
LIKELIHOOD

Kernel Density Estimation provides the probability of observing values of $M_{t}^{\text{reco}}$ and $W_{ij}$ for a given value of $M_{\text{top}}$ and $\Delta_{\text{JES}}$, but we require the likelihood of observing an ensemble of $M_{t}^{\text{reco}}$ and $W_{ij}$. The derivations that follow are largely taken from [43].

8.1 Definitions

Before beginning, it is convenient to introduce some notation:

\[ n_s \equiv \text{Expected number of signal events in the data}, \]
\[ n_b \equiv \text{Expected number of background events in the data}, \]  \hspace{1cm} (8.1.1)

where these numbers are expectation values given by the unknown, true cross sections, acceptances and luminosity. Also of interest are the unknown, actual number of signal and events in the data:

\[ N_s \equiv \text{True number of signal events in the data}, \]  \hspace{1cm} (8.1.2)
\[ N_b \equiv \text{True number of background events in the data}, \]  \hspace{1cm} (8.1.3)
\[ N \equiv N_s + N_b \equiv \text{Total number of events in the data}. \]  \hspace{1cm} (8.1.4)
Ultimately we are interested in the probability of observing the data. Refer to the ensemble of data (all the values of \( M_t^{\text{Reco}} \) and \( W_{ij} \)) for events passing all cuts as \( D \). Then the quantity of interest is the probability of observing \( D \) given some possible values of \( M_{\text{top}}, \Delta_{\text{JES}}, n_s \) and \( n_b \), \( P(D|n_s, n_b, M_{\text{top}}, \Delta_{\text{JES}}) \).

### 8.2 Extended Maximum Likelihood Derivation

Start off by summing over all possible values of \( N_s \) (there is no additional sum over \( N_b \) because \( N_b \) is uniquely defined for a given number of events \( N \) in \( D \) and \( N_s \)):

\[
P(D|n_s, n_b, M_{\text{top}}, \Delta_{\text{JES}}) = \sum_{N_s=0}^{N_s=N} P(D, N_s, n_b|n_s, n_b, M_{\text{top}}, \Delta_{\text{JES}}), \quad (8.2.1)
\]

\[
\sum_{N_s=0}^{N_s=N} P(D, N_s, n_b|n_s, n_b, M_{\text{top}}, \Delta_{\text{JES}}) = \\
\sum_{N_s=0}^{N_s=N} P(D|n_s, n_b, N_s, n_b, M_{\text{top}}, \Delta_{\text{JES}})P(N_s, N_b|n_s, n_b, M_{\text{top}}, \Delta_{\text{JES}}). \quad (8.2.2)
\]

Given \( n_s \) and \( n_b \) (which depend on \( M_{\text{top}} \) and \( \Delta_{\text{JES}} \)), the probability of observing \( N_s \) and \( N_b \) is independent of \( M_{\text{top}} \) and \( \Delta_{\text{JES}} \). Thus, the second factor in equation 8.2.2 is just two factors of the probability of having \( N \) events in the data given \( n \) expected events, which is given by a Poisson probability:

\[
q(N, n) = \frac{e^{-n} n^N}{N!}, \quad (8.2.3)
\]

so that we can write the probability to observe the data as:
\[ P(D|n_s, n_b, M_{\text{top}}, \Delta_{\text{JES}}) = \sum_{N_s=0}^{N_s=N} P(D|n_s, n_b, N_s, N_b, M_{\text{top}}, \Delta_{\text{JES}}) \cdot q(N_s, n_s)q(n_b, n_b). \]  

(8.2.4)

The probability of observing the data given \( N_s \) and \( N_b \) does not depend on \( n_s \) and \( n_b \), so we can simplify this as:

\[ P(D|n_s, n_b, M_{\text{top}}, \Delta_{\text{JES}}) = \sum_{N_s=0}^{N_s=N} P(D|N_s, N_b, M_{\text{top}}, \Delta_{\text{JES}}) \cdot q(N_s, n_s)q(n_b, n_b). \]  

(8.2.5)

Focusing on \( P(D|N_s, N_b, M_{\text{top}}, \Delta_{\text{JES}}) \), there are \( 2^N \) different assignments of signal or background to the \( N \) events in \( D \). Note that these are all possible assignments, as we don’t know which events are signal and which events are background. Let’s focus on one such particular assignment, for example the first \( N_s \) events coming from \( t\bar{t} \) and the last \( N_b \) events arising from background. The probabilities for the values of \( M_{t_{\text{reco}}} \) and \( W_{jj} \) in the data are then given by the 2d KDE described in Chapter 6:

\[ P(D|N_s, N_b, M_{\text{top}}, \Delta_{\text{JES}}) = \prod_{Z=1}^{Z=N_s} f_s(M_{t_{\text{reco}}}^Z, W_{jj}^Z|M_{\text{top}}, \Delta_{\text{JES}}) \prod_{K=N_s+1}^{K=N} f_b(M_{t_{\text{reco}}}^K, W_{jj}^K|\Delta_{\text{JES}}), \]  

(8.2.6)

where \( Z(K) \) are indices ranging over the first \( N_s \) (last \( N_b \)) events, and \( f_s \) and \( f_b \) are the signal and background probabilities given by the 2d density estimates obtained.
from KDE.

The above is one way to assign \( N_s \) signal events to the \( N \) total events, but other ways are possible. For example, another assignment puts the first \( N_b \) events as background, and the last \( N_s \) events as signal. In total, there are \( \binom{N}{N_s} \) ways for us to assign \( N_s \) signal events to the \( N \) events. Each of these ways is equally likely, so the probability for any one of them to occur is \( \frac{1}{\binom{N}{N_s}} \). Summing over all these possible ways, we can write Equation 8.2.5 as a double sum:

\[
P(D|n_s, n_b, M_{\text{top}}, \Delta \text{JES}) = \sum_{N_s=0}^{N} \binom{N}{N_s} \sum_{\text{assignments}} q(N_s, n_s) q(N_b, n_b) \times 
\prod_{Z \in \text{sig}} f_s(M_t^{\text{reco}}_Z, W_{ijZ}|M_{\text{top}}, \Delta \text{JES}) \times \prod_{K \in \text{bkgd}} f_b(M_t^{\text{reco}}_K, W_{ijK}|\Delta \text{JES}),
\]

where the sum over assignments is a sum over all possible ways for us to assign \( N_s \) out of \( N \) events in \( D \) as signal events. The double sum over all possible values of \( N_s \) and all possible ways to assign a given \( N_s \) can be reinterpreted as a single sum over all possible \( 2^N \) assignments. Additionally, the fraction immediately after the sums can be rewritten as well:

\[
q(N_s, n_s)q(N_b, n_b) = \frac{e^{-n_s} n_s^{N_s}}{N_s!} \frac{e^{-n_b} n_b^{N_b}}{N_b!} \binom{N-N_s}{N_s}! \frac{(N-N_s)!N_s!}{N!}.
\]

Using the fact that \( N - N_s = N_b \), rearranging and multiplying by a factor of
\[ 1 = \frac{(n_s + n_b)^N}{(n_s + n_b)^N} \text{ gives a much simpler form:} \]

\[
\frac{q(N_s, n_s)q(N_b, n_b)}{\binom{N}{N_s}} = \frac{e^{-(n_s + n_b)(n_s + n_b)N}}{N!} \frac{n_s^N s_n^N b}{(n_s + n_b)^N} = q(N, n_s + n_b) \frac{n_s^N s_n^N b}{(n_s + n_b)^N}. \tag{8.2.9}
\]

Plugging this in to Equation 8.2.7 and swapping the double sum for a single sum gives:

\[
P(D|n_s, n_b, M_{\text{top}}, \Delta_{\text{JES}}) = \sum_{2^N \text{ assignments}} q(N, n_s + n_b) \frac{n_s^N s_n^N b}{(n_s + n_b)^N} \times \\
\prod_{Z \in \text{sig}} f_s(M_t^{\text{reco}}_Z, W_{jj} | M_{\text{top}}, \Delta_{\text{JES}}) \times \prod_{K \in \text{bkgd}} f_b(M_t^{\text{reco}}_K, W_{jj} | \Delta_{\text{JES}}).
\tag{8.2.10}
\]

As for the sum over the two sets of products, this can be simplified as the product over all events of the sum of signal and background probabilities if we rearrange the factors of \( n_s^N s \) and \( n_b^N b \) and place them inside the products:

\[
\sum_{2^N \text{ assign.}} \left[ \prod_{Z \in \text{sig}} n_s f_s Z \right] \times \left[ \prod_{K \in \text{bkgd}} n_b f_b K \right] \rightarrow \prod_{i=1}^{N} (n_s f_{s_i} + n_b f_{b_i}). \tag{8.2.11}
\]

Equation 8.2.10 then reduces to:
\[
P(D|n_s, n_b, M_{\text{top}}, \Delta \text{JES}) = \frac{q(N, n_s + n_b)}{(n_s + n_b)^N} \times \prod_{Z=1}^{N} \left[ n_s f_s(M_t^{\text{reco}}_Z, W_{jj}^Z | M_{\text{top}}, \Delta \text{JES}) + n_b f_b(M_t^{\text{reco}}_Z, W_{jj}^Z | \Delta \text{JES}) \right].
\]

(8.2.12)

Rearranging by moving the \((n_s + n_b)\) term inside the product gives the form of the extended maximum likelihood that most people are accustomed to seeing:

\[
P(D|n_s, n_b, M_{\text{top}}, \Delta \text{JES}) = q(N, n_s + n_b) \times \prod_{Z=1}^{N} \left[ \frac{n_s f_s(M_t^{\text{reco}}_Z, W_{jj}^Z | M_{\text{top}}, \Delta \text{JES}) + n_b f_b(M_t^{\text{reco}}_Z, W_{jj}^Z | \Delta \text{JES})}{n_s + n_b} \right].
\]

(8.2.13)

### 8.3 Fit and Background Constraint

We extend the likelihood defined in Equation 8.2.13 by including prior information about the expected number of background events. As discussed in Chapter 7, there is an \textit{a priori} estimate for the background expectation. Using this information in the likelihood fit should improve the measurement. The background expectation is included as a Gaussian constraint on the expected number of background events. No such constraint is included on the expected number of signal events, as that depends on \(\sigma_{t\bar{t}}\), which itself depends on \(M_{\text{top}}\). The likelihood for the \(k\)th subsample is defined as:
\[ \mathcal{L}^k = P^k(D^k|n_s^k, n_b^k, M_{\text{top}}, \Delta_{\text{JES}}) \cdot \text{Exp} \left( \frac{-(n_b^k - n_{0b}^k)^2}{2(\sigma_b^k)^2} \right), \quad (8.3.1) \]

where \( k \) refers to either 1-tag or the 2-tag subsample and the Gaussian term constrains the fit for the expected number of background events \( n_b^k \) to remain close to the \( a \) priori estimate \( n_{0b}^k \), within the uncertainty \( \sigma_b^k \).

### 8.4 Multiple subsamples

The likelihood given in Equation 8.3.1 is applicable for one particular subsample of events, for example, the 1-tag subsample. The machinery fits for the two tag subsamples by fitting independently for the values of \( n_b^k \) and \( n_s^k \) for both \( k \). The likelihood forms are multiplied together so that the likelihood over the two subsamples is given as:

\[ \mathcal{L}_{\text{shape}} = \prod_{Q=1}^{2} \mathcal{L}^Q. \quad (8.4.1) \]

### 8.5 \( \Delta_{\text{JES}} \) prior and log likelihood

The final likelihood is a product over all subsample likelihoods as defined in Equation 8.4.1 with an additional Gaussian constraint on the measured \( \Delta_{\text{JES}} \). This prior constrains the \( \Delta_{\text{JES}} \) to the nominal CDF value within its uncertainty, 1 unit of \( \sigma_c \):

\[ \mathcal{L} = \mathcal{L}_{\text{shape}} \cdot \text{Exp} \left( \frac{-\Delta_{\text{JES}}^2}{2\sigma_c^2} \right). \quad (8.5.1) \]
In practice, what is used inside MINUIT is not Equation 8.5.1, but $-\ln(\mathcal{L})$. The log of the likelihood is easier and faster to compute, since the exponentials convert to polynomials. Negating this value allows for the use of a minimization routine instead of a maximization routine.

### 8.6 Local Polynomial Smoothing

Figure 8.1 shows example likelihoods for the 2-tag 1d fit (using $M_t^{\text{reco}}$ as the only observable and fitting only for $M_{\text{top}}$, not $\Delta_{\text{JES}}$). The distribution of $-\ln(\mathcal{L})$ has the expected parabolic shape, so that analytically fitting a quadratic near the minimum does a reasonably good job of extrapolating the likelihood in between mass points. Similarly, the 2d likelihood can be fit to a 2d quadratic with a cross-term to account for $M_{\text{top}} - \Delta_{\text{JES}}$ correlations. On the other hand, the likelihood is not expected to be completely Gaussian; for example, the errors can be asymmetric, and without infinite statistics in our pseudoexperiments, the tails of the likelihood may also exhibit non-Gaussian behavior. Perhaps more importantly, the values of the likelihood have errors associated with finite MC statistics. This can be seen in Figure 8.1 as the jitter from point-to-point from the expected smooth shape. Fitting can remove the jitter, but a better approach is to avoid the assumption of a particular functional form for the likelihood and use another non-parametric technique.

One such technique goes by the name of local polynomial smoothing (LPS), which is a variant of a standard least-squares polynomial fit [44]. LPS models the relationship between a predictor variable $x$ and the response variable $Y$. There are $n$ pairs of observations $(x_1, Y_1), (x_2, Y_2), \ldots, (x_n, Y_n)$. In the case of the likelihood fit, the $x$ are the observables $M_t^{\text{reco}}$ and $W_{ij}$, and the $Y$ is the value of the likelihood.

In the limit of infinite statistics, the values of $Y$ are uniquely defined by $x$: 
\[ Y_i = \mu(x_i), \quad (8.6.1) \]

so that \( \mu_i \) is the true values of the likelihood at \( x_i \). Locally, assume that \( \mu \) can be approximated by a Taylor expansion around \( x \). Unlike in a typical least squares fit, LPS weights the MC values by how far away they are from the point of interest. Similar to KDE, it is necessary to define a bandwidth \( h \) and a smoothing window, such that only points \( x_i \in [x - h, x + h] \) contribute to the LPS estimate at \( x \). Also similar to KDE, a weighting function is defined:

\[ w_i(x) = W \left( \frac{x_i - x}{h} \right). \quad (8.6.2) \]

We use the tribcubic weighting function:

\[ W(t) = (1 - \left| t \right|^3)^3. \quad (8.6.3) \]

Applying a Taylor expansion and using some compact vector notation gives:

\[ \mu(t) \approx a_0 + a_1(t - x) + \frac{a_2}{2}(t - x)^2 \equiv< a, A(t - x) >. \quad (8.6.4) \]

Following a least squares fit, the coefficients of the vector \( a \) can be obtained by minimizing the sum of the distances from the observed values. In LPS, the distances are weighted via the weighting function, so that the function that is minimized is:

\[ \chi^2_{\text{LPS}} = \sum_{i=1}^{n} W_i(x)(Y_i - < a, A(x_i - x) >)^2. \quad (8.6.5) \]

If \( W_i(x) \) is set to a constant, the normal least squares fit is recovered. In 2d LPS, the response variable is defined as:
\[ Y_i = \mu(x_{i,1}, x_{i,2}), \quad (8.6.6) \]

and the Taylor expansion is:

\[
\mu(t_1, t_2) \approx a_0 + a_1(t_1 - x_1) + a_2(t_2 - x_2) + \frac{a_3}{2}(t_1 - x_1)^2 + \frac{a_4}{2}(t_2 - x_2)^2 + a_5(t_1 - x_1)(t_2 - x_2) = \langle a, A(t - x) \rangle. \quad (8.6.7)
\]

In practice, signal MC is generated at 76 mass points ranging from $M_{\text{top}} = 150 - 240$ GeV/$c^2$. The spacing between mass points is small (0.5 GeV/$c^2$) in the region of interest ($M_{\text{top}} = 160 - 185$ GeV/$c^2$), and gets larger in the tails of the mass grid. Each signal MC and MC-based background is processed using 29 different values of $\Delta_{\text{JES}}$ from $-3.0 \sigma_c$ to $+3.0 \sigma_c$. Near the range of interest of nominal $\Delta_{\text{JES}}$, the spacing is 0.2 $\sigma_c$.

After studying different bandwidths and optimizing for both bias and expected error, we use $h_{M_{\text{top}}} = 10$ GeV/$c^2$ and $h^{\Delta_{\text{JES}}} = 0.8\sigma_c$ for the signal events. To smooth out backgrounds, which have a high degree of jitter across $\Delta_{\text{JES}}$ due to low statistics and effects arising from selecting events near threshold, we use $h^{\Delta_{\text{JES}}} = 3.0\sigma_c$. 
Figure 8.1: Example 1d $-\ln(\mathcal{L})$ for a single toy MC experiment.
CHAPTER 9
CHECK OF MACHINERY

To validate the machinery of this analysis, a number of checks for possible sources of bias are examined in the form of pseudoexperiments (PEs). For each bias check, pseudodata are drawn from fully simulated $t\bar{t}$ MC with a certain value of $M_{\text{top}}$ and $\Delta \text{JES}$. Background events are drawn with the same value of $\Delta \text{JES}$ as the signal events. The number of signal events drawn in each pseudoexperiment for the separate tag categories is subject to Poisson fluctuations around the expected number of signal events from the theoretical cross section, as given in Table 7.1. The number of background events is subject to similar Poisson fluctuations around expectations. Background events are drawn with weights according to their relative normalizations, including the event-by-event mistag normalizations. For historical reasons, all events are drawn before the $\chi^2$ cut, and are rejected before input to the likelihood if they fail the cut.

To account for fluctuations of $\Delta \text{JES}$ in the Gaussian constraint inside the likelihood, the central value of the constraint is varied from PE-to-PE by randomly drawing it from a Gaussian with a 1 $\sigma_c$ width. When values of $\Delta \text{JES}$ other than the nominal value are used for pseudodata, the constraint is drawn from a Gaussian centered at the input value. To account for fluctuations in $n_0$ in the Gaussian constraint inside the likelihood, the values of the two constraints (one for each subsample) are also varied inside the likelihood from PE-to-PE. The constraints are drawn from Gaussians centered around the expectations, with widths equal to the values of the uncertainties in the \textit{a priori} background estimates.
9.1 Bias checks

The legend for bias check plots is shown in Figure 9.1. The most important result of the bias checks is shown in Figure 9.2, which plots the mass residual (distance from the expected value as a function of $M_t^{\text{reco}}$). The output mass is taken as the mean value of $M_{\text{top}}$ from 3000 PEs. Based on this plot, we conclude that the method is unbiased. The widths of pull distributions, defined using the asymmetric errors from MINOS after minimization, are shown in Figure 9.3. The RMS of the pull distribution is used to define the width. Based on the pull width distribution, we conclude the need to inflate errors from the data fit by 2.9% to guarantee the 68.3% coverage as typically defined by $\Delta \ln \mathcal{L} = 0.5$ uncertainties.

The bias check plots contain points with varying $\Delta_{\text{JES}}$, but the fits are only to points using the nominal $\Delta_{\text{JES}}$. The additional points come from the same MC samples, and thus PEs with varying $\Delta_{\text{JES}}$ but the same input $M_{\text{top}}$ are highly correlated.

The value of $\Delta_{\text{JES}}$ is not a physical quantity and has no meaning outside of CDF, but it nice to see that its measurement is unbiased. Figure 9.4 gives the $\Delta_{\text{JES}}$ residual as a function of $M_{\text{top}}$, showing an unbiased result to 1%. Figures 9.5 and 9.6 show the mass residual and pull width as a function of $\Delta_{\text{JES}}$. As before, no fits are applied, since the points are highly correlated, though there is no clear trend with $\Delta_{\text{JES}}$. For some mass points, the residual goes slightly down and then up with increasing $\Delta_{\text{JES}}$, but the trend is reversed for other masses. In either case the changes are small, and we conclude that this is low-level noise and the method is unbiased across $\Delta_{\text{JES}}$. Figure 9.7 shows the $\Delta_{\text{JES}}$ residual as a function of $\Delta_{\text{JES}}$. 
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Figure 9.1: Legend for bias checks.

Figure 9.2: Residual top mass bias as a function of $M_{\text{top}}$. The fit is only to points with nominal $\Delta J_{\text{ES}}$. 
Figure 9.3: Pull width as a function of $M_{\text{top}}$. The fit is only to points with nominal $\Delta\text{JES}$.

### 9.2 Bootstrap

The uncertainties on the bias checks and systematics due to limited MC statistics are derived using the bootstrap method. The uncertainties do not follow simple $\sqrt{N}$ rules, since the typical 3000 PE ensemble is grossly oversampled; if the ensembles were to be derived from completely independent signal samples, a typical mass point would hold only 50-100 PEs. Additionally, the uncertainty due to limited background MC statistics, while unknown and largely correlated across mass points, must be understood.

If the estimation is not done correctly, error bars that are too small can falsely indicate bad machinery or a bias. On the other hand, error bars that are too large can hide problems with an analysis. For detailed information on the bootstrap method,
Figure 9.4: Residual $\Delta J_{ES}$ bias as a function of $M_{top}$. The fit is only to points with nominal $\Delta J_{ES}$.

Figure 9.5: Residual top mass bias as a function of $\Delta J_{ES}$. 
Figure 9.6: Pull width as a function of $\Delta_{\text{JES}}$.

Figure 9.7: Residual $\Delta_{\text{JES}}$ bias as a function of $\Delta_{\text{JES}}$. 
see [45] and [46]. A brief summary of the application of the bootstrap technique to this analysis is as follows:

- Start with an ntuple with $n$ signal events.
- Sample with replacement from the ntuple $n$ times to produce a new set of pseudoedata derived from the original sample. In other words, we have a new quasi-ntuple with the same number of events ($n$) as the original sample. All events in the new quasi-ntuple come from the original ntuple, but some events may be duplicated multiple times, and others may not appear at all. Run a full set of pseudoexperiments on this altered sample.
- Repeat the above sampling with replacement and running of pseudoexperiments $N$ times.
- Plot any quantity of interest (pull mean, pull width, mass RMS, etc.) from the $N$ ensembles. The RMS of this distribution is a reasonable estimate of the uncertainty on the quantity.

In practice, the MC sample with nominal $\Delta_{\text{JES}}$ and $M_{t}^{\text{reco}} = 170$ GeV/$c^2$ is bootstrapped 65 times ($N = 65$) to give estimates of uncertainties. Uncertainties on quantities for samples generated with a different number of MC events are derived by subsequently scaling by $1/\sqrt{N}$. For example, MC samples generated with twice the statistics as the MC at 170 GeV/$c^2$ are estimated to have statistical uncertainties $\sqrt{2}$ times smaller. Bootstrapped output masses, which give the error on the residual bias, are shown in Figure 9.8. Bootstrapped pull widths are shown in Figure 9.9.

Independently of the above PE ensembles, the background samples are also bootstrapped to evaluate the effect of limited statistics in the background pseudodata. The
Figure 9.8: Output mass residual for bootstrapped samples.

Figure 9.9: Output pull widths for bootstrapped samples.
bootstrap is performed without taking into account the event weights so that each event has equal chance to enter the bootstrap set, but still carries its appropriate weight for drawing pseudodata. The output mass of 50 background bootstrap ensembles is shown in Figure 9.10, leading to a 50 MeV/c² systematic for limited background pseudodata statistics (though the background pseudodata often has low statistics, the systematic is small because most of the backgrounds have similar shapes).
CHAPTER 10
SYSTEMATIC UNCERTAINTIES

Any mismodeling of the detector response and event reconstruction has the possibility to systematically shift the top quark mass measurement. Similarly, mismodeling of $t\bar{t}$ and background production and decay properties can also lead to systematic shifts in the measurement. Uncertainties due to unknown systematic parameters or effects are estimated by running pseudoexperiments in which the pseudodata is altered from the nominal set described in Chapter 9. The pseudoexperiments use the same number of events as for the bias checks. To be conservative, when a systematic shift has an associated statistical uncertainty (due to finite MC statistics and estimated using the bootstrap method) larger than the shift itself, we take the larger value as the systematic uncertainty. When comparing highly correlated samples resulting from reweighting events, we do not use the statistical uncertainty on the samples.

10.1 Residual JES

As a single nuisance parameter, the $\Delta_{\text{JES}}$ that is measured in the likelihood does not fully capture the complexities of possible jet energy scale uncertainties, particularly those with different $\eta$ and $p_T$ dependence. Fitting for the global JES removes most of these effects, but not all of them. To study any possible remaining (residual) systematic uncertainty due to the JES, we run PEs where we shift both the signal and background pseudodata up and down by $1\sigma$ for each of the separate JES levels, as described in Section 4.4. The JES prior is removed for these pseudoexperiments so
Table 10.1: Mean output from pseudoexperiments used to evaluate residual JES systematic effects.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$M_{\text{top}}$ (GeV/$c^2$)</th>
<th>$\Delta_{\text{JES}} (\sigma_c)$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PYTHIA</strong> $M_{\text{top}} = 175.0$ GeV/$c^2$</td>
<td>175.10</td>
<td>-0.03</td>
</tr>
<tr>
<td>$+1\sigma$ Relative correction</td>
<td>175.14</td>
<td>0.16</td>
</tr>
<tr>
<td>$-1\sigma$ Relative correction</td>
<td>175.17</td>
<td>-0.21</td>
</tr>
<tr>
<td>$+1\sigma$ Multiple interaction correction</td>
<td>175.25</td>
<td>0.04</td>
</tr>
<tr>
<td>$-1\sigma$ Multiple interaction correction</td>
<td>175.11</td>
<td>-0.06</td>
</tr>
<tr>
<td>$+1\sigma$ Absolute correction</td>
<td>175.49</td>
<td>0.51</td>
</tr>
<tr>
<td>$-1\sigma$ Absolute correction</td>
<td>174.65</td>
<td>-0.53</td>
</tr>
<tr>
<td>$+1\sigma$ Underlying event correction</td>
<td>175.12</td>
<td>0.07</td>
</tr>
<tr>
<td>$-1\sigma$ Underlying event correction</td>
<td>175.17</td>
<td>-0.11</td>
</tr>
<tr>
<td>$+1\sigma$ Out-of-cone correction</td>
<td>174.78</td>
<td>0.78</td>
</tr>
<tr>
<td>$-1\sigma$ Out-of-cone correction</td>
<td>175.40</td>
<td>-0.79</td>
</tr>
<tr>
<td>$+1\sigma$ Splash-out</td>
<td>175.14</td>
<td>0.12</td>
</tr>
<tr>
<td>$-1\sigma$ Splash-out</td>
<td>175.23</td>
<td>-0.16</td>
</tr>
</tbody>
</table>

as not to bias the fits, and half of the difference between the $+1\sigma$ and $-1\sigma$ shifts is taken as the systematic uncertainty for each of the JES levels. The input mass for the signal pseudodata is 175.0 GeV/$c^2$. Results from these pseudoexperiments are shown in Table 10.1. The residual systematic effect due to uncertainties in the absolute and OOC corrections dominate. For the purposes of evaluating systematic effects, the uncertainty due to OOC corrections is divided into two parts - the uncertainties due to energy falling out of the jet cone but within $\Delta R < 1.3$ is called the out-of-cone uncertainty, and any remaining, small leakage energy is referred to as splash-out. The total sum in quadrature for the residual JES systematic uncertainty is 0.53 GeV/$c^2$.

10.2 Background modeling uncertainties

This analysis is mostly insensitive to uncertain modeling of the background, as the background templates tend to peak at much lower values of $M^\text{reco}_t$ than the signal
templates. To examine possible systematic effects due to how the backgrounds are stitched together (and because the background weights relative to one another have uncertainties), we run pseudoexperiments drawing only from certain types of backgrounds. In particular, we run PEs drawing only from: $Wb\bar{b}$, $Wc\bar{c}$, $Wc$, and $W+$light jets, single top, QCD and the diboson samples. When a particular type of background consists of multiple n-parton samples, the entire n-parton set is used and the relative weights between them are kept as in normal PEs. For single top-only PEs, both the s-channel and t-channel samples are used. For diboson PEs, $WW$, $WZ$ and $ZZ$ are used. Results are included in Table 10.2. The largest shift (0.16 GeV/$c^2$) from the nominal value when using the background model comes from PEs drawing only from the mistag ($W+$light flavor jets) samples. This very conservative number (the background surely does not consist of only $W+$light flavor) is assigned as a background composition systematic.

To study possible mismodeling of the background, we run pseudoexperiments drawing from only $Wb\bar{b}$ samples that have $Q^2$ (the square of the momentum transfer in the hard scatter process) changed by factors of $2^2$ and $0.5^2$. When drawing from these backgrounds, we weight the samples by the cross sections given by ALPGEN, which partially compensates for the changes in scale by giving different relative weights to the high- and low-parton samples. When the $Q^2$ scale is increased (decreased), ALPGEN increases the relative weight for the low- (high-) parton samples such that the net effect of changing scales is reduced.

Results are included in Table 10.2. We find a shift of 0.09 GeV/$c^2$, which is taken as the background shape systematic uncertainty.

Finally, possible mismodeling of the QCD background is also studied. The templates show very little difference when the anti-isolation cut is varied from $> 0.2$ to
Table 10.2: Mean output from pseudoexperiments used to evaluate background-related systematic effects.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$M_{\text{top}}$ (GeV/$c^2$)</th>
<th>$\Delta_{\text{JES}}$ ($\sigma_c$)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PYTHIA $M_{\text{top}} = 175.0$ GeV/$c^2$</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Wb\bar{b}$ for bkgd</td>
<td>175.01</td>
<td>-0.01</td>
</tr>
<tr>
<td>$Wc\bar{c}$ for bkgd</td>
<td>175.02</td>
<td>-0.04</td>
</tr>
<tr>
<td>$Wc$ for bkgd</td>
<td>175.23</td>
<td>-0.03</td>
</tr>
<tr>
<td>$W$+light for bkgd</td>
<td>175.26</td>
<td>0.00</td>
</tr>
<tr>
<td>single top for bkgd</td>
<td>175.21</td>
<td>0.04</td>
</tr>
<tr>
<td>QCD for bkgd</td>
<td>175.07</td>
<td>-0.09</td>
</tr>
<tr>
<td>diboson for bkgd</td>
<td>175.24</td>
<td>-0.02</td>
</tr>
<tr>
<td><strong>$Wb\bar{b}$ Qfact=2.0 for bkgd</strong></td>
<td>174.95</td>
<td>0.00</td>
</tr>
<tr>
<td><strong>$Wb\bar{b}$ Qfact=0.5 for bkgd</strong></td>
<td>175.04</td>
<td>-0.01</td>
</tr>
<tr>
<td>anti-electron for QCD</td>
<td>175.16</td>
<td>-0.01</td>
</tr>
</tbody>
</table>

0.15 and 0.3. As a possible second model, templates are formed from antielectron samples, which consist of events where the isolated electron is replaced by objects in the detector that look almost, but not quite, like electrons. These antielectrons fail two of the kinematic cuts normally used to remove QCD events and clean up the electron sample. Very few of the antielectron events pass contain b-tags, so the mistag matrix is applied and events are weighted by their mistag probabilities. As shown in Figures 10.1 and 10.2, the non-isolated lepton and anti-electron templates do differ, though $M_t^{\text{reco}}$ peaks at similar locations for both selections. Pseudoexperiments using the antielectrons in place of the normal QCD pseudodata show a shift of 0.06 GeV/$c^2$, which is taken as a QCD modeling uncertainty.

### 10.3 b-JES

Possible systematic effects due to uncertain modeling of b quark jets are also examined. These jets have different fragmentation than light quarks jets, as well as semi-leptonic decays and different color flow, effects which can result in a systematic
Figure 10.1: Comparison of $M_t^{\text{reco}}$ for the nonisolated lepton sample (with real tags) and antielectrons (with the mistag matrix) for 1-tag (top) and 2-tag (bottom) events.
Figure 10.2: Comparison of $W_{jj}$ for the nonisolated lepton sample (with real tags) and antielecetrans (with the mistag matrix) for 1-tag (top) and 2-tag (bottom) events.
shift in the top quark mass if not correctly modeled. An estimate for uncertainties on these effects is 0.6% in b-specific energy scale [29]. To gain a bit in lever arm, we multiply the energies of jets matched to b quarks by factors of 1.01 and 0.99, corresponding to 1.0% shifts, and then try to scale uncertainties by 1.0/0.6. Using this prescription and taking half of the difference between the estimated ± 0.6% shifts, we find a systematic uncertainty of 0.35 GeV/c². To be conservative we use the old systematic uncertainty of 0.60 GeV/c² quoted in [29].

10.4 Parton Distribution Functions

The systematic uncertainty due to the parton distribution functions (PDFs) [47, 48] that provide the probability to find gluons and quarks of a given flavor in the proton and anti-proton with a certain momentum is estimated by reweighting PYTHIA events at M_{top} = 175.0 GeV/c². We compare PDFs from two different groups (CTEQ5L vs MRST72) and take the absolute difference as a systematic uncertainty. We also compare PDFs with different values of the strong coupling constant, corresponding to different QCD energy scales: MRST72 (Λ_{QCD} = 228 MeV) vs MRST75 (Λ_{QCD} = 300 MeV), again taking the absolute difference as a systematic. Finally, we examine the uncertainties in M_{top} due to shifting up and down by 1σ the 20 eigenvectors that define the CTEQ6M set, taking half of the difference between the +1 σ and -1σ shifts for each eigenvector pair. We find systematic shifts of 0.10 GeV/c² for the different groups, 0.09 GeV/c² for the different QCD scales, and 0.22 GeV/c² for the uncertainty on the eigenvectors, giving a total systematic uncertainty on PDFs of 0.25 GeV/c². We also test the effect of reweighting MC to increase the fraction of t¯t events initiated by gg (vs qq) from the 6% in the leading order MC to 20%. Results from these pseudoeperiments are summarized in Table 10.3.
Table 10.3: Mean output from pseudoexperiments used to evaluate parton distribution function-related systematic effects.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$M_{\text{top}}$ (GeV/$c^2$)</th>
<th>$\Delta_{\text{JES}}$ ($\sigma_c$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PYTHIA $M_{\text{top}} = 175.0$ GeV/$c^2$</td>
<td>175.10</td>
<td>-0.03</td>
</tr>
<tr>
<td>gg fraction reweighted</td>
<td>175.06</td>
<td>0.00</td>
</tr>
<tr>
<td>CTEQ5L</td>
<td>175.27</td>
<td>0.01</td>
</tr>
<tr>
<td>MRST72</td>
<td>175.18</td>
<td>0.01</td>
</tr>
<tr>
<td>MRST75</td>
<td>175.26</td>
<td>0.02</td>
</tr>
</tbody>
</table>

10.5 Other systematics

A systematic uncertainty due to using PYTHIA to model signal events is studied by comparing PEs that instead use HERWIG [49] at $M_{\text{top}} = 175.0$ GeV/$c^2$ for the signal pseudodata. In particular, HERWIG includes spin correlations between the top and antitop quarks, and also has a different fragmentation model. We find a difference of 0.10 GeV/$c^2$ in output mass from pseudoexperiments - the uncertainties on this difference dominate, so 0.24 GeV/$c^2$ is quoted as the generator systematic uncertainty.

Uncertainties in the modeling of gluon ISR and FSR are studied by extrapolating uncertainties in the $p_T$ of Drell-Yan data to the $t\bar{t}$ region [29]. Unlike in [29], settings affecting radiation are shifted coherently for ISR and FSR, as the same parameters govern both types of radiation. The difference between the samples with more and less gluon radiation, 0.22 GeV/$c^2$, is smaller than uncertainty on this difference, 0.28 GeV/$c^2$, which is quoted as the radiation systematic uncertainty.

We also separately shift the energy scales for electrons and muons by moving them up and down 1% before our event selection. When muons have energies shifted, the $E_T$ is recalculated accordingly. Compared to the nominal sample, the largest shifts are 0.05 GeV/$c^2$ for each of the lepton types. We also add a 0.05 GeV/$c^2$ systematic uncertainty due to mismodeling of luminosity, and 0.05 GeV/$c^2$ uncertainties each
Table 10.4: Mean output from pseudoexperiments used to evaluate additional systematic effects.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$M_{\text{top}}$ (GeV/c$^2$)</th>
<th>$\Delta_{\text{JES}}$ (c$_0$)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PYTHIA</strong> $M_{\text{top}} = 175.0$ GeV/c$^2$</td>
<td>175.10</td>
<td>-0.03</td>
</tr>
<tr>
<td><strong>HERWIG</strong> $M_{\text{top}} = 175.0$ GeV/c$^2$</td>
<td>175.00</td>
<td>0.26</td>
</tr>
<tr>
<td>More gluon radiation</td>
<td>175.32</td>
<td>0.13</td>
</tr>
<tr>
<td>Less gluon radiation</td>
<td>175.10</td>
<td>0.03</td>
</tr>
<tr>
<td>electron energy scale - 0.99</td>
<td>175.15</td>
<td>-0.04</td>
</tr>
<tr>
<td>electron energy scale - 1.01</td>
<td>175.14</td>
<td>-0.03</td>
</tr>
<tr>
<td>$\mu$ energy scale - 0.99</td>
<td>175.15</td>
<td>-0.03</td>
</tr>
<tr>
<td>$\mu$ energy scale - 1.01</td>
<td>175.12</td>
<td>-0.02</td>
</tr>
<tr>
<td><strong>ALPGEN</strong> $t\bar{t}$ 0p + $t\bar{t}$ $\geq 1$P</td>
<td>175.46</td>
<td>0.27</td>
</tr>
<tr>
<td><strong>ALPGEN</strong> $t\bar{t}$ inclusive</td>
<td>175.42</td>
<td>0.28</td>
</tr>
</tbody>
</table>

for finite signal and background MC statistics, as given by the bootstrap method described in Section 9.2.

We also examine ALPGEN pseudodata derived from the exclusive $t\bar{t}$ 0-parton sample in combination with the inclusive $t\bar{t} \geq 1$-parton sample. The samples are weighted according to the acceptance and cross sections and showered with PYTHIA. We keep this as a cross-check, but do not use it to evaluate any additional systematics, as the shifts can largely be correlated with PDFs and ISR effects. This sample also gives very similar pseudoexperiments when compared to an entirely inclusive ALPGEN $t\bar{t}$ sample, indicating that the addition of extra hard partons in the matrix element does not affect the mass measurement.

Results from these PEs are shown in Table 10.4.

### 10.6 Summary of systematics

Table 10.5 summarizes the systematic uncertainties on this measurement. The total systematic uncertainty is 0.94 GeV/c$^2$. 
Table 10.5: Summary of systematic uncertainties.

<table>
<thead>
<tr>
<th>Systematic effect</th>
<th>Size of effect (GeV/c²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generator</td>
<td>0.24</td>
</tr>
<tr>
<td>gg fraction</td>
<td>0.04</td>
</tr>
<tr>
<td>Radiation</td>
<td>0.28</td>
</tr>
<tr>
<td>ele energy scale</td>
<td>0.05</td>
</tr>
<tr>
<td>µ energy scale</td>
<td>0.05</td>
</tr>
<tr>
<td>Parton Distribution Functions</td>
<td>0.25</td>
</tr>
<tr>
<td>Residual JES</td>
<td>0.53</td>
</tr>
<tr>
<td>b-JES</td>
<td>0.60</td>
</tr>
<tr>
<td>MC signal statistics</td>
<td>0.05</td>
</tr>
<tr>
<td>MC bkgd statistics</td>
<td>0.05</td>
</tr>
<tr>
<td>Bkgd composition</td>
<td>0.16</td>
</tr>
<tr>
<td>Bkgd shape</td>
<td>0.09</td>
</tr>
<tr>
<td>QCD Model</td>
<td>0.06</td>
</tr>
<tr>
<td>Luminosity effects</td>
<td>0.05</td>
</tr>
<tr>
<td>Combined</td>
<td>0.94</td>
</tr>
</tbody>
</table>
CHAPTER 11

DATA FIT

Confident in our machinery and understanding of systematics, we search the data to find events passing all cuts. The number of events after kinematic selection in 1.9 fb\(^{-1}\) of data is summarized in Table 11.1. A comparison with Table 7.1 shows that we find \(~20\%\) more events than expected, indicating that the measured cross section from this sample would be larger than the 6.7 pb expected at 175.0 GeV/c\(^2\). Our analysis does not depend on signal normalization, so we are not sensitive to this effect. The full machinery is applied to the data, giving:

\[
M_{\text{top}} = 171.76^{+1.80}_{-1.83} \text{ GeV/c}^2 \text{ (unscaled, statistics-only)}, \quad (11.0.1)
\]

\[
M_{\text{top}} = 171.76^{+1.85}_{-1.88} \text{ GeV/c}^2 \text{ (pull width scaled, statistics-only)}. \quad (11.0.2)
\]

The likelihood contours for the measurement are shown in Figure 11.1.

Table 11.1: Observed number of candidate events in data before \(\chi^2\) cut, after \(\chi^2\) cut, and after both \(\chi^2\) cut and boundary cut.

<table>
<thead>
<tr>
<th></th>
<th>1-tag</th>
<th>2-tag</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-(\chi^2), pre-boundary cuts</td>
<td>284</td>
<td>152</td>
</tr>
<tr>
<td>Post-(\chi^2), pre-boundary cuts</td>
<td>237</td>
<td>101</td>
</tr>
<tr>
<td>Post-(\chi^2), post-boundary cuts</td>
<td>233</td>
<td>99</td>
</tr>
</tbody>
</table>
Figure 11.1: Likelihood contours for the combined fit. In the limit of full Gaussian behavior, the contours would correspond to regions of 1, 2 and 3 σ uncertainties.
CHAPTER 12
CROSS-CHECKS

We run a variety of cross-checks on the measurement. Results are summarized in Table 12.1. All uncertainties are uncorrected for pull width effects. Note that the delineation of the 1.9 fb$^{-1}$ of data into different periods is typically a result of Tevatron shutdowns or significant changes to the CDF detector. As such, the different periods are not expected to correspond to equally sized datasets, and the errors between the different periods are not expected to be constant. With the exception of the nominal fit and the 1-tag- and 2-tag-only fits, the background constraint is turned off, as the \textit{a priori} background estimation is not applicable.

Removal of the background and $\Delta_{\text{JES}}$ priors does not significantly alter the results, though the fit in the 1-tag subsample prefers approximately 1\sigma more background than the \textit{a priori} estimation and the 2-tag subsample prefers to fit no background. The luck (ie p-value) of the data fits is examined by comparing the measured, symmetrized error obtained in data with those expected from pseudoeperiments. For this examination, the number of background events in each subsample is fluctuated around the expectation, with the total number of events fluctuated around the observed number and not the expected number. We use MC with the nominal $\Delta_{\text{JES}}$ and $M_{\text{top}} = 172.0$ GeV/$c^2$. Results of this check are summarized in Figure 12.1. Given an expected number of events based on the data and the \textit{a priori} background estimation, 18 % of PEs show a smaller error than the one observed in data.

Figures 12.2, 12.3 and 12.4 show distributions from the kinematic fitter, comparing data to the fitted signal and background expectations using the full background
<table>
<thead>
<tr>
<th>Fit type</th>
<th>$M_{\text{top}}$ (GeV/$c^2$)</th>
<th>$\Delta\text{JES}$ ($\sigma_c$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 tag $n_s$</td>
<td>2 tag $n_s$</td>
</tr>
<tr>
<td>Nominal</td>
<td>171.76 $^{+1.80}_{-1.83}$</td>
<td>$-0.09$ $^{+0.36}_{-0.36}$</td>
</tr>
<tr>
<td></td>
<td>184.0</td>
<td>96.4</td>
</tr>
<tr>
<td>No JES prior</td>
<td>171.80 $^{+1.86}_{-1.88}$</td>
<td>$-0.11$ $^{+0.39}_{-0.38}$</td>
</tr>
<tr>
<td></td>
<td>184.1</td>
<td>96.4</td>
</tr>
<tr>
<td>No bkgd prior</td>
<td>171.78 $^{+1.82}_{-1.81}$</td>
<td>$-0.06$ $^{+0.36}_{-0.36}$</td>
</tr>
<tr>
<td></td>
<td>175.7</td>
<td>99.0</td>
</tr>
<tr>
<td>1-tag only</td>
<td>169.11 $^{+3.06}_{-2.35}$</td>
<td>$-0.17$ $^{+0.48}_{-0.57}$</td>
</tr>
<tr>
<td></td>
<td>187.6</td>
<td>-</td>
</tr>
<tr>
<td>2-tag only</td>
<td>173.57 $^{+2.04}_{-2.32}$</td>
<td>$0.20$ $^{+0.47}_{-0.50}$</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>96.3</td>
</tr>
<tr>
<td>Data period 1 (no bkgd const)</td>
<td>174.58 $^{+3.73}_{-3.53}$</td>
<td>$-0.18$ $^{+0.68}_{-0.82}$</td>
</tr>
<tr>
<td></td>
<td>30.6</td>
<td>14.0</td>
</tr>
<tr>
<td>Data period 2 (no bkgd const)</td>
<td>172.97 $^{+4.17}_{-3.63}$</td>
<td>$0.30$ $^{+0.70}_{-0.68}$</td>
</tr>
<tr>
<td></td>
<td>29.0</td>
<td>21.0</td>
</tr>
<tr>
<td>Data period 3 (no bkgd const)</td>
<td>171.06 $^{+4.44}_{-3.31}$</td>
<td>$1.05$ $^{+0.69}_{-0.72}$</td>
</tr>
<tr>
<td></td>
<td>30.3</td>
<td>13.0</td>
</tr>
<tr>
<td>Data period 4 (no bkgd const)</td>
<td>171.06 $^{+3.41}_{-3.38}$</td>
<td>$-0.60$ $^{+0.53}_{-0.65}$</td>
</tr>
<tr>
<td></td>
<td>55.0</td>
<td>29.0</td>
</tr>
<tr>
<td>Data period 5 (no bkgd const)</td>
<td>164.91 $^{+4.02}_{-4.42}$</td>
<td>$-0.23$ $^{+0.74}_{-0.77}$</td>
</tr>
<tr>
<td></td>
<td>25.0</td>
<td>14.0</td>
</tr>
<tr>
<td>Data period 6 (no bkgd const)</td>
<td>173.64 $^{+10.3}_{-7.8}$</td>
<td>$0.0$ $^{+1.06}_{-1.01}$</td>
</tr>
<tr>
<td></td>
<td>5.0</td>
<td>8.0</td>
</tr>
<tr>
<td>ele only, no bkgd const</td>
<td>172.22 $^{+2.00}_{-2.75}$</td>
<td>$-0.09$ $^{+0.51}_{-0.51}$</td>
</tr>
<tr>
<td></td>
<td>95.1</td>
<td>54.0</td>
</tr>
<tr>
<td>$\mu$ only, no bkgd const</td>
<td>171.32 $^{+2.35}_{-2.26}$</td>
<td>$-0.04$ $^{+0.36}_{-0.47}$</td>
</tr>
<tr>
<td></td>
<td>81.0</td>
<td>45.0</td>
</tr>
<tr>
<td>(-) lepton, no bkgd const</td>
<td>169.68 $^{+2.31}_{-3.31}$</td>
<td>$0.19$ $^{+0.72}_{-0.45}$</td>
</tr>
<tr>
<td></td>
<td>106.4</td>
<td>51.0</td>
</tr>
<tr>
<td>(+) lepton, no bkgd const</td>
<td>174.95 $^{+3.25}_{-3.07}$</td>
<td>$-0.48$ $^{+0.82}_{-0.62}$</td>
</tr>
<tr>
<td></td>
<td>106.4</td>
<td>51.0</td>
</tr>
</tbody>
</table>
Figure 12.1: Expected errors from PEs using the observed number of events, nominal $\Delta J_{ES}$ and $M_t^{\text{reco}} = 172.0$ GeV/c$^2$.

model. The signal model used in these plots is PYTHIA MC at $M_{\text{top}} = 172.0$ GeV/c$^2$. There is a wide range of agreement (or disagreement) from the very good to the very bad, with the $p_T$ of the $t\bar{t}$ system and the $p_T$ of the b jets having low KS probabilities. By looking at enough distributions, we expect a few to stand out as having poor probabilities. The distributions of the $p_T$ of the $t\bar{t}$ system also look better in Figure 12.5, which uses HERWIG to model the signal. As described in Section 10.5, we include a systematic uncertainty on the difference between HERWIG and PYTHIA.

Figures 12.6 and 12.7 show the 1d data with the best-fit 1d signal and background distributions overlaid on top.
Figure 12.2: Distributions for fitter output (1).
Figure 12.3: Distributions for fitter output (2).
Figure 12.4: Distributions for fitter output (3).
Figure 12.5: Comparison of the $p_T$ of the $t\bar{t}$ system using HERWIG at a mass of 175.0 GeV/$c^2$ to model the signal.
CHAPTER 13
CONCLUSIONS

We present a measurement of the mass of the top quark in the Lepton+Jets channel at $\sqrt{s} = 1.96$ TeV. In 1.9 fb$^{-1}$ of data collected using the CDF detector in Run II at the Tevatron, the top quark mass is measured to be $M_{\text{top}} = 171.8 \pm^{+1.9}_{-1.9}$ (stat.) $\pm 1.0$ (syst.) GeV/c$^2$. This compares to the value measured in the CDF Run I top quark evidence paper [50], $M_{\text{top}} = 174\pm10$ (stat.) $^{+13}_{-12}$ (syst.) GeV/c$^2$. By the end of Run II, this analysis alone should obtain better than 1% precision on the top quark mass, and have comparable statistical and systematic uncertainties if systematic uncertainties are not reduced.
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