Identifying Isotropic Events Using an Improved Regional Moment Tensor Inversion Technique

S. R. Ford, D. S. Dreger, W. R. Walter

July 9, 2007

Monitoring Research Review
Denver, CO, United States
September 25, 2007 through September 27, 2007
Disclaimer

This document was prepared as an account of work sponsored by an agency of the United States Government. Neither the United States Government nor the University of California nor any of their employees, makes any warranty, express or implied, or assumes any legal liability or responsibility for the accuracy, completeness, or usefulness of any information, apparatus, product, or process disclosed, or represents that its use would not infringe privately owned rights. Reference herein to any specific commercial product, process, or service by trade name, trademark, manufacturer, or otherwise, does not necessarily constitute or imply its endorsement, recommendation, or favoring by the United States Government or the University of California. The views and opinions of authors expressed herein do not necessarily state or reflect those of the United States Government or the University of California, and shall not be used for advertising or product endorsement purposes.
IDENTIFYING ISOTROPIC EVENTS USING AN IMPROVED REGIONAL MOMENT TENSOR INVERSION TECHNIQUE

Sean R. Ford¹, Douglas S. Dreger¹, William R. Walter²

University of California, Berkeley¹ and Lawrence Livermore National Laboratory²

Sponsored by National Nuclear Security Administration
Office of Nonproliferation Research and Development
Office of Defense Nuclear Nonproliferation

Contract No. DE-FC52-06NA27324
and
Contract No. W-7405-ENG-48

ABSTRACT

Using a regional time-domain waveform inversion for the complete moment tensor we calculate the deviatoric and isotropic source components for several explosions at the Nevada Test Site as well as earthquakes, and collapses in the surrounding region of the western US. The events separate into specific populations according to their deviation from a pure double-couple and ratio of isotropic to deviatoric energy. The separation allows for anomalous event identification and discrimination between explosions, earthquakes, and collapses. Error in the moment tensor solutions and source parameters is also calculated.

We investigate the sensitivity of the moment tensor solutions to Green’s functions calculated with imperfect Earth models, inaccurate event locations, and data with a low signal-to-noise ratio. We also test the performance of the method under a range of event sizes from excellent azimuthal coverage to cases of sparse station availability, as might be expected for smaller events. Finally, we assess the depth and frequency dependence upon event size. This analysis will be used to determine the range where well-constrained solutions can be obtained.
OBJECTIVES

This research seeks to apply a regional distance complete moment tensor approach to tectonic, volcanic and man-made seismic events in order to document performance in the ability to identify and characterize anomalous (non-double-couple) seismic radiation. Identification of events with demonstrably significant non-double-couple components can aid in discrimination and possibly yield determination (Given and Mellman, 1986; Patton, 1988; Dreger and Woods, 2002). As an initial application we calculate the full moment tensors of 15 nuclear tests at the Nevada Test Site (NTS), three collapses (two mine collapses and one explosion cavity collapse), and 12 earthquakes near the NTS (Figure 1).

RESEARCH ACCOMPLISHED

We implement the time-domain full regional waveform inversion for the complete moment tensor (2nd rank tensor, \( M_{ij} \)) devised by Minson and Dreger (2007) after Herrmann and Hutcheson (1993) based on the work of Langston (1981). The complete moment tensor allows for a characterization of the relative amounts of deviatoric (\( M_{ij} \) where \( i \neq j \)) and isotropic (\( M_{ii} \) where \( i = j \)) source components, the similarity of those components with prior events in the source region, and a constraint on the source depth. The isotropic component is related to the volume change associated with a source (Muller, 1973), and in the case of an explosion this volume change is expected to be significant.

In general, synthetic seismograms are represented as the linear combination of fundamental Green's functions where the weights on these Green's functions are the individual moment tensor elements. The Green's functions for a one-dimensional (1-D) velocity model of eastern California and western Nevada (Song et al., 1996) are calculated as synthetic displacement seismograms using a frequency-wavenumber integration method (Saikia, 1994). The synthetic data is filtered with a 4-pole acausal Butterworth filter with a low-corner of 0.02 Hz and a high-corner of 0.05 Hz and 0.1 Hz for events with \( M_W \geq 4 \) and \( M_W < 4 \), respectively. At these frequencies, where the dominant wavelengths are approximately 100 km, we assume a point source for the low-magnitude regional events investigated in this study. The point source assumption allows for linearization in the time-domain, which is where we carry out the least-squares inversion. Data are collected for a total of 55 stations from the US National Seismic Network, IRIS/USGS, Berkeley Digital Seismic Network, Trinet, and the Lawrence Livermore National Laboratory (LLNL) network (Figure 1). We remove the instrument response, rotate to the great-circle frame, integrate to obtain displacement, and filter similarly to the synthetic seismograms.

Figure 1. Maps of the Western US with stations (blue inverted triangles), earthquakes (yellow stars), explosions (red stars), and collapses (green stars) used in this study. The right panel shows a blow-up of the Nevada Test Site region, where the NTS is outlined in black. The NTS is also plotted in the left panel in red.
We calibrated the algorithm by calculating the full and deviatoric moment tensor for the 1992 Little Skull Mountain event. The deviatoric solution is obtained by constraining the trace of the moment tensor to be zero \( (M_{33} = -(M_{11} + M_{22})) \). Our result fits the data very well and is highly similar to the double-couple solution of Walter (1993), the deviatoric solution of Ichinose (2003), and the full solution of Dreger and Woods (2002). We calculate the full moment tensor of 12 earthquakes in the region near the Nevada Test Site (NTS, Figure 1). An example of the fit to the data for an aftershock of the 1992 Little Skull Mountain event is given in Figure 2a, where the moment tensor solution (Full) is decomposed to an isotropic (ISO) and deviatoric component \( (M'_{ij} = M_{ij} - \delta_{ij}(M_{11} + M_{22} + M_{33})/3) \). The deviatoric component is separated into a double-couple (DC) and compensated linear vector dipole (CLVD; Knopoff and Randall, 1970) that share the orientation of the major axis. The total scalar moment \( (M_0) \) is \( 2.23 \times 10^{22} \) dyne-cm \( (M_{W} = 4.17) \). \( M_0 \) is equal to the sum of the isotropic moment \( (M_{ISO} = (M_{11} + M_{22} + M_{33})/3) \) and deviatoric moment \( (M_{DEP}) \), where all quantities are defined according to Bowers et al. (1999). The solution has a very small isotropic moment \( (M_{ISO} = 1.39 \times 10^{21} \) dyne-cm) and there is little change between the Full and DC solutions. With the same algorithm we calculate the full moment tensors of 15 nuclear test explosions at the NTS (Figure 1). An example of the analysis is given by the solution for the 1991 HOYA test in Figure 2b. The largest component in the decomposition is isotropic and it contributes 59% of the total scalar moment.

![Figure 2](image-url)  

**Figure 2.** Moment tensor analysis of a) aftershock of the 1992 Little Skull Mt. event and b) the 1991 nuclear test, HOYA. The station name with azimuth; distance and maximum displacement (cm) are to the left of the data (solid line) and fit (dashed line) produced by inversion in the 20-50 s passband. Below the data is the full (Full) focal mechanism (lower hemisphere projection) which is decomposed to the isotropic (ISO) and deviatoric components, where the deviatoric component is separated into a double-couple (DC) and compensated linear vector dipole (CLVD) that share the orientation of the major axis. The area of the circles are relative to their scalar moment contribution. The largest component in the aftershock decomposition is the DC. The Full solution of the nuclear test is entirely compressive (black), which is due to the isotropic component contributing more than 50% of the total scalar moment.
Error in the moment tensor solutions is analyzed by plotting the best-fit and 95% confidence ellipses of the axes of minimum compression (T), maximum compression (P) and null (N), which are the eigenvectors of the symmetric moment tensor (Figure 3). The confidence ellipses are obtained from the model covariance matrix, where the variance is estimated by the residuals. In an effort to better characterize the source and confidence in the isotropic solution, we adopt the source vector convention described in Riedesel and Jordan (1989). Vectors are defined describing the general,

\[ \mathbf{MT} = m_1 T + m_2 N + m_3 P \]

double-couple,

\[ \mathbf{DC} = T - P \]

isotropic,

\[ \mathbf{ISO} = T + N + P \]

and CLVD sources,

\[ \mathbf{CLVD1} = T - N/2 - P/2 \]
\[ \mathbf{CLVD2} = T/2 + N/2 - P \]

where \( m_1, m_2, \) and \( m_3 \) are the principal moments for the T, N, and P axes. Therefore, the source vectors are subspaces of the space defined by the eigenvectors of the moment tensor. The vectors are plotted on the focal sphere (similar to T, N, P) for the Little Skull Mountain aftershock and NTS explosion, HOYA in Figure 3b. The general source vector, \( \mathbf{MT} \), for the Little Skull Mountain event lies very near the great-circle connecting the DC and CLVD vectors. This great-circle defines the subspace on which \( \mathbf{MT} \) will lie if the source is purely deviatoric. The MT vector is also collinear with the DC vector, which is to say that the source is almost purely double-couple. The MT vector for the HOYA test lies well off the line defining the deviatoric solution space. The 95% confidence ellipse of \( \mathbf{MT} \) is also plotted and it does not intersect the deviatoric solution space, which is to say that the solution has a significant isotropic component at the 95% confidence level. However, Riedesel and Jordan (1989) only consider perturbations to the principal moments and not the principal axes to construct confidence regions, which may be an inaccurate assumption if variance in the model parameters is great (Vasco, 1990). The proposed Monte Carlo approach described later is able to account for large variance.

Figure 3. Principal axes analysis of the solutions for the Little Skull aftershock (left column) and NTS test HOYA (right column). a) Principal axes in the lower hemisphere projection and the associated 95% confidence region. b) Source vectors where the 95% confidence region of the MT vector is plotted in grey. The confidence region contacts the deviatoric subspace (defined as a line in the lower hemisphere projection between CLVD1 and CLVD2) for the earthquake solution but not for the explosion.

Figure 4. Source-type plot for the Skull Mt. aftershock (black) and NTS test HOYA (red) and the associated 95% confidence regions.
It is difficult to grasp the source-type from the standard focal mechanism plot. For example, one cannot discern the relative contributions of the isotropic and deviatoric components from the Full focal mechanism in Figure 2b. And decompositions of the deviatoric component are non-unique, where the DC and CLVD decomposition followed here could be replaced by two DCs (Julian et al., 1998). Following the source-type analysis described in Hudson et al. (1989) we calculate \(-2\varepsilon\) and \(k\), which are given by

\[
\varepsilon = \frac{-m_1'}{\left|m_2'\right|},
\]

and

\[
k = \frac{M_{iso}}{M_{iso} + \left|m_3'\right|},
\]

where \(m_1', m_2', \text{and} m_3'\) are the deviatoric principal moments for the T, N, and P axes, respectively. \(\varepsilon\) is a measure of the departure of the deviatoric component from a pure double-couple mechanism, and is 0 for a pure double-couple and \(\pm 0.5\) for a pure CLVD. \(k\) is a measure of the volume change, where +1 would be a full explosion and \(-1\) a full implosion. \(-2\varepsilon\) and \(k\) for the Little Skull Mountain aftershock and NTS explosion, HOYA are given in Figure 4,

Figure 5. Source-type plot of the 12 earthquakes (blue), 15 explosions (red), 3 collapses (green), and 14 events at the Long Valley Caldera (orange) and their associated 95% confidence regions (shaded) analyzed in this study. The magnitude of the event is given by the symbol. The abscissa measures the amount of volume change for the source and the ordinate measures the departure from a pure DC.
where error in the values is derived as before. The earthquake is almost at the origin, which defines a pure DC, whereas the explosion is far from this point due to the large value of $k$.

We carry out similar analyses for three collapses (one cavity and two mine) and produce the source-type plot (Figure 5). The nuclear tests occupy the region where $k > 0.25$, the earthquakes cluster near the origin (with some interesting deviations), the collapses plot almost exactly at $(1,-5/9)$, which is the location for a closing crack in a Poisson solid. The populations of earthquakes, explosions, and collapses separate in the source-type plot. These initial results are very encouraging and suggest a discriminant that employs the $k, -2\varepsilon$ parameters. However, some of the 95% confidence regions for the explosions are very large and the solution is not well constrained. These events will be investigated further as described below. We also note that we limit explosions to those recorded by more than two stations at a broadband channel, thereby limiting the dataset to tests after Hornitos near the end of 1989. We hope to expand the dataset by making use of other digital data from the LLNL network.

The error analysis presented above is due to misfit of the data by the least-squares inversion. Part of the misfit may be due to nonstationary noise and we test the sensitivity of the inversion to increased noise with a series synthetic sources with varied signal-to-noise ratios (SNR). We find that a full explosion returns $k < 0.5$ only when SNR $< 2$ (Figure 6a). Typically, we use data with an SNR greater than 10. Another source of error not incorporated into the formal error analysis employed above is incorrectly calculated Green's functions due to ignorance of the true event depth and Earth structure. The analysis presented here attempts to find an optimal depth for the earthquakes by perturbing the reported depth a few kilometers, performing the inversion, and finding the best-fit solution. For all explosions and collapses the depth is fixed at 1 km. If this method were to be used for an event with an unknown source type, the depth could be an important source of error. We perform another synthetic test in which an explosion at 1 km is inverted with Green's functions calculated at varying depths. Surprisingly, we find that for an optimal station distribution $k > 0.5$ for depths up to 8 km (Figure 6b). Finally, we test how error in the Earth structure is mapped through the Green's functions to error in the solution. We use a simple 3-layer velocity model and vary the depth and velocities of those layers. We find that only for large variation in the layer velocity (>50%) can $k < 0.2$ be retrieved (Figure 6c). The solution is especially sensitive to the uppermost layer. Sileny et al. (2004) had a similar conclusion when investigating the deviatoric solution, where velocity perturbation of more than 30% and event depths mislocated by two times the actual depth return a well-resolved solution. Future work will identify what perturbations in the velocity model are the most significant given a station distribution and realistic noise considerations. A further consideration is the assumption of an isotropic Earth structure in the presence of anisotropic data, which may produce a spurious CLVD component (Sileny and Vavrycuk, 2002). Fortunately, the 1-D velocity model seems to be a good approximation in the presence of smoothly varying 3-D heterogeneity.

![Figure 6. Sensitivity analysis for a synthetic explosion at a depth of 1 km in a three-layer 1D velocity model. a) Noise is added in the inversion. b) The inversion is carried out assuming an incorrect depth. c) The inversion is carried out for different three-layer velocity models where CC is the normalized correlation coefficient between the Green's functions for the correct velocity model and those of the incorrect velocity model used in the inversion. The symbols are colored as a function of variance reduction (VR).](image-url)
(Panning et al., 2001).
Another consideration is the ability to resolve displacements for explosions near the surface. Since tractions normal to the vertical vanish at the free surface, the excitation coefficients associated with those tractions must vanish (Julian et al., 1998). Therefore at the free surface the moments of $M_{13}, M_{23},$ and the isotropic part of the $M_0$ cannot be resolved. Given and Mellman (1986) showed that at a source depth of 1 km the fundamental mode excitation functions associated with the moments listed previously effectively go to zero. We investigate the potential problems associated with traction vanishing at the free surface by inverting noisy data from a synthetic source composed of 60% explosion, 20% 45° dip-slip, and 20% vertical CLVD (as is commonly resolved for several NTS events) at a depth of 400 m in a three-layer 1D velocity model using Green’s functions calculated at a depth of 1 km. Figure 6 shows that an explosive component can be resolved under favorable noise conditions, though with error in magnitudes of the moment tensor elements listed previously and $M_{ISO}$ by almost 50%. At SNR $< 10$ considerable moment goes into $M_{23}$ producing a significant vertical dip-slip component in the deviatoric source where there should be none. This provides a diagnostic for unresolved components in solutions, which can be seen in three of the most poorly resolved full moment tensors. This behavior is similar for events deeper than 300 m. At less than 200 m depth, the synthetic displacements become too small and the solution is unreliable.

CONCLUSIONS AND RECOMMENDATIONS

Nuclear test explosions from NTS and earthquakes from the surrounding region separate into specific populations according to source-type parameters, which are based on relative magnitudes of isotropic and deviatoric moments. The separation allows for anomalous event identification and discrimination between explosions, earthquakes, and collapses. Mislocation in depth on the order of a few kilometers and small deviations in a simple 1D velocity model still recovers a significant isotropic component, though Earth complexity is inadequately assessed by a three-layer structure. We also assess error due to vanishing traction at the free surface and are able to resolve a reliable solution at depths greater than 300 m, where error is expressed as an increasing vertical dip-slip component in the deviatoric solution.

A more complete treatment of the error introduced by ignorance of the event location and Earth structure can be given by a Monte Carlo approach, where several solutions are computed for a priori distributions of the hypocentral location and Earth model obtained from independent analyses. For example, confidence regions for a given hypocentral location as published by the NEIC can act as the a priori location distribution and the

Figure 6. A noisy synthetic composite event at a depth of 400 m is inverted using Green’s functions for an event at 1 km. a) Source-type parameter $k$, where the theoretical value is given by the grey line. b) $M_0$ (square) and $M_{ISO}$ (star), where the theoretical values are given by the dashed and solid grey lines, respectively. c) $M_{33}$ (star), $M_{13}$ (cross), $M_{23}$ (circle), $M_{11}$ (diamond), $M_{22}$ (triangle) and $M_{12}$ (square) where theoretical values are given by the grey lines. Symbol color is the variance reduction (VR) of the solution.
hundreds of 1-D velocity models for a given region produced from a Markov Chain Monte Carlo method as in Pasyanos et al. (2006) can act as the velocity model distribution. Each of the moment tensor solutions could then be plotted producing a scatter density, which would aid in the understanding of how parameterization choice non-linearly affects the moment tensor solutions, and help map the solution space of best-fit moment tensors. We will also search for solution dependence on individual measurements via Jackknife resampling of the data for specific stations and channels (Ichinose et al., 2003; Templeton and Dreger, 2006). Patton (1991) showed a correlation between yield and scalar moment for a given NTS region with events below the water table. Following this we hope to search for correlations based on the geophysical parameters given by Springer et al. (2002) for all NTS tests. We can also look at the principal axes of the explosions to see if they are responding to the regional stress environment, which may have important ramifications for understanding tectonic release coincident with nuclear tests. We will probe the tectonic contribution further in the context of the F-value, \( F = \frac{\alpha^2/2\beta^2}{M_{ISO}/M_{ISO}} \), where \( \alpha \) and \( \beta \) are the compressional and shear speeds of the medium, respectively. Toksoz and Kehrer (1972) showed that certain F-values can produce recordings of explosions with non-isotropic components similar to some observations. The explosions analyzed here do not have as much non-isotropic energy as has historically been observed at NTS and in other regions (Walter and Patton, 1990; Ekstrom and Richards, 1994). This may be due to the "wearing out" of the test site over time (Aki and Tsai, 1972), so we will expand the dataset of explosions to encompass other regions exhibiting exotic records like the "reversed" Rayleigh waves observed for the 1998 Indian tests (Walter et al., 1999).
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