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Summary

The MiniCAM, short for the Mini-Climate Assessment Model, is an integrated assessment model
of moderate complexity focused on energy and agriculture sectors. The model produces
emissions of greenhouse gases (carbon dioxide, methane and nitrous oxide) and other radiatively
important substances such as sulfur dioxide. Through incorporation of the simple climate model
MAGICC, the consequences of these emissions for climate change and sea-level rise can be
examined. The MiniCAM is designed to be fast and flexible.

The MiniCAM is a long-term, partial-equilibrium model designed to examine long-term, large-
scale changes in global and regional energy system where the characteristics of existing capital
stocks are not the dominant factor in determining the dynamics of the energy system. Markets are
defined for oil (conventional and unconventional), gas, coal, biomass, carbon, and agricultural
products. The MiniCAM has no markets for labor and capital. It is specifically designed to
address issues associated with global change, including (1) projecting baseline carbon dioxide
emissions over time for a country or group of countries; (2) projecting various other radiatively
important gases (e.g., methane, nitrous oxide, sulfur dioxide, reactive gases); (3) evaluating the
energy-system, emissions, and other consequences of various technological options; (4)
evaluating some aspects of potential climate change, e.g., temperature change, sea-level rise; (5)
providing a measure of the carbon price, in dollars per metric ton for an emissions target; and (6)
providing a measure of the overall cost of meeting an emissions target.

The MiniCAM model can be conceptualized as consisting of four modules (see Figure below).

Human activities Land Use
ERB AgLU
Atmospheric Regional
Composition, Climate
Climate & —| Patterns
Sea Level Rise SCENGEN
MAGICC

These modules can be described as simulating

e energy supply and demand using an updated version of the Edmonds-Reilly-Barnes
model (ERB) (Edmonds and Reilly 1985; Edmonds, Reilly, Gardner and Brenkert 1986;
Edmonds, Wise, Pitcher, Wigley and MacCracken 1997);

e agriculture and land-use using the Agriculture and Land Use model (AgLU) (Edmonds et
al. 1996; Sands and Leimbach 2001; Gillingham et al. 2002; Sands and Edmonds 2002);

e atmospheric composition and global-mean climate changes using the Model for the
Assessment of Greenhouse-gas Induced Climate Change (MAGICC) (Hulme and Raper
1993; Wigley 1994a,b; Wigley and Raper 1987, 1992, 1993, 2001); and



e regional patterns of climate change using the Regional Climate Change Scenario
Generator (SCENGEN) (Hulme, Jiang, and Wigley 1995).

The MiniCAM projects economic activity, energy consumption, and emissions in 15-year time
steps from 1990 through 2095. The MiniCAM has global coverage in the form of 14 distinct
regions (United States, Canada, Western Europe, Japan, Australia & New Zealand, Former Soviet
Union, Eastern Europe, Latin America, Africa, Middle East, China [& Asian Reforming
Economies], India, South Korea, Rest of South & East Asia).

The MiniCAM has a strong focus on energy supply technologies. A wide range of technologies,
fuels, and energy carriers can be used to supply end-use energy demands. Transformation losses
are accounted for throughout the supply system. Technologies include electricity generation
(from coal, oil, gas, biomass, hydro power, fuel cells, nuclear energy, wind energy, solar PV,
solar-wind storage, and space solar PV), hydrogen production (from coal, oil, gas, biomass, and
electrolysis), synthetic fuel production (synthetic liquids from coal, gas, and biomass; synthetic
gas from coal, and biomass), geologic carbon sequestration from fossil fuels (during electricity
generation, hydrogen production, and synthetic fuel production). Biomass supply includes
“waste” biomass streams and commercial biomass produced regionally by the AgLLU module.
End-use fuels include those currently in widespread use (coal, oil, gas, biomass, electricity), and
future options such as synthetic liquids, synthetic gases and hydrogen. Carbon sequestration is an
option for all conversion technologies, particularly electric generation and hydrogen production.

The MiniCAM contains a large set of parameters to simulate technical change over time. These
parameters include the rate of change in efficiency of inputs to any particular production sector in
the model (e.g., primary energy transformation to secondary energy; secondary energy
transformation to tertiary energy). These rates of change in input efficiency can be varied at each
15-year time step.

Production Sectors
Energy
primary energy <«
V

fuel conversion

'

secondary energy

'

energy conversion

V
tertiary energy

Agriculture
biomass

Agricultural demand & supplies

The conceptual framework of the ERB and AgL.U modules is shown in the figure above. Each
production process is represented by a fixed-coefficient (Leontief) production function requiring
three parameters: fuel input, efficiency, and non-fuel costs. During the transformation processes
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from raw fuel to refined fuels and to fuels to be consumed by end-users, fuels compete based on
their prices. This competition is simulated by means of a share equation (the logit share equation)
which is based on fuel prices and their elasticities. The price of each of the fuels is assumed to fall
within a fuel-price range based on the cost of fuel and various costs like transportation costs,
taxes, non-fuel costs, and structural factors. This variance of each fuel price is captured in an
energy price exponent or elasticity coefficient. Through the logit methodology all fuels that
compete can contribute in the generation of the supply of a secondary fuel or an energy service,
with shares changing in a smooth manner as prices or policies change with time.

The demand for energy is determined by regional population levels, levels of economic activity
and the price of energy services. The demand by the end-use sectors for energy services is
simulated as a demand for the least costly energy service fuel mode through a combination of the
constant elasticity and logit share equations. The constant elasticity equation includes price
elasticities and income elasticities.

End-use energy services can be supplied by refined fossil-fuels, biomass (traditional and from
dedicated biomass farms), electricity, hydrogen, and synthetic fuels. The three end-use sectors are
buildings, industry, and transportation.

Regional populations determine regional economic activity and end-use demands.

Technological change impacts energy demand, while regional taxes and tariffs (and climate
policies which influence the price of greenhouse gas emissions) determine regional energy prices,
which affect, in turn, regional energy demands. Regional energy resources and prices determine
regional energy supplies, which impact global supply and demand, which in turn affect world
prices that feed back to the regional energy prices, which then impact regional supply and
demands. Through this iterative process, global supply and demand of the primary fuels are
balanced. Emissions are calculated simultaneously with the balancing process, so as to efficiently
solve for any carbon constraint.

When equilibrium occurs, the markets are said to “clear.” The mechanism for clearing the
markets is through the solution algorithm, which adjusts market prices (e.g., primary fuel prices)
until the excess demand — the difference between demand and supply — is less than the solution
criteria, typically a small number (less than one but greater than zero).

The MiniCAM is most often used to examine one or more baseline (no climate policy) scenarios
in combination with possible climate policies that are intended to alter the baseline emissions
trajectory. In the present version of the MiniCAM, the SRES scenarios are generally used for
analysis. In order to facilitate this analysis and make comparisons with other models, the
MiniCAM is able to exactly calibrate to any specified scenario in terms of population, GDP,
and/or final energy use. It is these parameters that are the primary determinants of energy
demands in each region.

When a baseline scenario is generated, the function of the model in non-policy cases is to
determine the least-cost method of supplying the energy services demanded. In a policy (i.e.,
GHG emissions control) case, GDP and energy are generally allowed to freely respond to any
changes in energy prices. The model can then be used to determine the cost of meeting a specified
policy goal. The change in the shares of energy technologies that occurs as a result of meeting
some policy goal is also an important output of the model.
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Introduction

This documentation consists of six parts. Part I provides for an overview of the MiniCAM model
(the Mini-Climate Assessment Model), its model components, how the model solves for market
prices of fossil fuels, biomass and carbon or carbon equivalents, its regional divisions and its
niche in the energy and economics modeling context.

Part I1 describes the detailed processes of the energy and economics module, an updated
Edmonds-Reilly-Barnes module (ERB) that calculates energy supply and demand and resulting
emissions. Part III describes the processes simulated in agriculture and land-use using the
Agriculture and Land Use model (AgLU). In the AgLU module the amount of land used for
crops, animal grazing, forest products, and energy crops and the emissions associated with the
production of food and fiber and with land-use changes is determined.

Part IV describes MAGICC (the Model for the Assessment of Greenhouse-gas induced climate
change). This description contains less detail than the ERB and AgLLU modules given that
MAGICC was not developed at JGCRI and that its component parts are documented in numerous
journal articles. Similarly, SCENGEN (the Regional Climate Change Scenario Generator) is
described only in general terms in Part V for the same reasons. MAGICC calculates global
aspects of climate change such as of atmospheric concentrations of greenhouse gases, radiative
forcing, temperature, and sea-level rise, while SCENGEN simulates the regional pattern of
climate change.

Part VI provides for data tables that support and illustrate the model processes described in Parts
II and III. Part VII shows some results of model runs. Part VIII attempts to put both model results
and modeling approach in perspective.

Part VI shows some results of model runs to illustrate the model processes described.
The Appendices provide for data tables and a table of the equations

Much of the MiniCAM, including updates to the ERB, and the AgL.U module, and all non-CO2
emissions code is based on original work by the modeling team at the Joint Global Change
Research Institute (JGCRI), a collaboration between Pacific Northwest National Laboratory and
the University of Maryland, operated by Battelle. The MiniCAM is maintained and further
developed at JGCRI. Verification of the MiniCAM’s modules ERB and AgLU has been
achieved through this documentation process.
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PART |
1. An Overview of the MiniCAM Model

1.1 Model components

The MiniCAM, short for the Mini-Climate Assessment Model, is a highly aggregated integrated
assessment model that focuses on the world’s energy and agriculture systems, atmospheric
concentrations of greenhouse gases (CO, and non-CQO,) and sulfur dioxide, and consequences
regarding climate change and sea-level rise. It has been updated many times since the early
Eighties to include additional technology options. The MiniCAM is capable of incorporating a
shadow price for carbon and carbon constraints in conjunction with numerous technology options
including carbon capture and sequestration. The model has been exercised extensively to explore
how the technology gap can be filled between a business-as-usual emissions future and an
atmospheric stabilization scenario.

The MiniCAM model is designed to assess various climate change policies and technology
strategies for the globe over long time scales. It is configured as a partial equilibrium model that
balances supply and demand for commodities such as oil, gas, coal, biomass and agricultural
products. The MiniCAM does not contain explicit markets for labor and capital, and there are no
constraints such as balance of payments. It is therefore considered a partial equilibrium model of
the economy. The model runs in 15-year time steps from 1990 to 2095 and includes (presently)
14 geographic regions (see Appendix 3) and is composed of four modules (see Figure 1) that can
be run separately or linked.

Human activities Land Use
ERB AgLU
Atmospheric Regional
Composition, Climate
Climate & — Patterns
Sea Level Rise SCENGEN
MAGICC

Figure 1 MiniCAM’s modules
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The MiniCAM model (Figure 1) includes modules simulating:

e energy supply and demand using an updated Edmonds-Reilly-Barnes module (ERB)
(Edmonds and Reilly 1985; Edmonds, Reilly, Gardner and Brenkert 1986; Edmonds, Wise,
Pitcher, Wigley and MacCracken 1997);

e agriculture and land-use using the Agriculture and Land Use model (AgLU) (Edmonds et al.
1996; Sands and Leimbach 2001; Gillingham et al. 2002; Sands and Edmonds 2002);

e atmospheric composition and global-mean climate changes using the Model for the
Assessment of Greenhouse-gas Induced Climate Change (MAGICC) (Hulme and Raper
1993; Wigley 1994a,b; Wigley and Raper 1987, 1992, 1993, 2001); and

e regional patterns of climate change using the Regional Climate Change Scenario Generator
(SCENGEN) (Hulme, Jiang, and Wigley 1995).

The precursor of one of the modules of the MiniCAM model, the Edmonds-Reilly-Barns (ERB)
module, was documented by Edmonds and Reilly (1985). ERB was based on a long history of
energy-economic research at the Institute for Energy Analysis (IEA). ERB was developed such
that “at every decision juncture the simplest possible representation of policy interactions of
energy, economics, and demographics have been sought” (Edmonds and Reilly 1985:242). Since
then the model has been modified but the essential premise and fundamental structure has been
retained. The ERB module includes energy-producing activities, and industrial and waste
management processes and their associated emissions. The demand for energy services, as well as
the efficiency of fuel conversion to energy are the major factors determining total emissions.
Demographics characteristics can be included as a set of exogenous parameters or modeled by an
age-cohort method.

In this documentation, we will describe the MiniCAM model and refer, when comparisons are
relevant, to the Second Generation Model (SGM), which is a process-level version of the ERB
formulated as a general-equilibrium energy-economy model'. The MiniCAM is concerned with
the supply and demand of energy, of agricultural production and land use, interactions between
emissions of various greenhouse gases and other substances (e.g., sulfur dioxide, reactive gases),
and links with climate change and sea-level rise. In contrast, the SGM tracks many more aspects
of the economy but does not extend its calculations to atmospheric greenhouse gas
concentrations, climate change and sea-level rise. The MiniCAM results represent long-term
scenario projections based on various views on how economics and energy use may develop in
the future. The SGM results can be evaluated for short(er) term mitigation and cost alternatives.

The Agriculture and Land-Use module (AgLU) of the MiniCAM simulates land use based upon
available land and competing demands for that land. AgL U simulates the supply and demand for
food and fiber products using a market mechanism to balance supply and demand, which includes
international trade. This becomes the basis for determining (1) the amount of land used for crops,
animal grazing, forest products, and energy crops and (2) the emissions associated with the
production of food and fiber and with land-use changes. The production of biomass energy crops
is, however, assumed to be carbon-neutral; biomass production sequesters and releases the same
carbon when used for energy.

! Brenkert et al. 2003. SGM model documentation.
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MAGICC (Model for the Assessment of Greenhouse-gas Induced Climate Change;
http://sedac.ciesin.org/mva/magicc/MAGICC.html) is a reduced form climate model that
simulates the causal chain from emissions to atmospheric concentrations, to radiative forcing, to
global-mean climate change. The ERB and AgL.LU MiniCAM modules supply projections of
emissions for greenhouse gases, sulfur dioxide, and reactive gases which MAGICC uses to
produce atmospheric concentrations and global-mean temperature and sea-level rise projections
by using a combined set of gas-cycle, climate, and ice-melt models.

Climate impact analysis generally requires regional climate changes, not global-mean values.
Regional temperature and precipitation changes can be provided using SCENGEN (SCENario
GENerator). SCENGEN produces regional patterns of future climate change by scaling General

Circulation Model (GCM) simulation outputs to match the output of MAGICC.

Table 1 MiniCAM Modules

Description

Model
Institutional
IAffiliation

Inputs and Outputs

References

The Edmonds-Reilly-
Barnes (ERB) model is a
market equilibrium model
of the energy and
economic systems.

RB
IPNNL

Inputs: labor productivity growth;
population, fossil and non-fossil fuel
resources, energy technologies (69) and
productivity growth rates;

Outputs: Energy supplies and demands by
fuel (4 primary + renewables, 6 final) and
region (14), emissions (CO,, CHy, N,O, SO,,
others), and economic activity.

Temporal Resolution: 15-year time step.

Edmonds and Reilly (1985);
Edmonds, Reilly, Gardner and
Brenkert (1986); Edmonds,
Wise, Pitcher, Wigley and
MacCracken (1997)

The Agriculture-Land-use

Inputs: Income, population, regional climate,

Edmonds, Wise, Sands, Brown,

Model (AgLU) is a market | initial land-use allocation, productivity and Kheshgi (1996); Sands and
equilibrium model of the growth rates, and biomass energy price. Leimbach (2001); Sands and
land use. Outputs: Agriculture and forestry production; | Edmonds 2002

- i greenhouse emissions; land-use and land-use

=] % emissions, and agricultural prices

2:0 £ Temporal Resolution: 15-year time step.
MAGICC is an integrated | Inputs: Emissions of greenhouse gases; Hulme and Raper (1993);
model of the carbon cycle, | historic atmospheric composition, climate Wigley (1994a,b); Wigley and
atmospheric chemistry, feedback parameters, ocean inertia; Raper (1987, 1992, 1993,

O radiative forcing, sea- Outputs: Concentration of greenhouse gases; | 2001)

< ~ level, and global mean radiative forcing; global mean temperature;

3 < climate change. sea-level

O . .

S Z. Temporal Resolution: 1-year time step.
SCENGEN models the Inputs: Global mean temperature; sulfur- Hulme, Jiang, and Wigley

z regional pattern of climate | dioxide emissions; (1995)

m change. Outputs: Geographic patterns of temperature

% ~ and precipitation change.

8 § Temporal Resolution: NA (steady-state)

%)

Table 1 provides summaries of the modules. Part II of this documentation describes MiniCAM’s
ERB module; Part I1I decribes the AgLU module. Both these modules were developed by
researchers at Pacific Northwest National Laboratory (PNNL). In Parts IV and V we will describe
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MAGICC and SCENGEN, respectively, but in much less detail. Part VI shows reference case
results. The Appendix 6 deals with input data and Appendix 7 provides a list of the equations
described.

1.2 A partial equilibrium model as economic paradigm

MiniCAM’s ERB and AgLLU modules form a partial equilibrium model that balances supply and
demand of energy commodities and agricultural products. The ERB module handles the energy
balancing; the Agl.U module simulates the supply and demand of food and fiber products using
the same market mechanism, which includes international trade.

The objectives of the ERB and AgL.U modules are to determine greenhouse gas emissions based
on supply of and demand for energy services, food and fiber products, and the efficiency of
converting fossil fuels into energy. The efficiency of fuels conversion to energy is based upon the
fuels themselves and the technologies used to combust them. An important additional objective is
the evaluation and quantification of how much the level of emissions can be affected by policies
aimed at reducing emissions.

The version of the ERB used in the MiniCAM has three major components not present in the
original version:

o links to agricultural and land-use activities through the AglLU, which includes biomass
production,

e quantification of emissions of sulfur dioxide and additional greenhouse gases, e.g.,
methane and nitrous oxide, and

e additional technologies such as carbon capture and sequestration, hydrogen-fuel
production and consumption (e.g., fuel cells), and energy production from biomass.

Numerous other enhancements to the original ERB have been implemented such as calibration,
and a multi-gas emissions market for the evaluation of generalized emission reduction policies.
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Agricultural demand & supplies

Figure 2 The flow of services in MiniCAM

At the onset of the model development it was recognized that ““at the very least, an assessment
tool must provide a global energy balance to enable consistent CO, release scenarios to be
generated” (Edmonds and Reilly1985:244). This requirement has been expanded to account for
other radiatively important gases. Secondly, it was deemed important to differentiate between
primary or raw fuels, and secondary forms of energy (see Figure 2 and the more detailed Figure
4) — secondary fuels being usable energy — and to be able to distinguish between fuels that are
combusted and fuels for non-combustion uses (e.g., petrochemical feedstock, asphalt). Primary
energy is comprised of the raw fuels, graded based on extraction costs, traded and ultimately
balanced, based on prices. These raw fuels are:

e Conventional oil

e Unconventional oil

e Coal

e Biomass & waste

e Natural gas

e Uranium.

The six secondary fuel and energy carriers are:
e Liquids (which include refined liquids, and synthetic liquids from coal, natural gas or
biomass)
Coal
Biomass (from commercial biomass and/or waste)
Gases (which include natural gas and synthetic gas from coal or biomass)
Electricity (from oil, coal, biomass, natural gas, hydrogen, nuclear power, fusion hydro
power or renewables like solar PV, wind, and space satellite solar)
Hydrogen (from oil, coal, biomass, gas or electrolysis).
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The secondary fuels are consumed to produce energy services. Conceptually, energy services are
provided to the demand or end-use sectors. Energy services include heating, cooling,
transportation, etc. The energy used to supply these services is sometimes called tertiary energy.

The demand, or end-use, sectors in the MiniCAM are:
e Transportation
e Buildings (residential/commercial)
e Industry

Balancing the energy, carbon, and agricultural products at each time step ensures global
equilibrium in each of the global primary energy fuel markets, the greenhouse gas (GHG) market,
and each of the agricultural product markets. This balancing is achieved by pooling the regional
demands for and supplies of each of the fuels (conventional and unconventional fossil oil, natural
gas, coal, and waste and commercial biomass), total carbon or greenhouse gas emissions
(accounting for any carbon sequestration), and each of the agricultural products, which are
current and forward market wood products, food grains, oil crops, miscellaneous crops, and
pasture products. The pooling results in12 markets to be cleared, as shown in Table 2. Note that
the global markets can be re-configured by the user into regional blocks as needed — the markets
shown in Table 2 are most commonly used in the global context.

Table 2 MiniCAM’s twelve markets

Fuel markets IAgricultural product markets
1=0il 6 = Wood
2 = Gas 7 = Forward Wood
3 = Coal 8 = Food Grains which includes wheat and rice,
4 = Biomass 9 = Coarse Grains which includes all other cereals
GHG market 10 = Oil Crops
5 = Carbon Dioxide or Carbon- g which includes fruits, vegetables, starchy
Equivalents 11 =Miscellancous Crops roots and pulses
12 = Pasture Products which includes beef and mutton

Supply and demand is made to balance in each time period by adjusting the prices of the traded
(pooled) commodities. As the price of a commodity increases, supply increases and demand
decreases. Similarly, as the price of a commodity decreases, supply decreases and demand
increases. The different regions produce the demanded fuels and agricultural products when their
production costs are competitive. Trade is therefore implicitly simulated. Animal product supply
is balanced with demand at the regional level. Trade in animal products between regions is fixed
at 1990 levels given the relatively small amount of trade between regions. Uranium is implicitly
traded by pooling regional supplies. Price response to demand can be determined from supply
curves but no explicit market is established. Electricity and hydrogen are not traded, since they
are not primary energy fuels. Moreover, sufficient electricity and hydrogen is assumed to be
generated, regionally, to meet demand. The MiniCAM does not contain an explicit backstop
technology, which is often included in modeling as a generic unlimited electricity source
available at a fixed price. While nuclear and some other non-fossil-fuel technologies can, in
principle, provide unlimited amounts of electricity, the cost of these sources are not necessarily
constant in the MiniCAM.
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Figure 3 illustrates the conceptual framework of the ERB module in a different way from Figure
2. Regional populations determine regional economic activity and energy demands.
Technological change impacts energy demand, while regional taxes and tariffs (and climate
policies which influence the price of greenhouse gas emissions) determine regional energy prices,
which affect, in turn, regional energy demands. Regional energy resources and prices determine
regional energy supplies, which impact global supply and demand, which in turn affect world
prices that feed back to the regional energy prices, which then impact regional supply and
demands. Through an iterative process, global supply and demand of the primary fuels are
balanced. Emissions are calculated simultaneously with the balancing process, so as to efficiently
solve for any carbon constraint.

:IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII-
L
[ ]
. :
Regional | | Regional —>» Regional | g .
Populations Labor Forces GDP T | Regional :
a | Energy .
= | Demands u
Regional Technological |m_,| :
Labor Change - -
Productivities H -
H o
Regional . Global .
" | Regional World Supplies 1__'
S = > Emissions
Tax'es and = | Prices Prices and :
Tariffs = u
= l Demands "
L] L]
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L} [ ]
Regional 2 | Regional 5
Resources —=— Energy .
Constraints Supplies "
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Figure 3 An energy-economics-emissions model (based on Edmonds and Reilly, 1985 p17 &
p247)

When equilibrium occurs, the markets are said to “clear.” The mechanism for clearing the
markets is through the solution algorithm, which adjusts market prices (e.g., primary fuel prices)
until excess demand — the difference between demand and supply — is less than a specified
solution criteria, typically a small number (less than one but greater than zero). The solution
algorithm needs only to access information on the price, supply, and demand to operate. The
solution algorithm adjusts prices until supplies and demands are balanced to within the solution
criteria. Prices adjusted by the solution algorithm affect technology costs, demand for inputs and
sector outputs.

It has been our experience that the use of multiple solution algorithms ensures that a solution (all
the markets are cleared) is found quickly and that the solution is robust. Routines that are
commonly used for economic modeling are the bisection and Newton-Raphson routines. These
routines are used in the MiniCAM (and the SGM). The bisection and Newton-Raphson routines
are called independently. (See Appendix 3 for a further description of the routines.)
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1.3 Static versus dynamic modeling

Dynamic modeling means that a solution in one time step has impacts on the next time step. The
ERB and AgLU are dynamic in some aspects but not in others. The ways in which the ERB and
AglU are static rather than dynamic are as follows:

e The solution in each time period is largely separate from those of the prior periods
because ERB (unlike the SGM) does not take into account capital stock lifetimes. The
assumption is that over one to two of the 15-year periods considered by the model,
relatively large changes in the energy system are possible.

e Inthe AgLU module the primary drivers of land use are population and GDP-levels over
time. Both parameter sets are identical for the ERB and AgLU modules and are
exogenous.

e Technical change and changes in labor productivity are dependent on values in the
previous time-period, but these are all specified exogenously.

The limited effects of a solution in a previous time period on a subsequent time period in the
MiniCAM are:

¢ Physical stocks of depletable resources, such as fossil fuels, are modeled explicitly.
Therefore, production rates and resulting prices of depletable fuels are dependent on
production occurring in the previous time-periods. When easily accessible (or
processable) fossil resources are extracted, remaining resources will be more difficult to
exploit and require higher extraction costs. The same applies to uranium, if a limited
supply is assumed.

e In cases where the GDP is not exogenous but allowed to vary (i.e., not calibrated to
exogenously set data) changes in GDP through the energy-price feedback will carry
through to subsequent periods.

1.4 Regions

MiniCAM’s global coverage is comprised of fourteen regions. The regions are determined by
economic criteria and do not necessarily follow political divisions. Seven of the regions represent
countries listed in Annex I of the Framework Convention on Climate Change (FCCC). Models of
these regions are especially useful for simulating international trade in carbon emissions rights.

Table 3 Regions in MiniCAM?

IAnnex | Non-Annex |

[United States China/Asia Reforming
Canada [ndia

'Western Europe (OECD90) South Korea

Japan Middle East

? See Appendix 2 for the list of countries in the regions.
Annex I regions are the same in the MiniCAM and SGM; Non-Annex I regions differ
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|Australia & New Zealand Latin America

Former Soviet Union |Africa
[Eastern Europe (rest of) S&E Asia
1.5 Markets

The energy markets are the core of the MiniCAM model. Markets are defined for oil
(conventional and unconventional are traded together), gas, coal, biomass, carbon, and
agricultural products (see Table 2). Through a market definition procedure the MiniCAM regions
can be fully integrated and trade is implicit for all commodities brought to market. Alternatively,
through the market definition procedure some regions may trade while others remain independent
representing a partial market clearing. A third alternative is that regions are completely
independent.

Note that the MiniCAM is a partial equilibrium model: the MiniCAM has no explicit markets for
labor and capital and there are no constraints such as balance of payments. The MiniCAM does
balance supply and demand of energy commodities and agricultural products, while the GHG
market is used through the implementation of a carbon fee to either limit carbon dioxide or all
greenhouse gas emissions. Carbon revenue is not recycled.

The GHG market operates using the same mechanism as each of the energy and agricultural
markets. Implementation of a carbon market can be achieved by (1) imposing an emission limit or
target or 2) imposing a global or regional carbon price. In either case the impacts on energy
production, consumption and sector-specific emission levels can be analyzed.

In its simplest form, a carbon dioxide constraint is specified as a global carbon emissions target
for each time period. The global carbon price is adjusted until global carbon dioxide emissions
are below the specified target value. Alternatively, emissions constraints can be in the form of
total greenhouse gas emissions, which are the sum of the carbon-equivalent emissions for all
greenhouse gases. Note that carbon fees are not applied to biomass production or consumption.

If a carbon price is specified, fees can be added to all fossil fuels within the specified market
region at a value proportional to their carbon content. If the user has specified that non-CO,
greenhouse gases are part of the market, then a carbon fee is translated to a carbon-equivalent
value appropriate for that gas using a user-specified Global Warming Potential (GWP) weighting
factor (see Table 5). For non-CO, greenhouse gases a marginal abatement curve approach is used
to determine the amount of emissions reductions obtained for a given carbon price (see section
2.3). Under a configuration with one global carbon market, there is implicit global trading of
carbon permits. Alternatively, regional carbon markets remain independent and there is no trading
of carbon permits.

1.6. MiniCAM'’s focus and niche

Implementing the MiniCAM provides for the ability to understand the impact of technologies and
policies related to GHG emissions in a national and global context. Secondly, it provides for the
ability to quickly evaluate technologies including carbon sequestration. Thirdly, it provides for an

20



evaluation of land use given that biomass land competes with food and fiber uses in the
agriculture/land-use model. And finally, MAGICC allows for the calculation of GHG
concentrations, radiative forcing, and climate change in the form of changes in temperature and
sea level rise which can be regionalized through the use of SCENGEN.

PNNL’s modeling team has been an active participant in the Intergovernmental Panel of Climate
Change (IPCC) SRES scenario development (Nakicenovic et al. (2000). Part VI of this

documentation provides an overview of some of the results.

Outputs of the MiniCAM have allowed for evaluations of sustainability (Pitcher 1993) and
country-based vulnerabilities (Moss, Brenkert, and Malone, 2001).
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PART I

2. The ERB module

MiniCAM’s ERB and AgL.U modules are run as mutually dependent modules. AgLU can be run
separately. We describe the ERB module in PART II and the AgLU module in PART III.
Commercial biomass, along with the shared driving forces of GDP and population, provide the
link between the energy structure of ERB and land use in AgLU. The AgLU module adds
markets for composite crops, animal products, and forest products to the ERB world markets for
oil, gas, coal, and biomass (see Table 2 for a list of the final 12 markets).

The fundamental problem the ERB model must address is finding global energy supply consistent
with demand for each market. If supply and demand of the primary fuels is equal, the market
clears. If not, then, within each time period, prices are re-iterated until supply and demands for
each fuel are equal. A given model scenario requires, for each region, primary fuel resource
supply curves, the prices of fuels and other inputs such as land, transformation costs, technology
options, technological change parameters, population levels, and labor productivity rates.

The three major exogenous inputs determining energy demands over time are
e Regional population changes
e Regional economic activity changes, which are determined primarily by the rate of labor
productivity increase and
e Regional
0 technological change in energy transformation®, and
0 autonomous end-use energy intensity improvements®, which are improvements in
the amount of energy needed to provide a given level of service.
Changes in regional energy prices, based on global prices, also impact energy demands over time.

Three end-use sectors for energy services are simulated (see Figures 2 and 4), which are
e Transportation
e Buildings (residential/commercial)
e Industry.

Changes over time in the population affect economic activity and energy demands. The
population and labor force parameters can be specified in a number of ways, as described in the
demographics section below (Section 2.1). The simulated interactions of energy supply, energy
prices, energy demand and technological change is described in sections thereafter.

2.1 Demographics

? Autonomous, given that technological changes are input parameters which are independent of price.
* Autonomous energy intensity improvement (AEII): the AEII specifies how the amount of energy required
to produce a given level of output would decline over time as a result of technical change, independent of
energy prices (Edmonds, Roop and Scott 2000)
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The MiniCAM can use a number of methods for specifying demographic variables. There are two
primary demographic inputs that are needed in MiniCAM: total population (ZLM, where L stands
for region and M for time-period) and the fraction of the population in the labor force (RLFP:
unitless; a regional time-dependent input). Total population levels are used to drive energy and
agricultural demands. The size of the labor force, together with labor productivity (PROLM:
unitless rate; a regional time-dependent input parameter), determines the level of economic output
(for data examples see Appendix 6).

The simplest demographic method is to obtain the regional total populations (population data may
be read in, using the projections from either the World Bank or United Nations) and regional
labor force fractions (representing the number of people between the ages of 15 and 65) for each
region at each point in time. Note that the labor force fraction tends to be relatively stable over
time, given that a decrease in mortality rates and increases in female participation in the formal
work force tends to be offset by increased time spent in school.

As an alternative, the MiniCAM contains an internal demographics module that uses an age-
cohort method of calculating population by age and gender for each region. The required input
variables are fertility, migration, and mortality rates. The demographics module keeps track of
population within each region by gender and five-year age cohort. Base year populations may
evolve by applying assumptions with regard to survival rates, fertility rates, and migration rates
(Appendix 4 provides the equations).

2.2 Economics and Energy

The MiniCAM model has three general equation structures that recur. These are the Leontief or
constant input-output coefficient equation for the description of energy transformation
technologies, the logit structure determining fuel sharing and the constant elasticity equation
determining demand. Figure 4 illustrates fully the energy transformation processes. Details of the
transformation processes are described in the sections below.

MiniCAM can be described as follows: each region has a unique set of primary energy prices,
which are derived from world prices (market prices, determined when solving the model for
supply and demand in the energy and other markets) and region-specific taxes, tariffs and
subsidies. Primary energy is transformed at a certain efficiency and cost to secondary energy and
is then converted, again at a certain efficiency and cost, such that end-use sector-specific energy
services can be met in the form of tertiary fuels or energy carriers, that is, of end-use sector-
specific fuel modes. The demand for secondary energy depends not only on the overall demand
for energy and the relative cost of that particular energy modality, but also on the non-energy
costs of transforming that modality into a useful energy service (see also Edmonds and
Reilly1985:244). Supply prices are, however, not only determined by demand, but also by the fact
that easily obtained abundant resources tend to be cheaper than more limited, higher grade
resources. Raw fuel supplies are cost based resources; carbon prices can be levied on production,
and/or consumption. Implicit trade of raw fuels takes place when regional supplies do not meet
demand.
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Exogenous: population, economic activity (GNP), technological change, region-
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Figure 4 Energy flow processes in the ERB and AgL.U modules of MiniCAM (Adapted from
Edmonds and Reilly 1985:245)
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The basic energy transformation process costs are captured by the Leontief equation

Price=Peg+h ($/energy unit) Eq. 1
where

Price is the cost of energy (or an energy service) which is determined by

P the costs of energy input,

g a conversion coefficient representing the relationship between the input of one unit of
energy to one unit of transformed fuel, and

h, which represents the levelized non-energy costs associated with one unit of transformed
fuel.

Some of the secondary fuels (electricity, hydrogen, synfuels) can be provided in a number of
different ways (see Figure 4). Electricity as a secondary fuel, can, for example, be generated by
coal-fired power plants and by nuclear energy. Analogously, different fuel modes can provide an
energy service, e.g., residential energy services such as heating can be generated by electricity,
gas, and/or fuel oil.

The different primary fuels or fuel modes will compete for generating a secondary fuel or energy
service. The price of each of the fuels is assumed to fall within a fuel-price range which is based
on the cost of fuel and various other costs such as transportation costs, taxes, non-fuel costs, and
structural factors. This variance of each fuel price is captured in an energy price exponent
(Edmonds and Reilly 1985:259). The share each competing fuel will capture will depend on both
its price and its variance and how those compare with competing fuels. Figure 5 illustrates the
basic premise that in the case of providing a transformed energy, the cost distributions show
alternative costs of providing this energy (Edmonds and Reilly 1985:250, 259). Shares of the
fuels providing the transformed energy are calculated by means of the McFadden’s (1981) logit
share equation. In that formulation the shares of the competing fuels add to one, are dependent on
an assumed base share value for each of the competing fuels and are dependent on the elasticities
of their prices. Thus, the share S; of a fuel j allocated to a demand or market where the fuels
compete is given by

Share, = bj.Pfueljrp (unitless) Eq. 2
L= - unitless) Eq.
J Z(bfpfuelj )
j

where

Pyyeij 1s the cost of fuel j (or the cost of providing an energy service),

1, is the price exponent, that is the parameter that determines the variance of the price
distribution; r,, is the parameter that determines the rate that the use of this fuel will change in
response to a change in the cost of this fuel (mode); this exponent has also been called the
elasticity,

b; is the base share or weight of fuel j, sometimes called scale parameter, and
the denominator is the sum over all possible shares.
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Figure 5 Schematic cost distributions for three different energy options (Adapted from
Edmonds and Reilly 1985:251). Options 1 and 2 will compete for market share. The price
distribution for option three does not overlap and will not have a significant share for the market
shown. For a further theoretical discussion of the logit sharing mechanism see Clarke and
Edmonds (1993).

Synfuel generation is based on the share equation as is the competition between scrub and non-
scrub technologies in the production of electricity and hydrogen (see Figure 4 for various other
share equation implementations).

The aggregate demand for energy services is determined for each region by a constant elasticity
equation where the aggregate demand is a function of population, income, the aggregate price of
the energy services and the income and price elasticities. The aggregate price for energy services
is based on the average price of energy services in that demand sector. This prices is derived,
ultimately, from the market prices of primary energy, adjusted step-wise from market prices of
primary fuels, to regional prices for secondary fuels, and, finally, to prices or costs of energy
services. An energy price elasticity measures the relationship between energy service price and
energy demand for the given sector. An economic activity elasticity represents the elasticity of
economic activity either based on GDP or income. Thus, the demand for fuel j in sector & is given
by

Demand = b e P™ e X™ (energy/year) Eq.3

where

P is the energy service price,
X may be income or a GDP index,
b is a base scale parameter or weight,
Ik 1s the energy price elasticity of demand which equals

d In Demand/d In P representing the percentage change in demand resulting from a one
percent change in price and
Ix 18 the income elasticity of demand which equals

d In Demand/d In X representing the percentage change in demand resulting from a one
percent change in X.
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In the MiniCAM a variety of climate policy options have been explored and they will be
discussed next (Section 2.2.1). Then we will discuss how energy supplies are simulated (Section
2.2.2). This will be followed by a detailed description of energy prices (Section 2.2.3) and energy
demands (Section 2.2.5) and how they interrelate (Section 2.2.6).

2.2.1 Carbon Prices

As was described before, the GHG market operates using the same mechanism as each of the
energy and agricultural markets. Implementation of a carbon market can be achieved by (1)
imposing an emission limit or target or (2) imposing a global or regional carbon price. In either
case the impacts on energy production, consumption and sector-specific emission levels. GHG
fees can be added to

1) the raw fuel extraction processes (as Pfis;;»); these fees are regional time-dependent
severance costs that can be imposed when prices of resource supplies of regional primary
fuels are determined (see Equation 5),

2) the production of regional primary fuels (as Pfi;;,,) (see Equation 24),

3) the consumption of fossil fuels (as Pfit,;; )% by raising the prices of the to be consumed
refined oil, processed gas and coal” when meeting the liquids and gas energy service
demands (see Equations 31, 32, 33, and 35), the fractions (or shares) of the total demand
of each of the secondary (processed/refined) fuels will change resulting in a change in
emissions,

4) the consumption of fossil fuels (as Pfit,; ;) by electricity and hydrogen production (see
Equations 37, 38, 44 and 45), and/or

5) the transformation of secondary to sector-specific tertiary energy (fuel modes) (as
Pfjk; r..m), that is on the consumption of liquids, gas, and coal; not on biomass (see
Equations 36 and 56).

The implementation of fees may vary; e.g., (case 1) both the Pfis,;;,, and the Pfjk;;,, fees are
applied, while the Pfis;;;, fees are set to zero; (case 2) the Pfity;jm, Pfjkiiim, and Pfis;;, fees are
all applied but halved; or (case 3) only the Pfis;,;,, fees are levied. Numerous variations can be

> To aid the reading of the parameter names in this document (see also Appendix 1) one has to keep in mind
that

‘is’ stands for raw fuel,

‘ig’ stands for grades of primary fuel,

‘1’ stands for primary fuel, except in the synfuel calculations where i refers to synliquid and syngas
produced

‘ui’ stands for electric utilities,

‘hi’ indicates hydrogen fuel production

‘j” indicates secondary fuel, except in the synfuel calculations where j refers to the feedstocks

‘k’ indicates end-use sector,

‘I’ indicates region,

‘m’ indicates time period,

‘es’ indicates energy supply,

‘ed’ indicates energy demand.

® Although the MiniCAM has this Pfis,;;,, carbon fee option, in practice, carbon fees are imposed during the
tranformation of secondary fuels to fuel modes for energy services, Pfik; j;m
7in the determination of the SynShares
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envisioned with some regions not applying fees to some fuels, some regions applying fees only
when emissions exceed a certain amount, etc.

(1) The severance fee of regional extraction processes (Pfis;;;») may be applied when extraction
costs are determined. This fee is an exogenous or endogenous regional time-period specific
(input) parameter for conventional and unconventional oil, conventional gas, and coal and set to
zero for biomass and uranium (units: $/EJ). The parameter has an exogenously set or
endogenously determined value depending on the type of constraints assumed in a simulation.

(2) The regional price increases (Pfi;; ) on oil, gas, coal, and biomass production costs are
regional and time-period specific (through 2050) input parameters. These multipliers can also be
interpreted as trade barriers or as scale factors to regionalize the global fuel prices; the
coefficients range from 1.8 to 0.75; for biomass they equal one.

(3 & 4) The energy consumption (Pfit,;; ) fees can be fixed (exogenously set and changing over
time) or may function as constraints such that, for example, exogenously set greenhouse gas
emissions standards can be met.

» Ifthe Pfu,,, fees are not directly related to carbon emissions, the fees on the
consumption of energy sources generating electricity (which includes nuclear, hydro,
solar and other renewables), hydrogen fuels and synfuels may be exogenously determined
input.

» If the Pfu,;,, fees are intended to impact carbon emission levels then the fossil fuel-
specific fees are based on the fuel-specific carbon content. The fuel-specific carbon
content (CO;: tons C/Joule energy combusted) is recalculated by means of a conversion
factor (CVRT90®) and the resulting parameter is called Pf0,;,,.. This parameter (Pf0,; ;)
has units of tons C/J*dollar conversion ratio (CO;divided by CVRT) such that when it is
multiplied with the 1990$ carbon price-costs (PRC;,, in $/million tons C) the resulting
Pfu,; 1. price increases are in units of $/GJ. Thus, Pf0,;;,. is a conversion factor that
accounts for the carbon content of the fuel and incorporates a conversion of 1975 to
19908.

(5) The carbon fees, Pfjk; ;. are added to the costs of the transformation of secondary fuels
to fuel modes (see Equation 56 where this fee is implemented for coal and Equation 36 where it
is implemented for liquids and gas when synfuel liquids and syngas are shared with oil and gas,
respectively); they are global; they are the same for each of the three end-use sectors and they are
the same for refined oil, processed gas and coal and can be obtained from exogenously set input
or can be set identical to the Pfi,;;,, values.

Note that a global or regional carbon price (PRC;,,) can be exogenously set; emissions are then

dependent on this price; or, when emission limits are set exogenously the carbon price is
determined in the GHG market.

2.2.2 Energy supply

¥ The GDP deflator from 1975$ to 1990$ is hardwired in the code and its use is for accounting purposes
only: CVRT90=2.212
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Energy supplies in the MiniCAM fall in a number of categories. Oil, gas, coal and uranium
supplies of raw resources are determined by cumulative supply curves. These supply curves
reflect that easily obtained resources tend to be cheaper than more difficult to extract resources.

Uranium production is based on a long-term production schedule which depends on the previous
period’s annual production rate.

Biomass comes, first of all, from waste, which for most regions supplies all of the present
biomass demands. Secondly, biomass may be obtained from dedicated biomass farms which
produce biomass on an economic basis under competition with food crops and other land uses.

Hydroelectric power is a resource constrained renewable technology. Geothermal power is not
modeled separately, but is (assumed) included in the hydropower category.

Generation of electricity by solar PV (photovoltaic) and wind turbines are considered
unrestrained renewable resources (apart from capacity limits, see below).

Space solar power (SSP) is implemented as a source of electricity with no capacity constraints.

Solar-wind storage is implemented as a means of storing and then delivering solar PV or wind
energy. With this technology, solar PV and wind energy is generated and then stored for delivery
into the electric grid as needed.

Details of the different aspects of the different supplies of energy are described below.

Supply (resources) of crude oil, natural gas, and coal and uranium

Supplies of crude oil, gas, coal, and uranium are governed by cumulative supply curves. Energy
resources with similar extraction costs are grouped into grades where each grade has a range of
extraction costs. A representative cumulative supply curve is shown in Figure 6 with extraction
costs (Cigjs) on the vertical axis and cumulative supply (Rigis1) on the horizontal axis. Note that
the model does not use a static resource curve as shown, however, since technological change is
included (see below).

14.00
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per EJ
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Figure 6 Cumulative Energy Supply Curve
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Note also that resource grade definitions are somewhat arbitrary and grades may be defined in
any way convenient to the modeler. Grades may represent different types of oil, say proven
reserves compared to speculative resources, or may simply be breakpoints needed to define a
cumulative supply curve. In the MiniCAM unconventional oil is a separate category because of
its greater carbon content. Unconventional natural gas resources are treated as more expensive
grades of natural gas. Nuclear fission is resource limited if light-water reactors are the dominant
technology. Use of breeder reactors results in an essentially unlimited source of energy at a higher
cost.

Figure 6 illustrates that easily obtained resources tend to be cheaper than more limited, higher-
grade resources. Regional resource prices determine how much energy needs to be supplied by
other regions; moreover, the regional resources determine the final balance of global supply and
demand. Regional resource costs’ are simulated by the following sets of parameters and
processes:

Extraction costs (C, ;s CIGIS : $/GJ) determine the minimum cost of a global primary fuel by
grade; they are global grade- and fuel-specific sets of input parameters relating energy resources
(Rigis; in Joules) and prices ($/EJ).

Each regional supply (R, i, RIGISL: EJ) of conventional oil, unconventional oil, natural gas,
coal, and uranium is determined by combinations of (6) grade levels and amounts of energy
(Joules) assumed available at that grade level-specific extraction costs.

The by-grade determined extraction costs relate to the regional primary fuel supply curves
through regional environmental costs and taxes, and global time-dependent technological change
in production costs:

Environmental costs (V.- VISLM: $/GJ) are exogenous regional time- and primary fuel-
specific input parameter. The environmental costs are added to the production (extraction) cost
for each fuel. Like other parameters in the MiniCAM, environmental costs can be considered a
parameter that is scenario-dependent. Dependent on the analysis to be made impacts of
environmental costs can be evaluated. For the reference case the environmental costs are low for
gas extraction and highest for coal extraction. Note, that if environmental costs are kept constant
the effective cost may, in effect, decrease significantly in the future.

A global primary fuel-specific rate of technological change (Tech,, unitless) is calculated from
the exogenous unitless time-dependent technological change parameter ST, (STISM). The rate of
technological change determines the rate at which the sum of the extraction and environmental
costs decline with time. This is a key variable that affects the future price of fossil fuels. The
cumulative supply curve shifts downward over time as technical change causes extraction costs to
decline. Technical change is calculated as follows:

Tech, =Tech,_, o(1+ST, )" (unitless)  Eq. 4

where
Tech,, is the global primary fuel-specific rate of technological change, set to one in the base
year,

? Prices and costs of energy are calculated in $/GJ, while physical energy quatities are calculated in EJ.

30



STism is the technology change parameter used in calculating the rate of technological change
over time (unitless: exogenous global time- and fuel-specific for conventional and unconventional
oil, coal, gas, and uranium), and

Nstep is the time span from one time period to the next (15 years in MiniCAM)

A severance fee of regional extraction processes (Pfis;sn; TXISLM: $/GJ) may be applied when
extraction costs are determined.

Thus, over time, global primary fuel prices (extraction costs of conventional oil, unconventional
oil, coal, gas, and uranium) in units of $/GJ are in part determined by the regional fuel-specific
supply curves, environmental and other costs as follows:

(Cig is + Vis I,m
ExtrCost,,,, = ———"—=+Pfis, .
” Tech .
for oil, gas, coal and unconventional oil  ($/GJ) Eq.5
where
the extraction cost Cigjs is the exogenous global raw fuel-specific minimum cost of a next
grade in a supply curve (CIGIS: $/EJ),
the environmental costs Vi, is a regional, exogenous time-specific input parameter (VISLM:
$/EJ),
Techy, is calculated from input ST;,, which represents a global, exogenous fuel-specific
technological change coefficient (STISM: unitless), and
Pfis;s;m, which is a regional time-dependent severance fee that can be imposed when
extraction costs are calculated (TXISLM: $/GJ); this fee is an exogenous or endogenous regional
time-period specific (input) parameter. The parameter has an exogenously set or endogenously
determined value depending on the type of constraints assumed in a simulation. The parameter
may have values for conventional and unconventional oil, conventional gas, and coal extraction
but is set to zero for uranium and biomass.

If this fee is considered a carbon severance fee, the fee for unconventional oil is a modified
conventional oil fee through multiplication with a carbon emission coefficient ratio:

CO. -
— i=unconventionaloil
Pfisis,l,m - Pﬁsis:conventionaloil,l,m ® CO
i=conventionaloil

for unconventional oil ($/GJ) Eq. 6

Once the regional extraction costs are determined, the amount of fuel (ESILM;,,,: Energy Supply
of primary fuel i in region /: EJ/year) that can be produced for that price is determined by
determining the location of the calculated regional extraction costs on the vertical axis of the
regional supply curves by interpolation between grades from the Cy4;; data and calculating the
related energy from the R;4;; data. We are concerned in these calculations about the amounts of
energy available for a certain price; the demand equations will ultimately determine, in an
iterative1 process with prices, how much fuel needs to be extracted when markets need to be
cleared.

1 We therefore do not calculate specific fuel prices at this stage, but only set up equation structures that can
be activated when prices of energy have been determined through its transformation processes from global
primary fuels to energy services, such that when demands are determined, the primary fuel supply can be
calculated when markets need to be cleared.
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Determining the location of the calculated regional extraction costs on the vertical axis of the
regional supply curves and determining from that point the amount of each of the fossil fuel
supplies available is calculated in steps.

The annual production rate is calculated from the cumulative production, which is based on the
resource amounts and short-term capacity limits. Thus, the cumulative production over time is
calculated first.

Total resource available at time ¢ (Q;s;,») Would be

n

Qis,l,m = ZRig,is,l (EJ) Eq 7

ig=1
where 7 is the grade level below which extraction has to take place for demands to be met at the
market price. Thus, when the extraction costs for a grade level (ExtrCost;;; »: see Equation 5,
which is modified for unconventional oil based on Equation 6) become larger than this market
price (P;; ), extraction costs have to be scaled back and the exact allowable fuel-specific
extraction costs have to be determined that meet the fuel-specific market price. The final
extraction costs will be located somewhere between grade level n-1 and grade level n. To
determine that price point the following calculation is made

Rig—l is, 1
slope = - Tech Eq. 8
(C - Cig—l,is )

ig,is

which determines the location on the resource curve. Next, the supply required for production is
calculated:

n-l1
Qigim = ZRig,is’l + (P, — ExtrCost,, ) ®slope (EJ) Eq.9

ig=l1

s,l,m

where the calculated potential supply (EJ) is reduced by one grade level and added to by the
difference between the market price and the extraction costs of the next grade (Equation 5)
multiplied by the ‘slope’ location.

For the base year, the amount of fossil fuel available at the onset of the simulation is set
exogenously, based on annual production (ESILM;;,,: Energy Supply of primary fuel i in region /
is set equal to ESFIL; ;. EJ/year)

ESILM,

i,l,m=1

= ESFIL,

is, for oil, gas, coal and unconventional oil in base year (EJ/year) Eq. 10
For the projections, annual supply equals double the annualized difference between the supply
required for the production at the present and previous point in time divided by the time step
minus the previous time period’s annual supply:

ESILM] L= 2 ° Qis,l,m - Qis,l,m—l _ ESILMI -
” Nstep .
for oil, gas, coal and unconventional oil in projections (EJ/year)  Eq. 11
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This calculation of supply is subject to a short term capacity constraint. This constraint represents
the notion that production can only increase by so much from one period to the next. This
maximum rate, in EJ/year, is called the short-term supply limit. The short-term supply limit is
assumed to be a function of GDP, fuel price, and technological change. The GDP and
technological change factors represent, albeit crudely, potential increases in expansion capability
due to technological change and the ability of an expanding economy to foster new investment.
The price dependence represents a further expansion drive by price increases. Thus, supply can
always expand, but this expansion may need to be driven by price increases.

The short-term capacity limit is determined by the production in the previous period time (in
EJ/yr) multiplied by the change in GDP and a price factor as

ESILM., = ESILM. o

i,l,m i,l,m-1

GDP

1,m-1

GDP r_fosexpan
[—lmJ e Pface Tech (EJ/year)  Eq. 12

where

ESILM; 1, is the regional annual energy production from the previous period; this production
rate is exogenously set in the base year (ESFIL: EJ/year) and calculated thereafter,

Tech,, is the rate of technological change defined above,

GDP,, is either an exogenously set parameter or calculated and re-iterated in the model (see
Section 2.3),

r_fosexpan is an input parameter that controls how fast the short term capacity limit can
expand as GDP grows, and

Pfac is a regional primary fuel-specific multiplier (price factor) determined by the ratio of the
current to previous price and an elasticity parameter of that ratio. The fuel prices are adjusted to
be the extraction costs only, so that the environmental costs are not included. Thus,

V. ri,l
P~ | _ 1s,l,%
iLm Tech
Pfac = Clm

Tech
P Vis,l,mfl m-l Tech

(unitless)  Eq. 13

ilLm-1

where

Pi.m is the global (market) primary fuel price ($/GJ)'" at time t (m), and

rj is a regional, exogenous primary time period- and fuel-specific extraction cost elasticity
parameter'” (RIL: unitless).

Note that the GDP factor in the above equation is only applied if GDP is expanding
(GDP,  eTech > GDP, ) so that regions with contracting GDPs do not suffer a production

penalty.

1 P;.m gets updated in the solution routines

2 Representing that a one percent change in the Py, at time t results from a one percent 1 % change in the
PS ratio; the PS ratio represents the change in the sum of the cost of energy services in each service sector
weighted by that sector’s share of all energy services at time t divided by the weighted sum calculated
during the previous point in time.
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The short-term capacity limit thus calculated is compared to an exogenous value (by fuel and
region) for a minimum short-term capacity limit. If the capacity limit is smaller than this value,
the short-term capacity limit is set to this minimum value. This feature allows production of a fuel
to be “re-started” in case production falls to very low levels in any period. Given the dependence
of the short-term supply rate on previous production, production of a fuel could be quite small if
minimum short-term supply is insufficient. The minimum short-term supplies for conventional oil
and gas equal one EJ; for coal they are set equal to the production of coal in 1990; and for
unconventional oil they are set to regional-specific values to enable that fuel to always play a
role.

The supply of depletable resources is, therefore, determined by a cost curve calculation, adjusted
downward if the resulting production exceeds the short-term capacity limit.

Gas lost in gas production (which implicitly includes non-commercial gas use) due to flaring is
calculated from flaring coefficients. The equation that determines gas flaring (FLR,;,,) is
illustrated in Equation 14 where Flr/ is the initial proportion of flared gas lost, FLr2 is the
ultimate fraction that is lost at time m and Flr3 is the number of years losing FLr2.

(1—(m—1)*Nstcp) (m—l)*Nstep

FLR1,m =Fly s oFly, ri (unitless) Eq. 14

where
Nstep equals 15 and m is the number of time periods since the base year, and Flrl1, Firl2, and
Flrl3 are regional gas flare parameters.

Gas supply correction is simply

ESILM,

i=gas,l,m

= ESILM,

i=gas,l,m

e(1-FLR, ) (EJ/year)  Eq.15

If regional production rates are larger than the production capacity limit, the amount of fuel that is
regionally produced (ESILM;, ) is reduced accordingly (Equations 11 and 12) as are the
resources that are left (as starting points for a new period)

ESILM, , ,, +ESILM

5 thmel (EJ/year) Eq.16

Qitm = Qigymy + Nstepe

If regional supply is less than regional demand, additional demands are met through trade. The
concept of trade in the MinCAM thus involves finding regions where production of fuels can
meet global demand. This is achieved by (1) pooling all regional demands and pooling all
regional supplies, and (2) balancing the global supplies and demands of the primary fuels. Trade
in primary fuels includes not only crude oil, natural gas, and coal, but also biomass. In practice
this is done globally, although regional trading blocks can be constructed for any fuel. No
electricity generation sources (nuclear, hydropower, wind, etc.) are traded.

Appendix 6 lists values for parameters described above. Note that market prices for fuels are
ultimately determined by the market solution algorithms.
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Uranium supply and its price

There are no explicit markets for uranium. Therefore the price of uranium is not market
dependent and can be determined directly from extraction costs, regional supplies and
environmental costs. Uranium supply is based on a long-term supply schedule defined in the
same manner as for the other depletable resources. For the first period (m=1) the regional
cumulative production (Qis=yranium,im) 1S Zero. At and after the second period, (m > 2) the regional
cumulative production is updated by means of the last period’s annual production rate

Qis:nuclear,l,m = Qis,l,m—l + NStep o ESU (EJ/yeal‘) Eq 17

ui,l,m-1

where
ESU,i 1 m.11s the demanded (yearly) electricity supply (secondary energy in Joules) generated
by nuclear energy in the previous time period.

Global production and the global resource of uranium are used in determining the nuclear fuel
price

nreg

Q= ZQis,l,m (El/year)  Eq. 18
1=1

n [ nreg
W= Z(zRig,is,lj (El/year)  Eq. 19

ig=1\_I=1
where
Rjg s are the regional supplies (RIGISL: EJ) of uranium (see Figure 5), and
n is the grade level below which extraction can take place for the global production demands (Q)
to be met (Q<W).

Extraction costs are then calculated based on regional supply and global production demands

Extrcost, _ .. = R-Q) oC. . + (1 —M) oC. .. ($/GJ) Eq.20
1s=uranium,l,m W 12,18 W 12 ,18

and uranium costs are calculated based on environmental costs (¥ ;.), raw fuel costs (Cig;5) and
technological change which is calculated as time period dependent as

Tech, =Tech e (l + ST, )Nmp starting with the second period’s technological change as

is,m
unity: Tech,,-,=1
The price of uranium is then

P Cig,is + Vis,l,m ($/GJ) Eq. 21
i=uranium,l,m TeChm q.
where
Cigis is the exogenous global raw fuel-specific minimum extraction cost of a grade in a supply
curve (CIGIS: J:$/GJ),
Vis1m 18 a regional, exogenous time-specific the environmental costs input parameter (VISLM:

$/GJ),
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Tech,, is calculated from input ST;,, a global, exogenous fuel-specific technological change
coefficient (STISM: unitless).

Biomass supply

Biomass supply has two components. The first is biomass from waste which includes landfills,
agricultural waste, wood wastes, etc. For most regions this supplies almost all of the present
biomass demands. The second component of the biomass resource base is biomass from
dedicated biomass farms.

A global supply function, analogous to the regional supply curves for coal, gas, oil, and uranium
is described by an exogenous parameter set (BIOPSM) relating the costs of waste biomass (1975
$/GJ) to the fraction of total waste biomass supply available at a given biomass price. This supply
function differs from the R,;,//Cigis resource curve in that it has cumulative shares on the
horizontal axis and cost on the vertical axis. Future biomass supply in each region is calculated
relative to the current supply and depends on the level of economic activity as follows:

rysht
GDP,,, ]

—— (ElJ/year)  Eq.22
GDP 1,m=1990

ESILM; . = BIO, ;500 °(
where

the waste resource supply rate in the base year (BIO) y=1990: BIOLM in EJ/yr) is an exogenous
regional input for the base year (not time-specific),

GDP,, is as described in Section 2.2.4, and

rysht is the elasticity coefficient'? (RYSHT: unitless) which is set to 0.1 for all regions, such
that the total amount of waste biomass available increases only slowly with increases in GDP.

The cost of much of the available waste biomass is lower than the cost for biomass produced as a
crop; this type of biomass resource is therefore used first. If the price paid for biomass increases
enough to exceed the fixed costs of production of agricultural biomass, additional biomass can be
supplied by output from the AglLU module. This (second) component of the biomass resource
base is biomass from dedicated biomass farms. A biomass price (calculated according to the
methodology described in Section 2.2.3) is passed to the AgLU model, which returns the amount
of biomass in each region that can be produced at that price. That amount of biomass in EJ per
year is added to the biomass supply (ESILM;,,,) available at that point in time."*

The AgLU module is described in Part III. Note that biomass can be used directly in the end-use
sectors, or converted to a synthetic liquid, a synthetic gas, or can be used for hydrogen production
or electricity generation (see Figure 4).

Hydroelectric power

Hydroelectric power is a resource constrained renewable technology. Thus, electricity generation
by hydropower is assumed to approach an exogenously specified limit within each region.
Regional production of hydropower is simulated by three parameters that determine its
production expectations into the future:

1 Representing that a one percent change in the biomass resource base at time t results from a one percent 1
% change in the GDP ratio; the GDP ratio represents the change in economic activity at time ¢ over the
base year.

' This addition is done when synfuel production is calculated
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Hydro, +Hydro, emeNstep

ESILMi:hydro,l,m = Hydro, e (EJ/year)  Eq.23

Hydro, +Hydro, emeNste;
1+eyol ydro, p

where

Hydro3 is the resource amount in (E)J,

Hydrol determines the production path over time, which is modified by

Hydro2 which determines the shape of that production path over time after being multiplied
by

Nstep which is MiniCAM’s time step of 15 years, and

m which is the number of timesteps.

The price of hydropower is determined by non-fuel costs only. If, for some reason, total
electricity demand in a region falls below the specified hydropower production level, then all
electricity demand is assumed to be supplied by hydropower and total hydropower production is
scaled back to meet this demand.

Solar PV and Wind

Generation of electricity by solar PV (photovoltaic) and wind turbines are considered
unconstrained renewable resources. The cost of solar PV and wind are each input as exogenous
parameters by region and time period.

The amount of electricity that can be usefully delivered by solar PV and wind are limited by the
intermittence of these sources. This effect is represented by an exogenously specified capacity
limit in the form of the maximum share of regional electricity demand that can be supplied by
each of these forms (see below).

Other Renewables

Geothermal power is not modeled separately, but is assumed included in the hydropower
category.

Space solar power (SSP) is implemented as a source of electricity with no capacity constraints.
The cost of SSP is specified as a fixed cost for each time period.

Solar-wind (SW) storage is also implemented as a means of storing and then delivering solar PV
or wind energy. With this technology, solar PV and wind energy is generated and then stored for
delivery into the electric grid as needed. The additional cost of operating the SW-Storage
technology is specified. The cost of generating solar and/or wind energy is added to the cost of
the SW Storage technology.

2.2.3 Energy prices

The MiniCAM calculates a sequence of energy prices that are internally consistent and that
ultimately determine supply and demand. Prices are per unit energy ($/GJ) for primary and
secondary energy, and per unit energy services for tertiary energy. The energy service units are
technology dependent and can be transformed to energy units (Joules) by technology-specific
coefficients (energy services/GJ) (see Figure 4).
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Global primary fuel prices

The global primary fuel prices (P;;,,) are the market prices of each of the primary fuels. They will
be identical for each region /. They are determined by the solution mechanism when global
supplies and demands are balanced.

Base year regional fuel supply prices

Base year regional fuel prices function only as initial conditions (Pin;, ;). These initial starting
market prices for goods are in (1975) $/GJ for oil, gas, coal, and biomass and are replaced during
the model solution’s first iteration in the base year (1990) by the market prices resulting from the
solution algorithm. Thus, P;;,, as Pin,,;,, equal initial-condition fuel prices that only have a role
for model initiation.

Regional fuel prices

Market prices (P;; ), obtained when supply and demand are balanced are transformed to regional
fuel supply prices by adding fuel-specific transportation costs and a regional fee multiplier which
represents any regional tax, tariff or subsidy such that reasonable differentiation between regions
can be represented:

Pi,],m = (Pi,l,m + Trl ). Pﬁi,l,m ($/GJ) Eq 24

where

Pi.m, 1s the global primary fuel price described above.

Tr;is the transportation cost which is an exogenous input parameter for oil, gas, coal, or
biomass (TRI: $/GJ), and

Pfi; ), represents regional taxes or subsidies for oil, gas, coal, and biomass (TXILM: unitless)
(an exogenous regional and time-period specific through 2050 input parameter). These multipliers
can also be interpreted as trade barriers or as a scale factors to regionalize the global fuel prices;
the coefficients range from 1.8 to 0.75; for biomass they equal one.

Refined regional fuel price
The refined regional fuel prices or cost of a secondary fuel (£j; ;) is calculated by means of a

Leontief production equation (Edmonds and Reilly 1985:248):

Pj itm =Piim ® gij. + hij, for oil, gas, coal, and biomass/waste  ($/GJ)  Eq. 25

i,l,m
where

Pjj1.m is the regional processed/refined fuel-specific price ($/GJ),

P;.1m 1s the regionalized primary fuel-specific price ($/GJ),

gij; is an exogenous input parameter representing a conversion coefficient that is not time
dependent nor region-specific and has values close to or equal to one; gij; represents the
relationship of the unrefined input producing one unit of secondary fuel; gij; is also called
conversion intensity of oil, gas, coal, and biomass (GIJ: unitless or GJ of primary energy/GJ
refined fuel), and

hij; is the non-energy refining costs associated with a unit of secondary fuel (HLJ: $/GJ), which
is an exogenous input parameter that is not time dependent nor region-specific; these costs are
also described as mark-up costs or accounting costs of refining and distributing energy in the
form of oil, gas, coal, and biomass.

Thus, the production costs or transformation costs from primary fuels to secondary fuels are
calculated with fuel-specific input-output coefficients representing conversion efficiency and

38



additional non-fuel cost. The refinery coefficients, gij;, have been set to one in recent versions.
The non-fuel costs, 4ij;, are small for biomass and coal, moderate for gas, and much more
significant for oil.

The regional refined (secondary) fuel-specific costs (Pj;;, ) resulting from oil refining and gas
processing compete with the costs of synliquid and syngas technology costs, respectively, in
determining the final secondary fuel prices for the end-use sectors (see Equation 36). This cost
determination in the form of synfuel shares is described in the next section.

Production and production costs of synfuels

Synfuels are produced from the “raw” fuels. The process is simulated analogously to the refining
process described above with the Leontief equation. There are, however, a number of additional
considerations. Synfuels are produced for domestic end-use consumption only. They are
produced from coal, gas, and biomass with seven potential technologies. When synliquids or
syngas are produced from coal, both scrub and non-scrub technologies can be active (four
technologies total). Only synthetic liquid is produced from natural gas (one technology); no
syngas is produced from natural gas. Either liquids or gas can be produced from biomass (two
technologies). The final price of syncrude (synliquid) and syngas production is captured in
Equation 36 below. The variables leading up to that equation are described next.

The non-energy costs of syncrude and syngas production from coal, gas and biomass are
calculated as follows:

—(m~1)eNstep) (m—1)eNstep

(1
he;; =HCILT ~ nc,  eHCLT, wcix ($/GJ)) Eq.26

where

j is the feedstock: gas, coal, or biomass,

iis the produced crude or gas,

HCILT1, 2, and 3 are the initial non-energy costs, final costs, and the time when final costs are
reached, respectively (HCLT parameters are region- and crude and gas specific),

Nstep is 15 (years), and

m is the number of time periods since the base year.

The basic calculation for the cost of each technology (PC;;;,, where i=synliquid from j=coal, gas,
or biomass; and i=syngas from j=coal or biomass) is as follows (see Equation 36 how PC;;,,, is
used):

PC = (Pi,l’m + syncos ts)o ge;; +hey;

J,iLm
synliquid from coal, gas, or biomass; syngas from coal or biomass ($/G)) Eq.27

where

j denotes the feedstock: gas, coal, or biomass,

i denotes the produced crude or gas,

Pi).m, 1s the market price for the input fuel feedstock (before transportation costs and taxes are
added),

gc;; is an intensity conversion coefficient of synfuel production (GCI: input GJ/output GJ; a
fuel source-specific (coal, gas, biomass) and synfuel-specific (liquid, gas) exogenous conversion
coefficient that is the same for each region, does not change over time and has values of 1.5,

hc;; is the non-energy costs of synfuel production from coal, gas and biomass, as calculated
above (Equation 26) for syncrude and syngas when no scrub technology is implemented, but to
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which carbon disposal costs (calculated below) are added when scrub technology is added (see
hci=coa]—scrubbed)a and

syncosts are the additional costs due to any carbon fee and are calculated in a number of steps
that are explained below.

Scrub technologies can be simulated when synfuel is produced from coal. If scrubbing is
implemented, carbon sequestration is calculated for the difference in carbon content between coal
and the final synfuel type: liquid or gas. The fractional difference of carbon content in emissions
from coal, compared to liquids or gas is for example:

CO CO

i=coal i=oil

CO

SeqFractMax = (fraction)  Eq. 28
i=coal
where

CO; are the fuel-specific carbon contents of fuels, directly related to carbon emission

coefficients, in ton C/EJ.

To calculate the disposal costs of the carbon potentially scrubbed and sequestered, the “carbon
penalty” is determined first. Disposal costs are based on capital costs of sequestration equipment
for electricity generating plants {(Atscrupbea-HUunserubved)/Su}, adjusted for synfuel production
through multiplication with synfuel-specific conversion rates that are specific for the fuels to be
processed (g.;;). When this levelized capital cost ($/GJ) is divided by the carbon emission rates,
an estimate of the levelized capital costs per unit carbon sequestered is obtained ($/tonC).

huui m,scrubbed huui m,non—scrubbe 1
Cpenalty, =( Linserubbed o ) egc e—— ($/ton C)  Eq.29
guui,l,m CO

where

j is the feedstock: gas, coal, or biomass,

1 refers to the crude fuel sources,

ui refers to the utilities,

huy;m are the non-energy costs in 1975 dollars per GJ, which does not include technology and
development (HUILM: exogenous regional time- and fuel specific parameters),

guyi1m 1S @ conversion or energy intensity coefficient, which is unitless (GUILM: units GJ/GJ
and values larger than one); an exogenous regional time- and fuel specific parameter representing
the ratio of Joules energy input to Joules electricity generated; these conversion factors tend to be
larger than one, and

gc;; is the intensity rate coefficient of synfuel production (GCI: input GJ/output GJ with values
of 1.5), and

CO; is the fuel-specific emission rate in ton C/EJ before refining.

To obtain the total additional cost for carbon sequestration, we must add the cost for disposal of
the sequestered carbon, which are assumed to be proportional to the amount sequestered. The cost
of disposal is calculated by (1) multiplying the carbon disposal rate (input parameter) by the
maximum fraction a plant can sequester, (2) adding the calculated carbon penalty, and (3)
multiplying with a converted carbon emission rate (Pf0,; ;) that is calculated from the carbon
emission rates CO; and a conversion factor (CVRT90: GDP deflator from 1975$ to 19903
hardwired: CVRT90=2.212). The carbon disposal costs (Cst,;,) are then correctly expressed in
$/GJ:
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Cstyy, = PO

where

P10;, m1is explained above (ton C/GJ),

Carbdispi, are the exogenous regional time-specific carbon disposal or sequestration costs in
units of (1990) $/mtC,

SeqFractMax is explained above (a fraction: Equation 28), and

Cpenaly;is explained above ($/ton C: Equation 29).

. (Carbdispl,m e SeqFractMax + Cpenalty j) ($/GJ) Eq. 30

ui,l,m

Under a carbon policy the carbon disposal costs plus the price penalty for the carbon that is not
sequestered play a role in the final cost determination:

Coq =Cst

where

Cstgisp is the carbon sequestration cost described above (units are $/GJ Equation 33),

SeqFractMax is described above (unitless), and

Pfuy;;m (in $/GJ) is the carbon fee based on the fuel-specific carbon contents, which in this
case are the Pf0;, values (tons C/GJ) and PCR,, in $/tons C) such that the resulting Pfu,;; fees
are in units of $/GJ. This type of carbon pricing is set to zero for biomass as energy source.

+Pfu,,,, ®(1—SeqFractMax)+0.0001 (8/Gl)  Eq.31

disp

The variables determining the shares of scrub and non-scrub technology (Sy...s and Syo-scrus)
participating in determining the syncost (PC;;,;,,: Equation 27) are the carbon sequestration costs
and the penalties for carbon emissions based on carbon prices levied on non-scrub technology.
The exponents required in the logit share function are set to —4. Thus,

-4
S P (unitless)  Eq. 32
no-scrub 4 4 unitiess q.
Pf"]’ui,l,m + Cseq
and
-4
= Cseq (unitless)  Eq. 33
e Pfu;il,m + C;:q .

The syncost parameter (as part of Equation 27) that represents additional costs due to carbon fees
are feedstock-dependent:

0 from coal with scrub technology the syncost equals Pfit,;;m *(1-Sserup *RemFrac;;) where
Pfu,; ;. is the carbon fee, RemFrac;; is an exogenous regional input for the base year,
which for coal is 0.9 implying that 90% of the carbon prices on plants with scrub
technology (as determined by S;..») are not levied,

0 from coal without scrub technology the syncost equals the carbon fee Pfit,;;,, ($/GJ: see
the description of Equation 31),

0 from gas the syncost equals the carbon fee Pfis,;; ., and

0 from biomass the syncost is zero.

The non-fuel transformation costs, /c;;, (see Equation 26 for calculation of the base non-fuel
costs of synfuel production) in the case of coal combustion are increased by the carbon disposal
costs; these carbon disposal costs are weighted by the Scrub fraction, which represents the
fraction of plants using scrub technology:
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hc

where
hc;; is the updated for scrub technology non-fuel transformation costs (units are $/GJ), and
Cstqisp is the cost of carbon sequestration described above in Equation 33 {units are $/GJ).

=he;; +S,.., ®Cst ($/GJ) Eq. 34

j,i=coal+scrubbed scrub disp

Note that when electricity and hydrogen are produced from scrub and non-scrub technologies the
shares and averaged fuel-specific prices of the two competing technologies (scrub and non-scrub)
are determined; when synfuel generation is simulated the share calculations are performed among
all secondary fuel liquid technologies and all secondary fuel gas technologies (see Figure 4 and
below). Secondly, accounting for the carbon disposal costs is done slightly differently in the
electricity and hydrogen generation cases'”.

To simulate the participation of the synliquid technologies and refined oil in the secondary energy
supply called “liquids” and the participation of the syngas technologies and processed natural gas
in “gas” as secondary energy supply the following share equation was developed:

RC;
ch,i,l,m
h . .]j,l,m—for—oil,or,gas + Pfuui,l,m
SynS arg; ., = rcr,  for each of the technologies
Z ch,i,l,m
ns ij,l,mfforfoil,or,gas + Pfuui,l,m

(unitless)  Eq. 35

where

j is the feedstock: gas, coal, or oil,

iis the produced crude or gas,

PC;;m is the cost of each technology producing synfuels: synliquid from coal, gas, or
biomass; syngas from coal or biomass, which includes sequestration costs as described above,

Pjj1.m is the cost of producing refined oil or processed natural gas ($/GJ),

Pfuy;;m is the consumption or carbon price (added to the refined oil or processed gas) ($/GJ),

RCI; is the exponent in the logit share equation; these elasticity coefficient values represent
the relationship between syncrude produced from coal, gas and biomass, and syngas produced
from coal and biomass, and

ns is 4 for synliquids (when produced from coal, gas, or biomass and competing with refined
oil) and ns=3 for syngas (when produced from coal or biomass and competing with processed

gas).

Note that this SynShare equation calculates the shares first for four liquid technologies and then
for three gas technologies (there is no syngas produced from natural gas). Each of the technology
costs are normalized against the refined oil costs (the fourth technology in refined oil production)

15 Synfuel generation’s cost from coal depends on the S, fraction which results in a weighted cost
between scrubber and non-scrub technologies:

PCjilm :(Pinlm+ Pfuuilm*(l'Sscrub*RemFracil))*gcji + PfOuilm * Sscrub {Carbdisplm* SeqFractMax +(huuilm,scrubbed'
huuilm,non»scrubbed)/guuilm >kgcji * 1/C01)} +hcji

Hydrogen and electricity generation costs from scrub technologies are formulated as

Pssh, = (P +Pfu,,,, ®(1-RemFrac ) +Pf0,, o Carbdisp,, )o ghyi o, +hhy o

i,l,m ui,l,m ui,l,m
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resulting in an endogenous weighting scheme that is represented by exogenous weight parameters
in share equations described in the next paragraphs (e.g., bsu;;,, parameters). Similarly, each of
the liquid producing technology costs is normalized against the processed natural gas costs. In
Figure 4 sharing is depicted by diagonal boxes. In the case of tracing the synfuel calculations the
word “logit” in the diagonal boxes from the raw fuels to synfuel conversions is omitted given that
the final share equations are implemented only when the four technologies for liquid production
and the three technologies for gas production participate in the cost determination of the
secondary fuels.

The final price of liquids, Pj;iguids;m» 1S the summation of the products of the SynShares and the
technology-specific prices of synliquids generated from gas, biomass and coal, with the latter
generated with or without scrub technology, plus the product of the calculated SynShare and the
price of conventional (fossil) refined oil. Similarly, the final price of gas, Pj-g4m, as secondary
fuel is the summation of the products of the SynShares and prices of syngas generated from
biomass and coal, with the latter generated with or without scrub technology, plus the product of
the SynShare of processed natural gas and the price of processed natural gas. Note that the sector-
specific consumption taxes are added to the refined oil and processed natural gas prices. Note also
that carbon fees were not applied in the production of secondary fuels (Equation 25).

PJj:liquids—orfgas,l,m = ZsynSharej,i,l,m ® ch,i,],m + SynSharej,iJ,m * (ijzliquids—orfgas,l,m + Pfjkj,k,l,m)
ns

($/GJ)  Eq.36

Note that Pfjk; ;. is added here while in the SynShare calculation Pfit,;;,, was added to Pj;;,, of
oil and gas; this can be considered alright given that only unitless shares are calculated in the
SynShare equation while secondary prices are calculated in Equation 36.

Synfuels are not used for electricity or hydrogen generation; they are only in end-use sectors.

Hydrogen generation

Hydrogen fuel can be generated from oil, gas, coal, biomass, and through electrolysis. When oil,
gas or solids (comprised of coal and biomass) are converted to hydrogen, technologies with
carbon scrubbing and without carbon scrubbing compete if a carbon-policy is in effect.

Without carbon scrubbing the hydrogen generation costs are calculated as follows:

Pssh, =(P

o +PEU )' ghyim +hhy (§/GJ)  Eq.37
where

P;.1.m 1s the price of a regional primary fossil fuel (in units of $/GJ),

gii 1 m 1s the inverse of conversion efficiency, which is unitless (GHILM: GJ/GJ; an exogenous
technology-, regional- and time-period specific input parameter); these conversion factors tend to
be larger than one, resulting in prices going up during the transformation process,

hh;, . are non-fuel costs associated with the conversion process (HHILM: $/GJ) (an exogenous
technology-, regional- and time-period specific input parameter),

Pfu,;, m raises the cost of the regional primary fuel consumption in producing hydrogen
representing a carbon fee (TXUILM: $/GJ).

If scrubbing and sequestration are simulated, then the competing technology costs, when oil, gas
or solids are transformed, are calculated as follows:
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Pssh , = (Pi,l,m +Pfu,, ®(I-RemFrac, )+ Pf0,  oCarbdisp,, )o ghy o +hhy o

($/GJ)  Eq.38

ui,l,m ui,l,m
where

RemFrac;) is the carbon removal rate (REMFRAC: a regional fuel-specific input for the base
year); as with synfuels, any carbon not sequestered is subject to a carbon price,

Pf0; ) is a conversion factor that accounts for the carbon content of the fuel used and is
calculated from carbon content factors CO; (COI: tons C/J) and a conversion factor (CVRT90:
GDP deflator from 1975$ to 19908) for accounting purposes, such that when these carbon
emission rates (tons C/EJ divided by CVRT90) are multiplied with

Carbdisp, m, the carbon disposal cost (CARBDISP,, an exogenous regional time dependent
disposal cost in units of $/Mton C), the correct result is expressed in $/GJ.

Sshy,; ; are the shares of the scrubbed and non-scrubbed oil, or scrubbed and non-scrubbed gas, or
scrubbed and unscrubbed coal:

ruiss
bssh,, . ®Pssh

Z (bssh wiom ® Pssh s )

nc

Sshhi,1 = (unitless)  Eq. 39

where

nc equals two (the competingscrub and non-scrub technologies),

bsshyi1m 1 the base share or weight of a scrub or non-scrub technology (BSSHILM: unitless)
(an exogenous regional time-period fuel/technology-specific input parameter),

Psshgg, 1s the cost of each technology participating (competing) in producing hydrogen, and

Tuiss 1S the logit exponent for the technology cost (RUISS: unitless; an exogenous technology
specific input parameter set to —6 for all technologies).

When a scrub and non-scrub technologies compete, the costs of the fuel-specific hydrogen
generation are the weighted sums of the technology-specific costs:

PH, = Z (Ssh nia®Pssh ) generated from oil, gas, or solids  ($/GJ)  Eq. 40

The cost of hydrogen generation from biomass is calculated as follows, given that no taxes are
levied when produced and no scrub technology is deployed:

PH, » =P, ®gh, , +hhy generated from biomass ($/GJ)  Eq. 41

1,

Hydrogen can also be generated through electrolysis. The cost calculation is the same as the
equation above, except that the price (P;;,,) is not the price of biomass but is the price of
electricity (PU,;;: see Equation 47). Several options exist for specifying the electricity price used
for H, production. It can be the average price of electricity before capacity limitations are
implemented (see next section) or the weighted price of wind and solar.
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Figure 7 Nesting of cost calculations of hydrogen generation

The final price of hydrogen, Pj,-nyarogenim- 1S calculated by summing the weighted hydrogen
costs. Figure 7 illustrates the nesting of the weights.

PJ j=hydrogen ,l,m = Z Sh hi,l i PH hi,I,m ($/GJ) Eq 42

nhprices
where
PHyim is the technology-specific and/or resulting from competing technologies hydrogen
generation cost,
Shy;, are the shares of the competing sources (in the form of prices) in generating hydrogen;
the shares are calculated with the share equation as follows:

bsh, . ePH, "

hi,],m

Z (bSh hilm ® PH hi,l,m " ) (unitless)  Eq. 43

nhprices

Shhi,l =

where

nhprices equals four for hydrogen generation,

bshy; . are the fuel-specific time-dependent global base share coefficients or weights of
hydrogen technologies, presently set to one,

rhi is a global technology specific logit exponent reflecting the responses of hydrogen prices
to changes in technology costs (RHI: unitless).

When scrub technology competes with non-scrub technologies, an option exists to allow the scrub
share of the technology to be set as a fraction of the non-scrub technology based on
“grandfathering” existing plants. This means that a fraction of the old plants remains active until
the plants’ lifetimes have been reached. The fraction of plants with scrub technology is
determined by the number of time periods past the policy start date (maximally three) divided by
three, given that the maximum lifetime of a non-scrub technology is set to three time periods. The
share parameters are consequently adjusted accordingly.
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Electricity generation

Electricity can be generated directly by any one of the following sources and technologies: (1) oil,
(2) gas, (3) coal, (4) nuclear power, (5) solar PV, (6) hydro power, (7) biomass, (8) coal with
scrub technology and carbon sequestration, (9) oil with scrub technology and carbon
sequestration, (10) gas with scrub technology and carbon sequestration, (11) hydrogen fuel cells,
(12) fusion, (13) wind power, (14) solar-wind storage, and (15) space satellite PV solar.

Electricity Generation

/ Hydro power

Nuclear

Fusion

Hydrogen
fuel cells

Wind

Solar-wind

Scrubbing \ Scrubbing \Scrubbing storage

Non- Non Solar PV

Scrubbing Scrubbing Scrubbing )
Space satellite

Biomass PV solar

Figure 8 Nesting of cost calculations of electricity generation

Electricity generation cost is computed, as for hydrogen generation with two levels of nesting
using the logit approach (Figure 8).

The costs of electricity generated through scrub and non-scrub technologies using oil, gas or
solids (which are comprised of coal and biomass) as feedstock are calculated similarly to
hydrogen production cost calculations from these fuels. Additional electricity generation
coefficients (or price adjusters: pa;;s) adjust the regionalized fossil fuel prices (P;;,s for oil, gas
and solids), however, to account for fuel use in utilities given the fact that electric generators, in
general, get lower rates than other sectors. Thus, Py, the cost of each fossil-fuel combusting
technology participating (competing) in producing electricity is calculated for non-scrub
technologies as:

Pssu, = (P

i,I,m

epa,, t Pfuui,l,m )’ gUiim T hu

ui,l,m

from oil, gas, and solids ($/GJ) Eq. 44
and for scrub technologies as:

Pssu, = [P‘

i,l,m

J (1 —RemFrac;) )+ Pf0, ., ®Carbdisp, Jo gu +hu
from oil, gas, or solids  ($/GJ) Eq. 45

epa,+Pfu . ui,l;m ui,lm
where
payi is the electricity generation coefficient (or price adjuster), which adjusts the regionalized

fossil fuel price (oil, gas, solids) to account for fuel use in utilities (unitless: PAUIL exogenous
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regional fossil fuel-specific parameter), and all other parameters are as described for hydrogen
production,

Pfu,; m raises the cost of the regional primary fuel consumption in producing electricity
representing a carbon fee (TXUILM: $/GJ),

RemFrac;) is the carbon removal rate (REMFRAC: a regional fuel-specific input for the base
year); as with synfuels, any carbon not sequestered is subject to a carbon price,

Pf0,;1.m1s a conversion factor that accounts for the carbon content of the fuel used and is
calculated from carbon content factors CO; (COI: tons C/J) and a conversion factor (CVRT90:
GDP deflator from 1975$ to 1990%) for accounting purposes, such that when these carbon
emission rates (tons C/EJ divided by CVRT90) are multiplied with

Carbdisp , the carbon disposal cost (CARBDISP;,, an exogenous regional time dependent
disposal cost in units of $/Mton C), the correct result is expressed in $/GJ.

gU,i1m 1s the inverse of conversion efficiency specific to the technology, which is unitless
(GUILM: GJ/GJ; an exogenous technology-, regional- and time-period specific input parameter);
these conversion factors tend to be larger than one, resulting in prices going up during the
transformation process, and

huy; 1 are non-fuel costs specific to the technology associated with the conversion process
(HUILM: $/GJ) (an exogenous technology-, regional- and time-period specific input parameter
representing operation and maintenance costs and plant costs levelized over its lifetime).

When (pure) biomass is used as feedstock the Pfi,;;,, carbon fees are set to zero'®:

Pssu, = (Pi,l’m +Pfu )o pa,, ®gu,,, +hu,, for biomass ($/GJ) Eq. 46
The costs of electricity generation for oil or gas are the weighted sums of the scrub and non-scrub
technology costs (nc=2). The cost of electricity generated from ‘solids’ is the weighted sum of

thescrub and non-scrub technologies of coal and the biomass technology (nc=3).

($/GJ) Eq.47

ssu

PU ;im = Z Ssu ;@ Pssu
nc

where
Ssuy;, are the electricity generation shares of the scrub and non-scrub technologies using the
logit share equation:

ruiss

bssu e Pssu

ui,l,m

ruiss
Z (bssu wim ® PSSU )

nc

Ssu uil = (unitless)  Eq. 48

where

nc is the number of competing technologies; nc=2 for oil and gas representingscrub and non-
scrub technologies; nc=3 for ‘solids’ represented byscrub and non-scrub technologies of
electricity generation from coal and an additional technology from biomass,

bssuy;m are the base shares or weights (sometimes called scale parameters) of each of the
electricity generating scrub and non-scrub fuel technologies (BSSUILM: unitless exogenous
regional time-period fuel technology-specific input parameters as initial values); these share
parameters are zero in the base year for the carbon sequestration technologies (there is no carbon

' the fuel-price adjuster (pay;;) and carbon prices (Pfuy) are potentially interacting differently:
Pfugiim *payi
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scrubbing in 1990) while values for other fuels for the base year are calculated by the model
during the base year calibration,

Tuiss 18 the elasticity of the fuel price (RUI(SS): unitless), that is, a parameter that is related to
the variance of the fuel price distribution; r,; determines the rates that shares change in response
to a change in generation cost'’ (an exogenous technology and time-period specific input
parameter).

When scrub technologies competes with non-scrub technologies, the scrub share of the
technology can simply be set to be a fraction of the non-scrub technology based on
“grandfathering” of existing plants. This means that a fraction of the old plants remains active
until the plants’ lifetimes have been reached. This concept can be applied to hydrogen production
as well.

Note that when prices are calculated for non-fossil fuels, as shown below, the Pfu,,;;,, parameters
do not represent the so-called “carbon fees”; they are separate input parameters (e.g., utility
consumption fees) or set to zero.

The cost calculation of electricity generated by nuclear energy is similar to those above,
although with no price adjustment since uranium fuel is only used for nuclear power:

PUui,l,m = (P + Pfuui,l,m )' gUjiim T hu

i=uranium,l,m

from nuclear energy ($/GJ) Eq. 49

ui,l,m

Electricity generation from hydropower, fusion, solar PV, space-solar power, or wind differs
from the above in that P;,,, equals zero:

PU = (0 +Pfu )0 gu i, +hu from solar PV or wind  ($/GJ) Eq. 50

ui,l,m ui,l,m

When wind-solar storage is calculated a simple weighted price is calculated with price
elasticities of -3 plus an additional non-fuel storage cost:

-3 -3
uus,wind uus,solar
PUui,l,m - huui,l,m + PWind * P_3 P_3 Psolar ® P_3 P_3
uus,wind + uus,solar uus,wind + uus,solar

from wind-solar storage ($/GJ) Eq. 51

When electricity is generated by means of hydrogen fuel cells, the fuel price is from hydrogen,
as calculated above. No carbon fees are applied in this case:

PLjui,l,m = ij:hydrogen,l,m s guui,l,m + huui,l.,m from hydrogen fuel cells ($/GJ) Eq 52

' Elasticities are parameters representing the relationship between the percentage change in output
resulting from a one percentage change in the value of the base parameter. Thus, when Z=X", B=d InZ/d In
X, or, the percentage change in Z results from a one percentage change in X (Edmonds and Reilly
1985:248-249).
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The final price of electricity, Pj;-ciccuicin,,m, 1S the simple summation of the cost of each of the
generation processes (technologies) weighted by that generation process’ share of all processes
(technologies):

P ctectricity.lm = ZSUui,l *PUi1m ($/GJ)  Eq.53
neprices
where
PU,i1m is the technology-specific electricity generation cost,
SU,;, are the shares of a the competing fuels (technologies) (in the form of prices) in
generating electricity as secondary fuel; these shares are calculated with the logit share equation:

rui
SU _ bsuui,l,m i PI']ui,l,m .
ui,l — = (unitless)  Eq. 54
Z (bsuui,l,m o PUui,l,m )
neprices
where

neprices are the number of participating electricity generating technologies,

bsuyim are the regional fuel-specific and time dependent base shares or weights of the
fuels/technologies participating in electricity generation. These parameters are overridden during
the calibration process; most shares are assumed to have equal values by 2050; Coal is an
exception -- deviates from price-derived shares are found in many regions, so extrapolation is
extended to 2065 and is non-linear (BSUILM: unitless), and

rui is a global technology specific elasticity parameter reflecting the responses of electricity
prices to changes in technology costs (RUI: unitless).

The MiniCAM does not explicitly model dispatch for electricity generation. One of the more
important implications of this is that direct use of intermittent sources such as wind or solar PV is
limited unless some storage mechanism is provided. Therefore, each electricity generation
technology is assigned a capacity limit (EcapLim; an exogenous technology-specific fraction
representing the maximum contribution of that technology to the generation of electricity). This
can also be used to represent technologies that are generally used for base-load generation such as
coal-fired plants or nuclear generation that cannot be rapidly shifted to follow changing loads.

The technology-specific capacity limit is the maximum share that any of the electricity generation
technology can supply which feeds back into the fossil fuel balance of supply and demand. This
is particularly important for intermittent renewable technologies such as solar photovoltaics and
wind. The technology-specific capacity limit capacity limit is implemented by rescaling the fuel
shares (Su,; ;) that partake in the generation of electricity if any of the technologies exceeds the
limit (see Equation 54). Hydropower contribution remains fixed.

Note that the capacity limits set in variable ECapLim apply to end-use electricity only, not to the
total electricity generated, which includes electricity used to make H,. The capacity limit does not
apply to electrolytic hydrogen production. Solar PV, for example, may be limited to supplying
10% of the total end-use electricity demand but can supply an unlimited amount of electrolytic
hydrogen.

The costs of energy services in the form of fuel mode prices

Energy services are envisioned as energy available for a specific end-use demand in the end-use
or demand sectors. Energy services are generated by processes transforming the secondary energy
into meeting sector-specific demands, e.g., meeting heating and cooling demands for liquids in
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buildings will be met by different fuel transformation processes than meeting liquid demands for
the transportation sector. Since the MiniCAM operates on a very aggregate level, the
transformation parameters do not represent specific technologies, but broad classes of
technologies aggregated by sector (transportation, buildings, industry) and secondary fuel-type
(liquids, gas, coal, biomass, electricity, hydrogen). For example, we aggregate all energy services
provided by liquid fuels in the building sector.

The fuel mode price Pjk;;, is the cost of an energy service to an end-use sector k, for region / at
time m. This is (again) a Leontief equation which combines the secondary fuel price (Pj=siquidss,im,
ij:gases,l,m, ij:coal,l,m; P]'j:electricity.l,m» ij:hydrogen,l,m or ij:biomass,l,m)a the energy SerViCC-SpeCiﬁC
conversion coefficients or input-output coefficients (gjk; ) and the non-energy costs of the
transformation process (hjk; ):

Pik iy im = (Pl @ gk, +hjk;,) ($/energy service) Eq. 55
where
gjkjx s an energy service-specific conversion coefficient or input-output coefficient,
representing the relative amount of energy that is needed to provide energy services by fuel j
(liquids, gas, coal, electricity, hydrogen, and biomass) for use in end-sector £ (GJK: GJ/energy
service; an exogenous sector-specific input parameter); these coefficients are further
disaggregated for the transportation sector as sectoral-, regional- and time-specific (as gjkl;xim),
and for the hydrogen fuel cell technology unique and sector- and time-specific (as gjkjm),
hjk;x is the non-energy cost of the end-use technology that uses fuel j (liquids, gas, coal,
electricity, hydrogen, or biomass) in end-sector k£ (HJK: $/energy service; an exogenous sector
specific input parameter): these coefficients are also more disaggregated for the transportation
sector (as hjkl;x1m) and hydrogen fuel cells (as hjk; ), and
Pjj1.m is the price of a secondary fuel j in region 1 at time m ($/GJ), where
O Pjj=iiquias,m And Pjj—gases 1 m Were discussed under the synfuel generation section (see final
liquids and gas calculation in Equation 36), which contain any carbon fees for these fuels;
0 Carbon fees (Pfjk; $/GJ) are added to the price of coal (see Equation 25 and Equation 56
below) before Equation 55 is calculated:

ij:coal,l,m = ij:coal,l,m + Pfjk j

ikLm ($/GJ) Eq.56

0 The cost of biomass production, Pjj—piomass,,m» do€s not incur carbon fees and is determined
with Equation 25;

0 Sector- and time-specific transmission and distribution costs (PUTD; $/GJ) are added to
the cost of electricity (see Equation 53 and Equation 57 below) before Equation 55 is

calculated:

Pjietectricity.1.n= PJ iZetecicity..m T PUTDy ($/GJ)) Eq.57
0 Sector- and time-specific distribution costs (PH2TD; $/GJ) are added to the cost of

hydrogen fuel (see Equation 42 and Equation 58 below) before Equation 55 is calculated:
+PH2TD, ($/GJ) Eq.58

PJ j=hydrogen,l,m = PJ j=hydrogen,l,m

Total cost of energy services to an end-sector

The total cost of energy services to an end-sector k (Pky,;,, in $/energy services) can now be
calculated from the fuel mode-specific prices Pjkj;» and the shares SPjk;; of the fuels in an end-
sector k:
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Pk = Z:(Sijj’k’l o ijj’k’l’m) ($/energy service) Eq. 59
j
where
Pjk;1m 1s the energy service price of fuel mode j to end-sector k ($/energy service), and
SPjk;, are the shares of the fuel modes j in end-sector & (unitless); these share coefficients are
read in for the base year (SJKLP: unitless regional sector shares that are specific for oil, gas, coal,
biomass, electricity, and hydrogen); they are overridden after future demands for energy services
are calculated by the (lagged for one time period) Sjk;,; demand shares as calculated for the

previous period. These demand shares are calculated as follows:

. ik K tim
bS_]k IPJK .XYYJ ikl
SPik,, = L

Bkl T

bS_]k ° PJk ki ° YiKjkim
Z ( j.k,l,m jk,l,m X
J

e Pjk

Jok,l,m

(unitless)  Eq. 60

where

bsjk;k1m 1s the base share or weight of a given fuel mode j in end-use sector & and is unitless
(BSJK); BSSJKLM separates out coal and biomass and is also an exogenous regional sector- and
time period-specific parameter used in calibration in the base year; these weights are recalculated
during the model’s re-iteration process and may be used in the calibration process,

Pjk;«1m 1s the price of the service as provided by a given fuel mode j in sector & ($/energy
service),

rpjk; is the price elasticity of that service in sector k£ (RPJK: unitless; exogenously sector- and
secondary fuel-specific parameter for liquids, gas, solids (coal+biomass), electricity, and
hydrogen (hydrogen ‘s rpjk value is that of electricity’s); RSSPJK is the price elasticity when
separating out coal and biomass,

X represents economic activity by the ratio (unitless) of GDP per capita at time ¢ (m) and GDP
per capita in the base year,

1yjK;im 1s the economic activity elasticity (RYJKLM: unitless) (regional sector- and fuel

mode-specific time-dependent input parameter). This elasticity exponent of X represents the
relationship between the fuel mode demand and the economic activity (represented by the change
in GDP at time m from the base year).'® °

The energy service price index

The energy service price index or aggregate service price index represents the change in
aggregate energy prices between two model periods. This is computed as the ratio of the sum of
the cost of energy services in each service sector weighted by that sector’s share of all energy
services at time ¢ divided by the weighted sum calculated during the previous model period. Thus,
the weighted sum of the individual energy service prices, PS (unitless), is

18 Iyam: hydrogen’s economic elasticity value equals that for electricity; in the case of biomass it equals that
for coal.

" In the demand equation for energy services by the transportation and building sectors the elasticity
coefficient (ryy,) of X represents the relationship between energy services demands and the change in
income (represented by GDP per capita) from the base year
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> bsk, Pk, .
PS k

(unitless ratio) Eq. 61

ratio

% bSkk,l,m—l Pkk,l,m—l

where

Pky1.m is the cost of energy services to end-sector & ($/energy service), and

bsky 1 is the regional base year energy consumption (BSKL: in EJ) of sector & of the aggregate
energy service demand (an exogenous regional sector-specific input parameter).

The weighted sum of the individual energy service prices, PS4, is used in the iterative GDP
adjustment (see Section 2.2.4).

2.2.4 GDP

GDP is a major determinant of energy demands. It functions as a proxy for both the overall level
of economic activity and as an index of income (Edmonds and Reilly, 1985:15). GDP is primarily
a function of labor force levels and exogenously set rates of labor productivity increases. GDP as
a determinant of energy demands is normalized against the base year. The impact of labor
productivity and the labor force on GDP is simulated as follows:

GDPindex, ,, = GDPindex, ,, , ® (1+Pro,,, )™ e LBFindex, , (unitless)  Eq. 62

where

GDPindex, , is the normalized GDP value (normalized against the base year GDP value,
which makes the GDPindex for the base year equal to one),

Proy,, is the labor productivity increase (labor productivity growth) from one point in time to
the next (PROLM: unitless rate; a regional time-dependent input parameter),

Nstep is the time span from one time period to the next (15 years in MiniCAM) and,

LBFindex, is the ratio of the size of the labor force in the current period to that in the
previous period. The size of the labor force is calculated by one of two methods:

0 The product of the population and the fraction of the population in the labor force (both
exogenously set parameters at time ¢, ZLM: regional time-dependent population; LFPerc:
unitless fraction; a regional time-dependent input) (see Tables 1 and 6 in Appendix 6 for
data examples), or

0 the working age population as calculated using an internal demographics module.

The first method is used in most current work.

Base year GDP and GDP values in baseline scenarios are calibrated to base year data and
exogenous GDP scenario specifications by adjusting labor productivities. When MiniCAM is
used for alternative scenario analyses (i.e., policy cases), GDP values are allowed to vary as
energy prices influence GDP.

To reflect the impact energy prices can have on GDP, the normalized GDP value (GDPindex) is
adjusted for the overall energy service price (PS) (Edmonds and Reilly 1985:260). This feedback
is part of the iterative process of finding the energy balances. A first order approximation of this
effect is represented with the following elasticity relationship:
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GDPindex,,, = GDPindex, ,  PS,_; " (unitless)  Egq. 63

ratio
where
GDPindex, ,, is the normalized regional GDP at time ¢ (m),
PS..ii0 18 the ratio of the aggregate price for all energy services at time ¢ (m) divided by the
calculated aggregate price for all energy services at the previous point in time, and
IGpragj 18 the elasticity coefficient representing the percentage change in GDP resulting from a
one percent change in the PS ratio®® (see Table 4 in Appendix 6 for example values).

This GDP feedback is intended to provide a simple long term feedback from changing energy
prices to GDP when used as the driver of energy and non-energy emissions. This formulation is
not intended to provide a measure of the change in GDP due to changes in energy prices or
policy. Such changes are far more complex to calculate. Note that the change in GDP due to
changes in energy prices is small.

2.2.5 Energy Demand

The demand for energy is determined by the population level, the level of economic activity
(GDP) and the market prices of primary energy, adjusted step-wise from market prices of primary
fuels, to regional prices for secondary fuels, to prices or costs of energy services as described in
the previous section.

The three end-use sectors for energy services are (see Figure 4):
e Transportation
e Buildings (residential/commercial)
e Industry

Demand for energy services

The demand by the end-use sectors for energy services is modeled as a demand for the least
costly energy service fuel mode (Edmonds and Reilly 1985:248). “The constant elasticity
equation structure offers a first-order approximation to an arbitrary energy service demand
function at a point. That is, it can replicate not only the total demand for service, given an
arbitrary set of exogenous variables, but also provides a log-linear estimate of the effect on total
demand of a change in these independent variables. It does not provide a second-order
approximation of an arbitrary demand function at a point. That is, it does not provide an estimate
of the rate at which elasticities change as exogenous variables change for an arbitrary demand
function” (Edmonds and Reilly 1985:249) %',

2 Elasticities are parameters representing the relationship between the percentage change in output
resulting from a one percentage change in the value of the base parameter. Thus, when Z=X" B=d InZ/d In
X, or, the percentage change in Z results from a one percentage change in X (Edmonds and Reilly
1985:248-249).

! Edmonds and Reilly 1985:248-249: “The demand for total energy services is derived from a constant
elasticity equation, generally written as Z=4X?Y where the dependent variable Z (e.g., aggregate service
demand) is a function of X (e.g., the price of the aggregate energy services) and Y (e.g., income) and where
A is a scale term and B and C are elasticities (parameters), where B=d [nZ/d In X and C=d InZ/d In Y
(percentage change in Z (energy service demand) resulting from a percent change in either X (price) or ¥
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Energy service demand by the transportation and building sectors is simulated as follows:

pky )
Pkk,l,m

Fk =bsk,, o| —=" o XM o Pop. (EJ/year) Eq. 64
Pkk,l,m:Z

k=transportation—or—buildings,l,m
where

bsky  is the regional base year energy consumption (BSKL: in EJ) of sector & of the aggregate
energy service demand (an exogenous regional sector-specific input parameter),

PKic 1w/ PKic1m= base year 18 the ratio (unitless ratio) of the total cost of energy services to an end-
sector k at a point in time (in $/GJ calculated in the price-processing) and the total cost of energy
services to an end-sector £ in the base year (1990). The value of Pk, is part of the iterative
process,

rpk,1is the regional sector-specific energy service price elasticity of the energy services price
ratio PKy 1 m/PKi 1, m=baseyear (Unitless); this elasticity parameter is recalculated as part of the iterative
process (see Equation 66 below),

X represents the economic activity in the form of the regional GDP per capita (income) at time
t (m) divided by the regional GDP per capita in the base year (a unitless ratio) (The value of the
GDP is part of the iterative process in policy impact scenario analyses: after the calculation of
energy prices the GDP is adjusted (see Section 2.3); the adjusted GDP impacts income, which
impacts the demand for services, etc.),

ryky 1.m is the sector-specific economic activity elasticity (RYKLM: unitless) (an exogenous
regional sector- and time period-specific input parameter), and

Popingex 1s the ratio of the population at time ¢ divided by the population in the base year
(unitless).

Demand for energy services by the industrial sector is determined similarly except that, instead
of population size index, demand is indexed to the change in GDP over the base year:

pky
Pk k,I,m

Fk =bsk,, e o Y Hiim (EJ/year) Eq. 65

k=industry,l,m
k k,l,m=2

where

Y as economic activity is represented by the regional GDP at time m divided by the regional

GDP in the base year (unitless).

Demands for a particular energy service, such as transportation, may be assumed to grow even if
population stabilizes, because income continues to increase. However, the amount of energy
needed to meet those demands may not grow at the same rate due to technological improvements
as well as to shifts in fuel service shares as described below.

Elasticities

The energy service price elasticities, rpy |, in the equations above (Equation 65), measure the
relationship between energy service price and energy service demand for the given sector. This
elasticity is negative because demand decreases as prices increase. The (regional) energy service
price elasticities 7p s are iteratively updated for four time periods (1990, 2005, 2020, 2035). This

(income). (B and C are the price and income elasticities, respectively). See also Equation 23 in Edmonds
and Reilly 1985:260.
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update is performed because energy service elasticies in developing economies can change
significantly as their energy systems evolve into ones that use modern energy forms. After 2035,
that is, from the year 2050 on, the energy service price elasticity coefficients 7p js are held at the

2035 value. The update is calculated by means of the following equation:
Pkk,l,m .
rpk, ,= Rpk, e ——— (unitless)  Eq. 66
, k,I,m
where

Rpky is the energy price elasticity — with one value for each end-use sector (an exogenous
service sector specific input parameter; RPKK: unitless),

Pk.1.m is the regional time-dependent total energy services cost ($/energy services) to a
regional end sector k (the value of Pk, is part of the iterative process); Pk, represents the
costs of all secondary fuels that partake in the sector-specific energy services (liquids, gases, coal,
biomass, electricity, and hydrogen) according to their shares in that energy service,

Pfky | m represents the fuel costs only, of the regional total energy services cost ($/energy
services) to a regional end-sector k at a point in time; Pfky ., represents the costs of all secondary
fuels minus their non-energy cost of transformation of fuel j for end-sector £, that partake in the
sector-specific energy services (liquids, gases, coal, biomass, electricity, and hydrogen) according
to their shares in that energy service.

The economic activity elasticity, ryj kj,k,l,m: represents the elasticity of economic activity in the

form of the change in GDP at time m from the base year when determining the shares of the fuel-
mode demands (see Equation 60).

The economic activity elasticity, ryKy | m, represents the elasticity of economic activity in the

form of changes in income (GDP per capita) at time m from the base year when determining the
transportation and building sectors’ energy services demand (see Equation 64).

For the industry sector, the economic activity elasticity, ryky | m, represents the elasticity of
economic activity in the form of the change in GDP at time m from the base year when
determining the energy services demand by industry (see Equation 65).

Note that the economic activity elasticities of demand as used here relate to the demand for
energy services, not the demand for energy itself.

The values of these elasticities, particularly over long time periods, are not certain and there are
large variations in estimated values.

Demand for each fuel mode

Determining fuel demand from the total demand for energy services for an end-use sector has two
parts. The first part is a transformation from energy service demand to energy use. The second is
a logit share equation that splits the service demand between the individual fuel modes.

Two parameters embody the transformation from energy service demand to energy use. Each fuel
has a coefficient that represents the efficiency at which that fuel is transformed into an energy
service. In addition, the overall transformation between energy service and fuel use is adjusted by
the amount of cumulative technological change as represented by an annual rate of end-use
energy intensity improvement (AEII). This latter parameter is the way by which the relationship
between energy service demand and fuel use changes over time. In practice, this parameter
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embodies both efficiency improvements and changes such as the shift to a more service oriented
economy, which results in a lower rate of energy demand for a given increase in income.

In more detail, demand for each fuel mode (Fjkj,,, in energy units, EJ) by each end-use sector k
is equal to the product of total service demand (Fk;,, in energy services units), the fuel service
share (Sjk; ; unitless) and the fuel requirement per unit service (gjk; ), divided by the level of
technological improvement (Techj; unitless) (Edmonds and Reilly 1985:260 eq 24).

Fkk,l,m

Fjk —
Tech;,

iklm gjkj,k ® Sjkj,k,l b (EJ/year) Eq. 67
where

gjkjx is an energy service-specific conversion coefficient or input-output coefficient, which
represents the energy intensity of transformation of secondary fuel j (liquids, gas, coal, biomass,
electricity, or hydrogen) for use in end-sector k (GJK: GJ/energy service; the energy service unit
depends on the technology-specific transformation process) (an exogenous sector-specific input
parameter); note that gjk; . is a regional and time-specific parameter for the transportation
sector, and gjk;« m 1s an exogenous sector- and time-specific input parameter for hydrogen fuel
cells,

Fky 1. is the energy service demand of sector k& (in energy services units), and

Techy is the level of technological progress (calculated from TKLM, which is unitless), which
may act to conserve energy even when prices fall. “This specification allows for both continued
progress and stagnation to be explicitly considered” (Edmonds and Reilly 1985:260); this
technology parameter can be set by region and end-use sector for future points in time:

Tech,,,, =Tech,, ., *(1+ T, )™ (unitless)  Eq. 68

where

Nstep is the time step of 15 years, and

Tx1m 1s the sector dependent regional technology dependent technological rate change
(TKLM: unitless). This technological change parameter, also called efficiency parameter or
autonomous end-use energy intensity improvement parameter (the AEII), is a time-dependent
index. It represents the annual rate of change in the relationship between the demand for energy
services and actual energy use that would go on independent of such other factors as energy
prices and real incomes. The inclusion of an exogenous end-use energy efficiency improvement
parameter allows scenarios to be developed that incorporate different levels of improvement in
end-use energy intensity. This parameter is used in the final calibration step in sectoral energy
consumption for scenarios with specified final energy demand pathways (see Tables 57 and 58
for example values),
and,

Sjki11s described in Equation 60 as SPjk;x;, which represent the shares of the fuel modes j
competing in obtaining the lowest total cost of energy services, Pk at time m, t0 an end-sector £, .
Calculation of these shares is part of the iterative process of the model solution of balancing
supply and demand. In the final solution, the share values (Equation 60) used in determining the
total costs of energy services to an end-sector k (Equation 59) are the lagged (by one time period)
share values of the fuel-specific energy demand shares. The share value Sjk;; depends on (1)
bsjk;.1.m, the share or weight of a given fuel mode j in sector &, on (2) Pjkjm the price of the
service as provided by a given fuel mode j in sector k, on (3) rpjk;y, the price elasticity of that
service in sector k, on (4) X, which represents economic activity as a ratio income at time ¢ and
income in the base year, and on (5) ryjkj,kyl’m, the sector’s economic activity elasticity:
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. : ik i 1yiKi k 1.m
Sik., | = bSka,k,l,m d Pka,k,l,m e X
ikl T

(unitless)  Eq. 69
Z(bsjkj,k,l,m o Pjk ™kt o X MHikim )

j.k,I,m

j
The shares of the fuel modes (Sjk; ;) that, initially for the base year, are calculated from input
parameters for weights (bsjk; 1), are re-calculated during the calibration process by adjusting
these weights (bsjk; 1.1 for j=liquids, gas, solids and electricity). In addition, adjustments have to
be made through the calibration process for the correct split between coal and biomass which fall
both under “solids”.

Demand for each secondary fuel

A region’s total demands for each of the secondary fuels j (£j;;,» where j are liquids, gas, coal and
biomass; see Figure 4) are calculated as summations of the sectoral end-use fuel demands:

Ejjim = ZFJk joklm (EJ/year) Eq. 70
K

where
Fjkj1m are the fuel mode demands by the end-use sectors.

Secondary fuel demands, Fj; ., of electricity and hydrogen are calculated in a more complex
way, given that they are interdependent. This is described in the next section.

Electricity and hydrogen interaction

In the MiniCAM framework, each electricity and hydrogen production technology is described by
a share, which represents the fraction of the total generation that is provided by that technology
(Su,;; and Shy,;;, respectively; Equations 54 and 43, respectively). If electricity and hydrogen were
used only by end-use sectors, then the shares could be multiplied by the total secondary fuel-
specific end-use demand and their transformation coefficients (gu,;;, and ghy,; .., respectively)
and the fuel demand by each technology would be known as would electricity and hydrogen
production after solving for the energy balance.

Total electricity and hydrogen production are, however, mutually interdependent. The total
generation of electricity is equal to the total amount of electricity needed for end-uses plus the
total amount needed for generation of hydrogen. The same is true for hydrogen production where
the total hydrogen demand is equal to that needed for end-uses plus the hydrogen needed to
generate electricity via fuel cells.

This interaction requires a set of linear equations that can be solved algebraically. They are solved
for the total demand for hydrogen and electricity as a function of the end-use demands by means
of the fuel shares (Su,; ;) for electricity generation by fuel cells and the fuel shares (S#;;;) for
hydrogen production through electrolysis and the transformation coefficients (gu,;;,, and ghy; ;).

The consistency coefficient for the amount of electricity that is needed to generate hydrogen by
electrolysis (/..p) 1s calculated as the product of the share (S%;,,) of the hydrogen in generating
hydrogen as secondary fuel from electricity and the transformation coefficient or energy intensity
(ghpi1m) of that process. Similarly, the consistency coefficient for the amount of hydrogen that is
needed to generate electricity from fuel cell technology (ecoes), 1s the product of the share (Su,;;)
of the electricity in generating electricity as secondary fuel from fuel cells and the transformation
coefficient or energy intensity (gu,;;») of that process. As long as the product of the two
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coefficients is less than one the total demands for hydrogen and electricity can be adjusted as
follows:

v

N F.]j:hydrogen,l,m + FJj:electricity,l,m b coeff

FJj:hydrogen,l,m - *h

(El/year) Eq. 71
I-¢

coeff coeff

F- _ F.]j:electricity,l,m + F.]j:hydrogen,l,m * hcoeff
Jj:electricty,l,m -

(El/year) Eq. 72
1 - ecoeff * hcoeff

where

h . =Sh hil ® gh hi,l,m (unitless) Eq. 73
and

Cooetr = SU 1 @ 8U (unitless) Eq. 74
where

Shy;, is the share of hydrogen that is generated by electrolysis and ghy; ., is the inverse of the
transformation efficiency, that is the energy intensity, of that process. Similarly, Su,; is the share
of electricity that is generated from fuel cell technology and gu,; ., is the inverse of the efficiency
of that process.

The potential for an inconsistency exists if either of the denominators in Equations 71 or 72 is
negative, that is, if either of the share coefficients (S4;;, or Su,;,) is too large. This would be the
case if, for example, most of the electricity would be generated by hydrogen and insufficient
electricity would be generated by non-fuel cell sources to meet the demand for electrolytic
hydrogen. The product of the two consistency coefficients (ecoep and /c.ep) is therefore checked
and if that product is greater than one, the shares (Su,;; and Shy,;,) are automatically rescaled and
only then the process outlined is executed.

In addition, the solution described above interacts with capacity limits in a complex manner since
intermittent renewable technologies have no capacity limits for electricity generation, the amount
of which is not known before these equations are solved. An iterative solution is implemented
which converges within a few iterations. The electricity shares are re-balanced while keeping the
hydropower share constant.

Primary fuel demand

Primary fuel demands are the total amounts of each fuel that are needed to meet the requirements
for direct use of fuels in the end-use sectors plus fuel needed as inputs to the transformation
sectors (electricity, hydrogen, and synfuels).

Primary fuel demand (EDRIKL;;; Energy Demand of Regional primary fuels | by end-use sector
K in regions L) to meet the direct demands of fuel modes by the end-use sectors (Fjkj . ; see
Equation 67) (see also Figure 4) is calculated by end-use sector for oil, gas, coal and biomass,
respectively, as:

EDRIKL, , , =Fjk;, . ®gij; i= oil, gas, coal or biomass (EJ/year) Eq. 75

where
Fjk;x1m are the fuel mode demands by end-use sectors & (EJ; Equation 67),
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gij; represents the relationship between the unrefined input producing one unit of secondary
fuel; also called conversion intensity of oil, gas, coal, and biomass (GLJ: unitless or j of primary
energy/J refined fuel), and

i in EDRIKL;, stands for regional primary fuel energy demand calculated from the regional /
secondary fuel mode demand for each sector «.

Regional direct primary fuel demands for oil, gas, coal and biomass (EDRIL;;: Energy
Demand of Regional primary fuels | in regions L) are found by summing over the end-use
sectors:

EDRIL;, , = Z:EDRIKLL](’1 i=oil, gas, coal or biomass (EJ/year) Eq. 76
k

Primary sectoral end-use fuel demand (EDRIKL; ) to meet synfuel generation demand is equal to
the end-use demand for each synthetic fuel times the conversion ratio for the appropriate
feedstock. The end-use demand for each synthetic fuel is, however, a shared demand as described
under synfuel production (Equations 35 and 36). These shares determine the demands of primary
energy and need to be summed in a number of steps. The generated synliquids compete with
refined oil; the generated syngas compete with processed gas. The primary fuel demands to meet
synfuel generation demands are summed over the end-use sectors k after multiplication with the
share values for each of the synfuels:

SFuel.

Jsi,l,m

(EJ/year) Eq. 77

joi,1,m

= > EDRIKL,, , » SynShare
k

where

j is the feedstock: gas, coal, or biomass,

i is the produced crude or gas,

EDRIKL;y, stands for regional sectoral end-use primary fuel energy demand (see Equation
75), and

SynShare;; . are the shares (see Equation 35) of feedstocks j when producing liquids or gas i.

The primary fuel demands for synfuel production are then transformed to their primary fuel
equivalents by multiplying with the appropriate conversion factor and summing over the synfuels
(i); next they are added to the previously calculated direct primary fuel demands (Equation 76):
EDRIL,,, =EDRIL;,  + ZSF uel;,, ®gc; i=oil, gas, coal or biomass (EJ/year) Eq. 78
J

where

Sfuel;;;m are the primary fuel demands for synfuel generation (Equation 77), and

gci; 1s an intensity conversion coefficient of synfuel production (GCI: input J/output J; a fuel

source-specific (coal, gas, biomass) and synfuel-specific (liquid, gas) conversion coefficient that
is the same for each region, does not change over time and has values of 1.5.

Primary fuel demand to meet hydrogen demand for fossil fuels is calculated as follows and
added to the previously calculated primary fuel demands (Equation 78):

EDRIL;, , =EDRIL;,  + Fjj:hydrogcn,l,m * Shhii,l * ghhi,l,m ® gij;

i = oil, gas, coal or biomass (EJ/year) Eq. 79
where
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Fji.m 1s the total secondary fuel demand (Equation 68) that needs to be shared out with the
Shy;, share coefficient by fossil fuel type: oil, coal, gas, biomass, etc. and (re)transformed to
primary fuel,

Shy; | are the shares of the competing fuels in generating hydrogen,

ghpi;m is a conversion coefficient which is unitless (GHILM: units GJ/GJ); an exogenous
regional time- and fuel specific parameter representing the ratio of Joules energy input to Joules
hydrogen fuel generated, and

gij; is the conversion intensity coefficient representing the ratio of Joules primary energy as
input and Joules of secondary energy generated (GIJ: unitless or GJ of primary energy/GJ refined
fuel); gij; is an exogenous input parameter that is not time dependent nor region-specific.

Primary fuel demand to meet electricity demand for fossil fuels is calculated as follows and
added to the previously calculated primary fuel demand (Equation 79):

EDRIL;, , =EDRIL;,  + Fjj:electricity,l,m *Su,, e guiui,l,m ° gij;
i=oil, gas, coal or biomass (EJ/year) Eq. 80

with the same methodology as described for hydrogen.

The regional primary fuel demands (EDRIL;,,,), thus determined, are the summed over the
transformation sectors regional primary fuel demands for oil, gas, coal and biomass.

In cases where the fuel market is global (as set by the user), the regional demands are summed to
obtain a global fuel demand (ZEDRIL;;,,, summed over the regions /). This demand must be met
by an equivalent supply, which is described in the next section.

2.2.6 The energy balance and other markets

The variables for which the markets are solved are the global supplies and global demands of the
primary fuels™.

The global primary energy demands are the summations of the regional primary energy
demands (EDRIL) as described above:

EDRI, = ZEDRILm,m for oil, gas, coal, and biomass  (EJ/year) Eq. 81
1

The global primary fossil fuel supplies required to meet the demands are based on the
calculated potential regional supplies, which are based on the prices of the demanded fuels and
the regional supply curves (see Section 2.2.2). Regional supplies (ESRILM; ;) (Energy Supply of
Regional primary fuels | of regions L at time period M) are set equal to the calculated supply
(ESILM;,; ), that is, equal to the number of Joules that can be supplied regionally. In addition, to
meet regional synfuel generation demand, the synfuel primary fuel demands (Sfuel;;; ) as
calculated in Equation 77 are added to the (raw) oil and gas supplies. Thus,

ESRILM;, = ESILM;  , + ZSfuel for oil and gas (EJ/year) Eq. 82

joi.lm

22 With regard to emissions these are the markets of importance.
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where for Sfuel;;;m, i denotes the produced liquid or gas and j denotes the feedstock of gas, coal,
or biomass corresponding to the i indicators in the supply notations, ESILM;; ,,and ESRILM; .

To determine the global supplies, the regional primary fossil fuel supplies are summed over the
regions:

ESRI, = Z:ESRILMLLm oil, gas, coal, and biomass  (EJ/year) Eq. 83
1

The balance between the supply (ESRI;,,) and demand (EDRI;,) of the primary fuels is reached

when the model is solved for an excess demand of zero— the difference between demand and

supply. Thus, for any period, an equilibrium will exist when a set of prices are found for which all

excess demands are zero. To reach an excess demand of zero, both demand and supply has to be

determined iteratively.

The part of the market-supply vector™ that is comprised of the primary fossl fuels is determined
by the ESRI;,, elements:

MrkPRD,, =ESRI, | oil, gas, coal  Eq. 84

The part of the market-demand vector that is comprised of the primary fossl fuels is determined
by the EDRI; elements:

MrkDEM,, = EDRI; oil, gas, coal  Eq. 85

For the biomass market the market vector elements are comprised of AgL.U biomass from
dedicated biomass farms and ERB biomass:

MrkPrd,—4=ESRIi—4 +2 AgSupi-viomass; Where ESRI;—4 refers to the ERB related biomass and
AgsupPi—piomass, refers to the AgLU generated biomass CDR—piomass,i.m after converting calories to
EJ, and

MrkDem,-4=EDRI;-4+> Agdem;—s-piomasss Where EDRI;—4 refers to the ERB related biomass and
Agdem;—4—piomass) refers to the AGLU demanded biomass after converting calories to EJ

For the greenhouse gas emission market the market vector elements are the emissions produced
and the emission targets or constraints:

23

Fuel markets IAgricultural product markets
1=0il 6 = Wood
2 = Gas 7 = Forward Wood
3 = Coal 8 = Food Grains
4 = Biomass 9 = Coarse Grains
10 = Oil Crops
GHG market 11 = Miscellaneous Crops
5 = Carbon, Methane, etc. 12 = Pasture Products
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The part of the market-supply vector representing GHG emissions can be determined by carbon
emissions produced (CemTot: Equation 114):

MrkPRD , . = CemTot Eq. 86

Analogously, the part of the market-demand vector representing GHG emissions can be
determined by carbon emission targets (Emiss: exogenous):

MrkDEM_, _; = Emiss, Eq. 87

The part of the market-supply vector comprised of the agricultural products is determined
by agricultural supplies (AgSup;,) (see Part I1I) where supplies depend on yield. The supply, in
brief, of crops, biomass, pasture, and forest products is calculated as the product of amount of
land allocated to each land use (Equation 125) and that land’s use average yield (Equation 129).
Agricultural supplies are expressed in calories for crops and animal products and in cubic meters
wood for forest products.

MrkPRD ¢, = > AgSup,, Eq. 88
1=1
where
MrkPrd =2 AgSupi-wood, refers to wood produced,
MrkPrd =2 AgSupi-fwood, refers to forward wood;
MrkPrd—s=> AgSUPizbeef mution, Tefers to beef and mutton produced;
MrkPrdk—=>AgSUPi-foodgrains, Tefers to food grains produced,
MrkPrdw=10=2AgSUPi-coarseerains,) TfErs to coarse grains produced;
MrkPrdw-11=2AgSuPi-oilcrops; refers to oilcrops produced; and
MrkPrdmk:IZZZAgsupi:misccorps,l referes to miscellaneous CTOPS prOduced-

The part of the market-demand vector comprised of agricultural products is determined by
agricultural demands (4gDem; ;- CDR;;,,, for crops, processed crops, and animal products: see
Equation 120; AgDem; ;- WDR;,,,, for wood products: see Equation 121). Agricultural demands
are expressed as constant elasticity demand equations where for the agricultural demands the total
amount of calories demanded for each of the agricultural demands, CDR;; ,,, are further described
in Part 111, Equation 120, and demands for cubic meters industrial wood and fuel wood are further
described in Part III, Equation 121) Thus,

MrkDEM ¢, = D_AgDem, Eq. 89
1=1

where

MrkDem,-=>Agdem;—y,0q; refers to the over the regions summed wood production for
wood products and wood fuels WDR present,.m;

MrkDem,—7=> Agdem;—yo0q; refers to the over the regions summed forward wood production
for wood products and wood fuels WDR —forward 1.mj

MrkDem,,—s=> A gdem;—peefamution; Tefers to the total amount of calories demanded from beef
and mutton, CDRipeef mutton,,m Multiplied by PastOut which is the ratio of pasture-based feed
calories needed per calorie of animal product, which is based on land demand for pasture. The
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total amount of calories demanded from beef and mutton is first corrected for self consumption
and fixed trade, however;

MrkDemy—o=2"Agdemiooqgrins; refers to the sum of two types of foodgrain demands,
CDRi:food grains,l,m;

MrkDemy-10=2"Agdem;-coarsegrains; refers to the sum of two types of coarse grain demands,
CDRi:coarse grains,l,m;

MrkDempyy-11=2Agdemiiicrops;1 refers to the sum of two types of oil crop demands,
CDRizoilcrops,l,m; and

MrkDempyy-1=>Agdemi-misccorps)  refers to the summed two types of miscellaneous crop
demands, CDRj=misccrops,m-

Processed crop demand fractions are calculated analogously to all other agricultural demands as
CDRi—processederops,,m» and corrected for net exports. These fractions are then multiplied by the
overall demands for food grain, coarse grain, oil crop and miscellaneous crop and the results are
added to the food grain, coarse grain, oil crop and miscellaneous crop demands, respectively.
Pork and poultry demand fractions are calculated similarly to other agricultural demands as
CDRi—pouttry,;m and CDRi—porc1.m,» multiplied by exogenous input of animal products and added to
the food grain, coarse grain, oil crop and miscellaneous crop demands.

Excess demand is then calculated as:

ExDem , = MrkDEM , — MrkPRD Eq. 90

where
mk refers to the markets as described above.

Global market prices are retained in the market price array, P;-; . with the region indicator /
set to one.

When equilibrium occurs, the markets are said to “clear.” The mechanism for clearing the
markets is through the solution algorithm, which adjusts market prices (e.g., primary fuel prices)
until the excess demand is less than the solution criteria, typically a small number (less than one
but greater than zero). The solution algorithm needs only to access the price, supply, demand, and
excess demand information to operate. The solution algorithm adjusts prices until supplies and
demands are balanced or the excess demand meets the solution criteria. Prices adjusted by the
solution algorithm affect technology costs, demand for inputs and sector outputs.

Note that calibration is achieved through the iterative process of recalculating the shares of the
different technologies such that ultimately the energy service demands of the end-use sectors are
met. Calibration is part of the iterative process of clearing the markets (see Section 2.2.8).

After balancing the total demand and supply of each of the primary fuels in energy units (GJ)
emissions can be calculated by multiplying the consumed energy with the appropriate emission

coefficients, after subtracting the non-combusting fuel amounts and after accounting for scrub
technologies.

2.2.7 Imports, Exports
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The crux of MiniCAM’s treatment of trade is that any surplus (or deficit) in regional production
relative to regional supply results in an implicit export (or import) of that fuel to other regions.
Global demand is met, but the specific amount traded from one region to another is not defined.
Only global and regional total net export (or import) volumes are defined.

2.2.8 Calibration procedures

There are two parts to the calibration process: calibration to base year data and calibration to
future scenario assumptions.

The base year calibration procedure adjusts parameters such that the following quantities match
base year values for each region: (a) GDP, (b) electricity generation by fuel, (c) total energy use,
(d) fuel-specific energy use by end-use sector, and (e) total CO, or carbon-equivalent emissions:
GDP calibration is achieved by adjusting regional labor productivity.

Calibrating the participation of oil, gas, coal, biomass, nuclear and hydro energy in the generation
of electricity is achieved in a number of steps: First the weights of coal and biomass are re-
evaluated (the bssu,;,, parameters are re-scaled based on the input end-use energy shares for each
fuel); then, the weights of the input fuel shares, the bsu,,;,, parameters for oil, gas, coal, biomass
and nuclear energy are rescaled and the hydro weight, bsu,,;;,, is set equal to its fixed fuel share
(needed by the electricity price routine).

To calibrate the total and fuel-specific sectoral distributions of the end-use sectors, the first check
is on the transportation sector: if the new module for US transportation is activated and if there
are discrepancies with external data (the transportation and industry sectoral shares are re-
adjusted. Then, on the basis of input sector and secondary fuel-specific final demand data, the
weights for oil, gas, coal, and electricity, bsjkju,, are adjusted and the correct split between coal
and biomass confirmed. Biomass supplies are adjusted if biomass supply in each region is not
sufficient to meet demand (no biomass is assumed for the first period). Given that hydrogen fuels
are not a factor in the base year, the fuel share weight readjustments are limited to the fuels listed.

The sectoral total energy use is calibrated by adjusting the sectoral technological efficiency
parameters, T}, , which determine levels of technological change and innovation. These end-use
efficiency parameters represent the level of sectoral technology (e.g., transportation, buildings,
industry). The sectoral technological efficiency parameters, 7}, s, are rescaled based on the ratio
of the summed energy services demands simulated and the summed energy service demands from
the input data.

CO, emissions in the base year are calibrated by adjusting the carbon emission coefficients (CO;:
tons C/EJ/year), which are based on the carbon content of the fuels. Since CO, emissions
coefficients can be based on different assumptions for energy units (higher versus lower heating
values for example), this calibration assures that accurate base year emissions values are
obtained.

Calibration to future paths for GDP and final energy use can be done when simulations are
intended to meet certain criteria with regard to changes in economic activity and/or certain
assumed developments in energy use, as in prescribed scenarios. For a prescribed GDP path step
(a) is followed. Calibration to a regional path for final (or primary) energy consumption follows
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step (d). Note that exact regional calibrations to primary energy consumption cannot always be
achieved due to different regional assumptions on conversion losses and primary-energy
equivalents for non-fossil energy sources. Therefore, primary energy calibration is only assured
for global calibration.

2.3 Calculating Greenhouse and Non-Greenhouse Gas Emission

One of the main focus points of MiniCAM’s integrated assessment modeling is the calculation of
the greenhouse gas emissions. In the MiniCAM, carbon dioxide, nitrous oxide, methane, sulfur
dioxide, reactive gas, and halocarbon emissions are calculated once global fuel use has been
determined. Reactive gas and halocarbon emissions are recent additions to the model and are not
documented here, although the mathematical procedures followed are identical to those for
methane and nitrous oxide with the substitution of appropriate driver values and emissions
coefficients.

2.3.1 Carbon dioxide emissions from the ERB module

In the ERB module carbon dioxide emissions from fossil fuel use are calculated after global fuel
demands have been determined. Emissions are equal to the carbon emission coefficient times the
amount of fuel used. Emissions associated with energy transformations (synthetic fuels,
electricity generation, and hydrogen production) are allocated to the region where the
transformation occurs.

Global average carbon coefficients for oil, gas, and coal combustion, unconventional oil and
biomass (CO;: fuel-specific emission coefficients) represent carbon release, based on the carbon
content of the fuel, during combustion or processing in teragrams carbon per EJ energy. The
emissions coefficient for unconventional oil represents combustion’s carbon release related to oils
from heavy oil deposits, tar sands, or oil shales. Emissions are calculated after
a) gas flaring losses have been accounted for in the case of gas production (see Equation
92),
b) the non-fuel use fraction has been subtracted,
¢) the amount of secondary fuel combusted with and without scrub technologies is
determined,
d) after synfuel production is accounted for; note that previously the raw fuels required for
synfuel production had been added to primary fuel demands
® gc; (see Equations 76 through 80). The

Jsi,LL,m

EDRIL,,, =EDRIL,, + > SFuel
J

raw fuel requirements (gas, coal and biomass) for synfuel production are referred to in
the next set of equations as

(EJ/year) Eq. 91

Synlnput;, = = Z:SFuelj’i,Lm °gc;
j

where

Sfuel;;;m are the primary fuel demands for synfuel generation (Equation 77), and
gci; 1s an intensity conversion coefficient of synfuel production.
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e) emissions from primary fuels can now be calculated.

(a) Gas lost in gas production (which implicitly includes non-commercial gas use) due to flaring
is calculated from flaring coefficients (Firi, Fir2, and Fir3) as FLR. Emissions due to burning of
gas flaring are determined by flared gas burning parameters (Sbri, Shr2, and Shr3) as SB .
Burning of shales is determined by shale burning parameters (Shalel, Shale2, and Shale3) as
SHAL; .. The equation that determines gas flaring (FLR;,,), gas burning (SB;,,) and shale burning
(SHAL, ) is illustrated in Equation 92 for gas flaring, where Fr] is the initial proportion of flared
gas lost, FLr2 is the ultimate fraction that is lost at time m and F/r3 is the number of years losing
FLr2;
(1—(m—1)¢Nstep) (m—l)ONstep

FLR,, = Fly  ry oFly, Fix (unitless)  Eq. 92
where

Nstep equals 15 and m is the number of time periods since the base year, and Flrl1, Firl2, and
FIrl3 are regional gas flare parameters; we may substitute the regional gas burn parameters Sbrl,
Sbr2 and Sbr3 to calculate gas venting and burning, SB;,, used in Equation 93, or the regional
shale burn parameters Shalel, Shale2 and Shale3 to calculate shale burning, SHAL, ,, used in
Equation 104.

Emissions due to gas venting and flaring are calculated as follows:

FLR,
CO " o ESILM,

Cemissions. i—gas *SB @ —(1 “FIR, ) i—gas,l,m

i=gasflare,l =

(MMTC) Eq. 93

(b) Carbon dioxide is not released from fossil fuels due to fossil fuel used as asphalt, lubricants,
and waxes; “1-SFEDIL” represents regional feed stock shares for oil, gas, coal, and biomass
(unitless fractions).

(c) The amount of secondary fuel combusted with and without scrub technologies needs to be
determined. The fuel demanded for scrub technologies and non-scrub technologies is calculated
from the total electricity demanded (£7};;,,) and the shares of the fuel-specific (Su,;;) scrub and
non-scrub technologies (Ssu,;;) where ui is the technology. Thus the demanded electricity supply
through fuel-specific scrub and non-scrub technologies, ESU,; ., is calculated as follows where
ESU,; ;. 1s the energy in Joules that needs to be combusted as secondary energy to meet demand
(and that needs to be converted to primary energy for emission calculations by multiplying with
the conversion coefficients gu,;;,, or ghy;;» and gij ;; see Equation 99).

ESU

where

ui is an indicator of any of the electricity generating technologies,

Fji.m 1s the total electricity (j) demand for region / at time m,

Suy, is the share coefficient of the competing fuels (in the form of prices) in generating
electricity, and

Ssu,;; are the electricity generation shares of the scrub- and non-scrub technologies.

=Su,, ®Ssu,, *Fj;, , (EJ/year) Eq. 94

ui,l,m

For hydrogen production the demanded fuel supplies through fuel-specific scrub and non-scrub
technologies, ESH,;;m, 1S calculated in an analogous fashion:

ESHM,m = Shml ) SShhi,l ) Fjj,l,m (EJ/year) Eq. 95
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where

hi is an indicator of any of the hydrogen generating technologies,

Fjj1m is the total hydrogen (j) demand for region / at time m,

Shy;, is the share coefficient of the competing fuels (in the form of prices) in generating
hydrogen, and

Sshy; ; are the shares of the scrubbed and unscrubbed oil, or scrubbed and unscrubbed gas, or
scrubbed and unscrubbed coal in generating hydrogen.

(d) Synfuels are assumed to emit carbon via the appropriate product coefficient, that

is, syngas is assumed to emit carbon by means of the gas coefficient; and synoil by means of the
oil carbon coefficient. The difference in emissions between the emissions of the product and that
of the feedstock is assigned to the production sector. If carbon is sequestered during the synfuel
production processes, that carbon is subtracted from the emissions of the production sector.

Emissions from liquified gas are calculated as follows:

=Synlnput._ eCO._ , —
y p i=gas i=coal (MMTC) Eq 96
)eCO

Cemissions;

i=synfuel _gas
SFuel,_,,, iiiq1m ® (1—SedFil

i=oil,l i=coal
Emissions from synliquids derived from coal and syngas derived from coal are calculated as
follows, which includes carbon removed in the transformation process due to scrub technology if

RemFrac,  is not equal to one:
e CO.

i=coal i=coal

o(1- SedFili:oil,l) *CO;_ o —
) CO.

i=gas

Synlnput
SFuel.

i=coal, j=liq,l,m

SFueli:coal,j:gasjl,m) L4 (1 - SedFll

Cemissions,

i=synfuel coal =

e (1-RemFrac, )

i=gas,l
(MMTC) Eq. 97
where

RemFrac, is the fraction of the emissions that can be scrubbed during synfuel generation
checked for maximum sequestration criteria, SeqFractMax (Equation 28).

Emissions from synliquids derived from biomass and syngas derived from biomass are calculated
as follows:

= (SynInput, ¢ CO

i=synfuel _b i=biomass i=biomass
SFuel,

i=biomass, j=liquid,L,m ® (1-SedFil,_; ) CO
SFuel, )e (1-SedFil_,, ,)*CO,_,,)

i=biomass, j=gas,l,m i=gas

Cemissions;

(MMTC) Eq. 98

i=biomass

(e) For conventional oil, gas, coal, and biomass emissions are calculated as follows, which
includes, if the RemFrac,; parameter is not equal to zero, carbon removal through scrubbing by
utility scrub technology and hydrogen production scrub technology. Emissions from direct
biomass burning are set to zero in most scenarios, however.

67



FFconse (1 -SedFil ;) -
Cemissions = CO, o| RemFrac,, o (ESU;, , ® gu,;; ,*glj; + (MMTC) Eq. 99
ESH;, ., ® ghy,; ,, ® g1j;)

where

CO; is the emission coefficient of oil, gas, coal or biomass,

SedFil;, is the fraction of the feedstock that is not combusted,

RemFrac, is the fraction of the emissions that can be scrubbed during electricity and/or
hydrogen generation,

ESU,i1m is the energy in Joules (Equation 94) that needs to be combusted as secondary
energy, electricity, to meet demand and that needs to be converted to primary energy for emission
calculations by multiplying with the conversion coefficients guy;;, and gij;.

ESHy,i1.m 1s the energy in Joules (see Equation 94) that needs to be combusted as secondary
energy, hydrogen, to meet demand and that needs to be converted to primary energy for emission
calculations by multiplying with the conversion coefficients ghy;,, and gij;,

gU,i1m 1S the transformation efficiency when electricity is produced,

ghpi ), 1s the transformation efficiency when hydrogen is produced,

gij; is the transformation efficiency from primary to secondary fuel conversion, and

FFcons equals the primary fuel demanded for transformation into secondary fuel supply, but
for the primary fuels demanded for synfuel production, which implies that
for conventional oil, fossil fuel consumption is represented by conventional plus
unconventional oil; thus

FFcons_,;, = EDRIL_;, + ESIL (EJ/year) Eq. 100

i=oil,l
refined gas fossil fuel consumption refers to refined gas consumption (EDRILi—ys;) without the
additional syngas (Syninputi—g,sm) that can be consumed; thus

FFcons,_,, = EDRIL;, —Synlnput,_, | . (EJ/year) Eq. 101

for conventional coal, fossil fuel consumption refers to EDRIL;—..,; while subtracting for the coal
that is used for gasification and/or liquefaction; thus

FFcons, = EDRIL; , — SynInput (El/year) Eq. 102

i=coal,l
and for biomass fuel, consumption refers to EDRIL;—piomass) While subtracting for the biomass that
is used for gasification and/or liquefaction; thus

FFcons, = EDRIL;, —SynInput

i=biomass,|

i=unconventionaloil

i=coal,l,m

(EJ/year) Eq. 103

i=biomass,l,m
Emissions from shale oils are calculated based on shale oil burning (SHAL ;,,) as follows:

Cemissions.

—hateo] = CO, @ ESILMLLm OSHALLm +CO, o(1- SedFili,l) (MMTC) Eq. 104
where

SHAL,,, is the shale burning fraction.

For each of the end-use sectors emissions are based on fuel mode demands, attributing shale oil
production emissions and flared emissions to the industrial sector. Thus, for transportation,
buildings and industry

o (1 SedFil ) (MMTC) Eq. 105

Jsk,1,m

CO2, =) CO, eFjk
j
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For hydrogen production carbon emissions are calculated from the primary fuel demands meeting
hydrogen demand (EDRIKL;,,,) from which the amounts potentially sequestered have to be
subtracted:

o(1-SedFil ;) - C (MMTC) Eq. 106

j,l,m scrub _ hydrogen

CO2,r0pen = Z CO; « EDRIKL
]

Electric utilities carbon emissions are calculated from the primary fuel demands meeting
electricity demand (EDRIKL;,,,) from which the amounts potentially sequestered have to be
subtracted:

o(1-SedFil ;) - C (MMTC) Eq. 107

J,l,m scrub _ electricty

CO2 iy = 2 CO; @ EDRIKL
J

Emissions from the processing of limestone during cement production are input exogenously and
are added to fossil emissions before emissions are passed to the climate module.

2.3.2 Carbon sequestered in the ERB module

If carbon is removed in synfuel generation processes, the removed carbon is kept track of as
“carbon sequestered”.

— SFuel,

i=coal,j=liq,l,m

) (1-SedFil _,,, ) CO,

i=gas

i=coal

SynInput,__,, ¢ CO

i=coal
*4 | SFuel,

i=coal, j=gas,l,m

o(1-SedFil_,)eCO.__ —
( i=oil1) '™ |e RemFrac,, (tons C) Eq. 108

When emissions are removed by electric utilities’ scrub technologies when oil, gas, or coal are
combusted, the scrubbed carbon is calculated from the total electricity demanded (Fj;,) and the
shares of the fuel-specific (Su,;;) scrub technologies (Ssu,;;) where i is the scrub technology. The
demanded electricity supply from fuel-specific scrub technologies, is based on ESU,;;,,, when ui
represents a scrub technology.

The amount that is scrubbed and then sequestered is:

C scrub

where

CO; is the carbon emission coefficient based on the carbon content of the fuel combusted
(COIL: tons C/EJ for oil, gas, or coal),

ESU,i1m 1s the energy in Joules that needs to be combusted as secondary energy to meet
demand and that needs to be converted to primary energy for emission calculations by
multiplying with the conversion coefficients guy; ., and gij;.

=CO; eESU;,,, ®gu , ®gij ®* RemFrac,, (tons C) Eq. 109

During hydrogen production carbon can be removed through scrub technology when oil, gas, or
coal is combusted and /i denotes a scrub technology in quantities calculated as above:

Cemy =CO, oESH |, ® ghhi,l,m e gij. eRe mFrac, | (tons C) Eq. 110
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where
ESHyi1m and ghi;;, are equivalents to the utility variables (ESU,;, and guyi;m), but specific to
hydrogen generation.

2.3.3 Non-CO, Greenhouse Gas and Reactive Gas Emissions from the
ERB module

Emissions of radiatively important substances other than CO, are more difficult to model since
these emissions are not simply proportional to fuel use or other activity factors. These emissions
are often by-products of some activity and depend, in general, on the technology used. The
“activity factor” can be any quantity calculated by the model. Units vary with the gases. The
model works internally in terms of gas weights for the non-CO, greenhouse gases. When the
calculations incorporate GWP (Global Warming Potentials: see Table 4; or alternative indices)
unit conversions are therefore not required.

Radiatively important substances are often controlled for reasons other than climate concerns and
these reductions, are not modeled at the same level of detail as are changes within the energy
system. Instead, an aggregate formulation based on income-driven controls is used. Reductions in
these gases due to a climate policy are implemented using marginal abatement cost curves.
Mathematically, non-CO, greenhouse gas emissions are modeled as follows

Em, =Em _ factor e Driver e (1 - Control(GDP /Cap,)) ® (1 - USER, )o (1 —MAC(C _ Price), )
(variable units) Eq. 111

where
Em_factor is an emission factor, which is either input by technology, or derived from base

year emissions. All CHg and N>O emissions factors are currently derived by the model directly
from base year emissions data,

Control(GDP/Cap,) is an emission control due to non-climate policy (e.g., SO» or NOy
specific),

MAC(C_Price), is a Marginal Abatement Curve (MAC) that represents emissions reductions
due to climate policy as a function of the price of carbon (or carbon-equivalents). The MAC’s
used are adapted from EPA studies, and

USER; is an user-defined reduction in emissions intensity over time that represents efficiency
improvements or adjustments for other factors not directly modeled.

Drivers and controls for each source are listed in Appendix 6 and summarized in Table 4.

Table 4 ERB non-CO, emissions

Methane: CH,

Industrial Sources

Transportation (Mobile Sources)

Coal Mining

Electric Utilities (Stationary)

Natural Gas Systems

Petroleum Systems

Wastewater Treatment

Biofuel Combustion
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Nitrous oxide: N,O

Elec Utilities (Stationary)

Transportation (Mobile)

Adiphic Acid

Nitric Acid

Most cost curves for non-CO2 greenhouse gases are estimated using bottom-up methodologies.
Such curves often include reductions that are cost effective even without carbon cost pricing.
Such “below zero” options can be dealt with in a number of ways. The MiniCAM contains an
option to phase in any “below zero” options over a number time steps as specified by the user.

A costcurve example
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Figure 9 Cost curve example relating carbon prices to emission reductions

Each cost curve is, for a particular emissions source, defined by two indices; the first specifies the
gas (e.g., 1= ERB CHy; 2= ERB N,0; 3= Ag CHy4; 4= Ag N,0), and a second index that defines
the source. The cost curves can be defined for a variable number of points in each curve. An
example cost curve is shown above. The x-axis is the carbon price, the y-axis is the percentage
reduction in emissions that corresponds to the carbon fee. The model finds a percentage reduction
in emissions through linear interpolations based on the carbon fee.

The model works in one of two modes. In one mode, as depicted in Equation 111, the base year
emissions level for each of source is read in for every region. The model then calculates an
emissions coefficient using the base year activity factor so that emissions are calibrated to base
year emissions data.

Alternatively, an emissions factor can be read-in directly for each source sector and region. These
methods can be applied separately by source and region as needed by the nature of the available
data.

2.3.4 Emissions from the AgLU module
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While net land-use emissions are small relative to fossil fuel carbon emissions, their treatment
can have a major impact on the initial cost of achieving any emissions mitigation objective (e.g.,
PNNL12021)

In the AgLU calculations, carbon densities are applied to each land-use category to provide an
estimate of the carbon stock during each 15-year time step (see Table 81 in Appendix 6 for data
estimates). Carbon emissions from land-use change are calculated as the difference in carbon
stock between periods.

The land allocated to crops, pasture, forests, commercial biomass, and unmanaged land changes
over time in response to changing demands, income, agricultural technologies, and prices of
agricultural products. Each regional land-use category is assigned a carbon density for soils
(CSdens; i-janause: TgC/000ha) and above ground plant material (CLdens;;=japause: TgC/000ha).
Changes in land use are translated directly to changes in carbon stocks with net carbon emissions
equal to the product of land use changes (ha/000) multiplied by carbon densities (Tg/000ha) for
each land-use class.

Historical land use changes are used when vegetation change and soil emissions are calculated for
the first time period and for soils when the more refractory carbon decays (slower) in subsequent
time periods.

For crops, biomass, pasture, forests, and unmanaged land the carbon emissions from above
ground are calculated as follows:

nr

EmLC,, = Z:[CLdens]’i J

1=1

—Landuse.

Landuse.
Llm-l ] (MMTC) Eq. 112

i,l,m

Nstep

where
i1is an index for land use: crops, biomass, pasture, forests, and unmanaged land (see also Part
11I)

For soils the carbon emissions are not only based on changes in land use, but also on

a fractionation of the carbon according to decay rates. Thus, 60% of the soil carbon is assumed to
decay when land use change occurs during the simulated time period PercDecay,=0.6); 30% of
the soil carbon is assumed to only decay in the next time period PercDecay,,.;=0.3), and 10% of
the soil carbon is assumed to decay during the second time period — 30 years — after the land use
change occurs (PercDecay,,.;=0.1):

EmSC, | = Z{ Z [CSdensLi e PercDecay, o

1=1

Landuse, —Landuse_ |
Nstep

m=m-2

(MMTC) Eq. 113

2.3.5 Non-CO, greenhouse gas emissions from the AgLU module

Variables and drivers for the calculation of non-CO, greenhouse gas emissions from the AgLU
module are listed in Table 5. Methane emissions resulting from agricultural processes are due to
enteric fermentation and animal waste (scaled to livestock production) and rice cultivation (scaled
to overall crop production). Nitrous oxide emissions from agricultural processes result from
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fertilizer use (scaled to overall crop production), and managed and unmanaged manure (scaled to
livestock production).

Drivers and controls for each source are listed in Appendix 6 and summarized in Table 5.

Table 5 AgL.U non-CO, emissions

Methane: CH,

Land Use/Burning

Enteric Fermentation

Manure Management

Rice Cultivation

Agricultural Residue Burning

Temperate Forest Fires

Nitrous oxide: N,O

Human Sewage

Agricultural Soils

Manure Management

Biomass Combustion

Agricultural Residue Burning

Land Use/Burning

Unmanaged Manure
Temperate Forest Fires

2.3.6 Total carbon emissions

Carbon emissions are accounted for in two separate categories, those from industry and fossil fuel
use and those as net land-use emissions. This is necessary because land-use emissions have
different implications for the carbon-cycle than industrial emissions.

Industrial emissions are the sum of emissions from fossil-fuel production and from cement
production. Cement emissions are currently exogenously specified and are added to fossil
emissions before they are passed to MAGICC.

Total net land-use emissions are calculated by the AglL.U module as indicated above.

Emissions from energy use can be reported for each point in time by fuel, end-use or
transformation sector, and region.

4
CemTot = z Cemissions,; from oil, gas, and oil (MMTC) Eq. 114

i=oil,gas,coal

2.3.7 Sulfur Dioxide Emissions

Sulfur dioxide is thought to be an important climate forcing agent. Once emitted into the
atmosphere, sulfur dioxide forms sulfate aerosols which are light in color, reflect sunlight, and act
as a cooling agent. Aerosol particles tend to make clouds more dense and reflective. The
magnitude of both these effects are very uncertain. The radiative effects of aerosol particles
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depends on the mix of particles, particularly the presence or absence of absorbing black carbon or
soot particles.

Emissions of sulfur dioxide depend primarily on the amount of coal and oil combusted and any
emission controls in place. Emission controls in this context include de-sulfurization of fuels,
using a lower sulfur source for the same fuel, and end-of-pipe sulfur removal. Additional
anthropogenic sulfur sources include industrial process emissions, natural gas processing, use of
traditional biomass fuels, and biomass burning (savanna burning and deforestation).

Sulfur dioxide emission calculations are implemented as shown in Equation 115 (Smith et al.
2002). Sulfur emissions from fossil fuel combustion are modeled using region and fuel-specific
sulfur contents (see Table 72 in Appendix 6), ash retention percentages (for coal) (see Table 71 in
Appendix 6), and appropriate control percentages (see Tables 73-79 in Appendix 6).

The effect of advanced energy transformation technologies has a significant impact on sulfur
emissions. Fuels used in advanced electric combustion technologies like combined-cycle
gasification systems, hydrogen production, or the production of synthetic fuels are assumed to
emit no, or almost no sulfur dioxide. Given that the MiniCAM is an aggregated model the
average electricity generation efficiency for each region and time step for these technologies is
specified as follows: if electric generation efficiency is 55% or greater, 99% of the sulfur is
removed while zero removal is assumed for an average efficiency of 40% or less. A linear
interpolation between these two efficiency values determines actual sulfur removal (Smith et al.
2002). For liquid fuels a final sulfur content is used to calculate f,,,,, the maximum control
percentage in Equation 115. This allows the future sulfur content of end-use petroleum products
to be directly set as an input parameter.

The degree (percentage) to which regional emissions will be controlled is simulated as a logistic
function of income based on the assumptions that attention to local and regional air pollution will
increase with increased affluence (for which there is historical evidence) and that increasing
affluence allows for an increase in resources that can be devoted to pollution controls (Smith et
al. 2002). Income is measured in terms of purchasing power parity, which is, in this case a better
measure of relative wealth than simply exchange-rate-based GDP.

EmSulfur, = _ FuelUse | SulfurContent o (1 f,, )e (1 —f

(TgS) Eq. 115
EnergyContent

control)
where
FuelUse is the regional and sectoral-specific fuel consumption in EJ,
EnergyContent of each fuel is measured in GJ/kg,
SulfureContent is a constant percentage over time,
f.en 18 the ash-retention fraction, and

f

fcontrol is determined as follows fcontrol = _— Eq. 116
—c(GDPpercap‘ / GDPpercap pidpo int )

1+e K

where

fimax 1 the ultimate reduction percentage,

GDPpercapmidpoint is the midpoint of the GDP control curve at which point emissions are
reduced by 0.5*GDPpercap, and
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T is the per GDP per capita range over which the control percentage goes from 10% to
90% of finax.

The regional, sectoral, and fuel-specific emissions can be summed to obtain and estimate of the
global sulfur emissions. Only regional fuel consumption (Fuel/Use) and control percentages
change in the future. The regional energy content, sulfur content, and ash retention are held
constant at the 1990 base year emissions in the projections. How these regional base year
emissions are obtained is described in Smith et al. (2001). In brief, 56% of 1990 world emissions
were estimated as being derived from coal, 24% from oil, 15% from industrial processes and 3%
from biomass burning.
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PART Il

3. AgLU: the Agriculture Land Use module

Projections of global greenhouse gas emissions over the next century show that the agricultural
sector will likely play a significant role in potential future increases in radiative forcing and
climate change. Greenhouse gas emissions associated with agriculture include methane, nitrous
oxide and carbon dioxide (Sands and Leimbach 2001; Sands and Edmonds 2002; Edmonds et al.
1996).

The agricultural sector can reduce net emissions of carbon dioxide through the production of
carbon-neutral biomass fuels to substitute for some portion of fossil fuels that would otherwise be
used. Conversely, carbon dioxide emissions may result from deforestation. Carbon, methane and
nitrous oxide emissions may be reducible through improved agriculture management techniques
and/or technological innovation. Conversely, increasing demand of agriculture products may
cause increasing emissions.

The Agriculture and Land Use (AgLU) model was initially developed to simulate global land use
change and carbon emissions as responding to a carbon policy. Edmonds et al. (1996) constructed
the first version of the AgL.U model as an addition to the ERB model. The current version (Sands
and Leimbach 2001; Gillingham et al. 2002; Sands and Edmonds 2002) expands on the original
version with a revised demand structure; a supply structure derived in analogy with the ERB logit
sharing mechanism; and a future forests market that eliminates instabilities in forest production.

The AgLU model is a top-down economic model with sufficient structure to simulate regional
land use change and the resulting emissions over one century, that is, over the same time period
as the ERB model. Agl.U adds markets for composite crops, animal products, and forest products
to the original ERB world markets for oil, gas, coal, and biomass (see Table 2 for a list of the
final 12 markets)**. Commercial biomass, along with the shared (with ERB) driving forces of
GDP and population provide the link between the energy structure of ERB and land use in AgLU.

The AgLU model contains enough complexity to (1) provide estimates of carbon emissions from
land-use change over the next century in response to changing population, income, and
agricultural technologies, (2) evaluate the role of commercial biomass and its impact on land use

* ERB’s and AgLU’s markets (Table 2)

Fuel markets IAgricultural product markets
1=0il 6 = Wood
2 = Gas 7 = Forward Wood
3 = Coal 8 = Food Grains
4 = Biomass 9 = Coarse Grains
10 = Oil Crops
Carbon market 11 = Miscellaneous Crops
5 = Carbon 12 = Pasture Products
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in a carbon-constrained world, and to (3) provide estimates of methane and nitrous oxide
emissions from the agricultural sector.

AgLU is a dynamic® partial equilibrium economic model; it has 1990 as base year and performs
its calculations in 15-year time steps as does ERB. The three primary drivers of land use change
are population growth, income growth, and autonomous increases in future crop yields. Even
small changes in the rate of increase in future yields can have a large impact on the amount of
cropland needed to maintain adequate diets, expressed as calories in the AgL.U model. Changes in
the regional composition of consumption in response to higher incomes can also be important,
especially if people in developing countries increase per-capita consumption of animal products
to the level seen today in the United States and Europe (Sands and Edmonds 2002).

At the core of the AgLU model is a mechanism that allocates land among crops, pasture, forests,
and unmanaged land such that economic return from each land use type in each region is
maximized (see Figure 10). A joint probability distribution is defined over yield in each
alternative land use. Yield is measured in units of calories per hectare for crops and pasture, and
in cubic meter wood for forests. With additional information on prices and non-land cost of
production, landowners are assumed to select the land use with the greatest economic return
calculated as revenue less non-land cost of production. With simplifying assumptions on the
geographic distribution of yield, a reduced form solution can be obtained for the share of total
land in each region allocated to each land use as a function of prices and non-land costs of
production.

unmanaged pasture forest

crops biomass

Figure 10 Nested approach to land use

Carbon densities appropriate for each land-use category provide an estimate of the carbon stock
during each 15-year time step. Carbon emissions from land-use change are calculated as the
difference in carbon stock between periods. Methane emissions resulting from agricultural
processes are due to enteric fermentation and animal waste (scaled to livestock production) and
rice cultivation (scaled to rice production area). Nitrous oxide emissions from agricultural
processes result from fertilizer use (scaled to overall crop production), and managed and
unmanaged manure (scaled to livestock production).

> The dynamic aspect results from the fact that changes that have occurred up to one point in time form the
initial conditions for the calculations for the next point in time, analogous to the ERB module. Land
allocation is, however, input as an initial condition at each point in time and then, for that point in time,
recalculated as explained in the text below.
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The land allocation methodology used is adapted from Clarke and Edmonds (1993) which
considers the related problem of selecting a set of energy technologies to produce a given energy
service at minimum cost.

Supply Solution Mechanism Demand

Taxes &
Subsidies

i

l Local
Price
Supply of Crops,

Livestock T Demand for Crops,
Biomass ~ Livestock, _ Livestock, &
Price > Biomass Energy, & > ¢ I Forest Products
Forest Products World Market
‘ stand-alone
or ERB
Land Use
Emissions

Figure 11 AgLU schemata

Figure 11 shows how AgLU can be run as a stand-alone model once time paths of gross domestic
product and population are specified for each region. Note that two other arrows impacting
AglLU’s production are climate and technology. Climate impact as such can be simulated
explicitly (with no input or feedback from MAGICC and/or SCENGEN outputs, however)
through climate parameters. These climate parameters are multipliers representing climate,
implemented to simulate changes in yield. Technological change is simulated as an autonomous
process as in the ERB module. Commercial biomass is simulated through regional-specific input
parameters. The price of biomass calculation in the stand-alone AgLU is described in Section 3.2.

When the AGLU module is linked with the ERB module, the price of biomass as feedstock (in
$/GJ) is determined through a global market by adding biomass supply and demand to waste
biomass supply and demand in the ERB module. The AgL.U land use allocation responds to the
demand for biomass as competitive fuel for energy production. Given a high enough biomass
feedstock price, regions are capable of growing commercial biomass. Production and markets for
biomass are separate from forest products; commercial biomass is envisioned as short-rotation
trees, switch grass, etc. Biomass production is, in general, not competitive with the ERB biomass
waste given that ERB’s biomass waste is produced at lower costs than commercial biomass.
Commercial biomass is only produced if the global biomass price is greater than the fixed cost of
biomass production, which is an input parameter to the AgLU.

78



3.1 Data that are required

Agricultural data for base year calibration were obtained from the Food and Agricultural
Organization (FAO 2000) of the United Nations. The four composite crops are built from FAO
data on cereals, starchy roots, sugar crops, oil crops, fruit, and vegetables. Each individual crop is
first converted from the original FAO units of kilograms to calories using weights with units of
kilocalories per kilogram. Individual crops are then aggregated to composite crops (markets are
active for food grains; coarse grains; oil crops; and other crops) using units of calories. A similar
procedure is used for animal products. The three animal composite products (beef and mutton;
pork; and poultry) are built from FAO data on meat, animal fats, milk, and eggs (trade in animal
products between regions is fixed at 1990 levels; crops and forest products have global markets).
Forest products use the original FAO units of cubic meters (markets are for wood and for future
wood).

Productivity of field crops is calibrated in the model base year to match historical FAO data.
However, these crop yields do not necessarily remain constant over the simulation time frame.
Historical crop yields have been steadily increasing over time and AgLU allows crop yields to
increase in the future at a rate specified by the model user. Average productivity tends to fall,
however, as agricultural production expands into more marginal lands. Conversely, average
productivity will tend to increase if agricultural production in a region contracts. The net of the
modeled agricultural productivity is the combination of these two forces.

3.2 The price of biomass in AgLU in stand-alone mode

When the AgLU is executed in stand-alone mode or linked with ERB the role the carbon price
plays in the model solution is analogous to the market prices for wood, crops and animal
products. Once (regional) population and income over time are specified the remaining key inputs
are the price of biomass and the carbon price. Increases in the carbon price create incentives for
production of commercial biomass, given that the carbon price in part determines the price
received by growers of commercial biomass. As a consequence, carbon price affects land
allocation and, therefore, (carbon) emissions from land use change. Carbon prices can be
provided exogenously or set to zero for land use simulations without a carbon policy. Carbon
prices are assumed to have units of $/metric ton C. When a carbon policy is implemented, it is
represented by a positive carbon price; that is, emissions partake in the calculations of the fuel
price by linking emissions with a carbon price.

In the AgLU market equilibrium, in the stand-alone mode?’, the price paid for biomass liquids
will equal the price of refined petroleum-based liquids. Therefore, the price received for a
biomass-based fuel is calculated with the Leontief equation, similar to cost and price
determinations of fuels described in the ERB module. The Leontief cost calculation needs the
price of crude oil, the cost of refining oil to a transportation fuel (OilTranCost), and the non-
energy costs in the form of carbon content of oil (OilCarb) valued at the price of carbon (P pon):

*® When the AgLU module is linked with the other MiniCAM modules the biomass price is part of the
iterative supply and demand equilibrium solution with the AgLLU land use allocation responding to the
demand of biomass as competitive fuel for energy production and carbon price is not simulated.
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P =P . +OilTranCost + P

biofuelfromoil oil carbon ® Ollcarb ($/GJ) Eq 117
where

P, is the price of crude oil $/GJ,

OilTranCost is the cost of refining oil to a transportation fuel ($/GJ) which is an equivalent to
a combination of the non-fuel cost parameters in the ERB module,

Peavon 18 the market price of carbon ($/metric ton or Kg C) which in principle does not differ
from a carbon penalty as described in the ERB module when scrub technology in synfuel
generation was described, and

OilCarb is the carbon content of oil (kg C/GJ).

Biomass-based liquid fuels are competitive with oil when the price of biomass feedstock adjusted
by its net energy content after conversion plus the cost of transformation to liquid fuel, is equal to
the price received for biomass-based fuels:

P, .
Pbiofuelfrombiomass = ﬁ + BIOTranCOSt ($/GJ) Eq 118

where

Priomass 1 the price of the biomass feedstock ($/cubic meter biomass feedstock),

EtoBio is the energy efficiency of converting solid biomass to a liquid fuel (GJ of biofuel per
metric ton of biomass) (is as the fuel cost (g) parameter in the traditional Leontief; see Section
2.2), and

BioTranCost is the cost of transformation biomass feedstock to liquid fuel ($/GJ) (is a non-
fuel cost (4) parameter in the traditional Leontief; see Section 2.2).

If we solve for the price of biomass feedstock (Ppiomass in $/m’C) using Equations 117 and 118
(in a market equilibrium, the price paid for biomass liquids will equal the price of refined
petroleum-based liquids), we obtain the price received for biomass as a function of the crude oil
price and the carbon price:

P

biomass

= EtoBioe (P, +P

oil carbon

e OilCarb + OilTranCost — BioTranCost)
($/m’C)  Eq.119

To convert this biomass feedstock price from $/m’C to $/J it is multiplied by a conversion factor
(GJperGCAL which is an input parameter).

3.3 AgLU markets

In the AgL.U module, in the stand alone mode or linked with the ERB module, markets are
modeled globally for each composite crop, for the forest products, future forest products and
biomass (after commercial biomass supply from the AgLLU module is added to the biomass
supply of waste if AgLU is linked to the ERB module). The markets are modeled regionally for
composite animal and pasture products — if production of animal products is not sufficient to meet
regional demand then grain must be imported to produce more animal products.

International trade is an important mechanism in AgLU allowing regions with a growing

population to maintain adequate diets even when limited amounts of unmanaged land can be
converted to agriculture.
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The composite crops in AgLU are traded freely among regions so that increases in global demand
are supplied wherever it is least expensive to grow them. The four composite crop types are food
grains, coarse grains, oil crops, and other crops. The food grains composite is a combination of
wheat and rice, and is actually the total number of calories of wheat and rice produced within a
region. The coarse grains composite crop in AgLU includes corn and all other cereals. Oil crops
consist primarily of soybeans in the United States, but other oil crops are included. The “other
crops” category includes the total calories of all remaining food crops, such as fruits, vegetables,
and starchy roots. Even though trade in animal products is limited, trade in coarse grains used for
animal feed provides a mechanism for indirect trade in animal products.

Animal products are limited to regional markets. Regional supply must equal regional demand,
adjusted for trade in animal products between regions at fixed 1990 levels. This assumption is
reasonable given the relatively small amount of trade between regions in animal products, due
mostly to high transport costs for these products. Animal products are treated separately from
grains because people in developing countries are assumed to consume a greater share of calories
from animal products as per capita incomes rise.

A composite forest product is used to meet demand for both industrial wood and fuel wood.
Unlike the other products, forest products are measured in units of cubic meters. The forest
product markets are also cleared globally with one world price. Two markets for forest products
are brought into equilibrium within each AgLU time step. One market is for trees cut today and
another market is for trees planted today but harvested in the future. The current market
determines today’s price of forest products and the forward market determines a future price of
forest products.

Current supply of forest products depends on the number of trees planted in the past. AgLU
operates in 15-year time steps and assumes that tree lifetime is 45 years, or three model time
steps. During any given AgLU time step, the vintage of trees that was planted three time steps
previously is cut to provide current supply of forest products. Supply of current forest products is
therefore fixed, and AgLU searches for a price that brings global demand for industrial wood and
fuelwood into equilibrium with this fixed global supply.

3.2.1 bemand

Demand for biomass is not computed directly. Instead, a price for biomass is exogenously
supplied, which determines the amount of land demanded to be dedicated to producing biomass.
If the AgLU module is linked with the ERB module, determination of the biomass price is
dependent on the linked model solution process.

Consumer demand for food (calories) creates direct demands for crops as well as indirect
demands through animal products. FAO food balance data for 1990 were aggregated into three
broad food categories: crops consumed directly, crops consumed indirectly as processed crops,
and animal products. Direct crop consumption consists primarily of cereals, but also includes
starchy roots, fruits and vegetables. Processed crops include vegetable oils from oil crops,
sweeteners from sugar crops, and alcoholic beverages. Animal products include meat, milk,
butter, eggs, and animal fats. As shown in Figure 12, consumption of processed crops and animal
products varies greatly across regions.
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Figure 12 Food consumption in 11 regions in 1990 (from Sands and Leimbach 2001)

The demand equation for each of the crops, processed crops, and animal products is expressed
similarly to the (constant elasticity) demand equations for transportation, buildings and industry
in the ERB module:

aj

Pilm B
CDR = Ail o ———— .Yi ljlm
> > P 5L

i,l,m=baseyear

N, ,*C,

,L,m

(total calories demanded per year) Eq. 120
where

CDR; , is the demand for calories (total calories demanded per year in a region at time ¢),

i can be crops, processed crops, animal products,

1 is a region index,

m is the point in time of the calculation,

A, is a scaling coefficient (unitless) to calibrate the price and income feedback terms in the
base year,

P;.1.m is the market price of the commodity ($/calories consumed per person per day),

Qi s the price elasticity,

Yim is per-capita income index {$ GDP/population/($§ GDP/population i, vase year)} »

B is the income elasticity for the calories demanded which implies it may differ from income
elasticity in the demand equation for transportation, industry, or buildings (ryim),

Ny is the total population by region (which differs from the population index, the ratio of the
regional population at time ¢ divided by the regional population in the base year, in the demand
equation for energy services in the transportation and building sector), and

Ciim is calories consumed per person per day (multiplied by 365 to get yearly consumption).

Demand for agricultural products may vary over time in two ways. The first is through directly
varying C;,,, (calories consumed) as an exogenous input by region and food category, providing a
simple way to create scenarios of alternative future diets. The second way is through the price and
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income elasticities, ¢;; and S, respectively. Care must be taken in setting price and income
elasticities so that simulated consumption stays within a plausible range in each region and food
category. Income elasticities for crops and processed crops are set to be small and positive, or
zero. Similarly, price elasticities for these two food categories are set to be small and negative, or
zero. Data from Figure 11 suggest that consumption of animal products is more responsive to
income and price than is consumption of crops and processed crops. Price elasticities for animal
products are negative and greater (in absolute value) than price elasticities for crops and
processed crops. This price feedback on consumption of animal products is necessary to find an
AgLU market solution for scenarios with slow rates of improvement in crop yield over time.

A broader view of global food supply and demand is shown in Table 6, which is a simplified food
use table in units of kilocalories per person per day derived from FAO food balances. Total
production of crops, including crops used in the production of animal products, is much larger
than final demand for crops. Table 6 is structured with each column representing a production or
consumption activity, and each row containing inputs to these activities. For example, the first
row of Table 6 shows all uses for crops. The first entry in the row for crops represents self-
consumption as seed and waste; the third entry is the amount of crops used as feed in the
production of animal products.

Table 6 FAO production and demand example (from Sands and Leimbach 2001)

Production Activity Final Demand
Crops Processed | Animal Food Other Stock Total
Crops Products Uses Change Production
Crops 344 748 1,041 1,726 51 49 3,959
Processed Crops 0 0 2 532 80 -4 609
Animal Products 0 0 37 382 38 0 457

By comparing the number of calories of crops fed to animals with calories of animal products
consumed as food, we see that the global average efficiency of converting crops into animal
products is roughly 37%. The efficiency would be even lower if we considered the caloric content
of pasture used as feed. This illustrates the importance of preferences for consumption of animal
products as a driver of future land use changes.

We could also compare the number of calories of crops used to make vegetable oils, sweeteners,
and alcoholic beverages to the calories of these processed crops consumed as food. This
conversion process has a much higher efficiency than converting crops into animal products.

AgLU computes demand for two types of forest products: industrial wood and fuel wood.

ajl

WDR., =A _ P YP oN
ilm — i1 ® P ® Yiim ®*Nim

i,l,m=baseyear
(total m® wood demanded per year)  Eq. 121

where

WDR;  is industrial wood and fuel wood in cubic meters demanded,

1 1s industrial wood, or fuel wood,

1 is a region index,

m is the point in time of the calculations,

A is used to calibrate base year demands ($/m’ wood) to historical data by region
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Pi 1 m/Pi 1 m=baseyear 18 the price ratio of the commodity ($/m3 wood/ same in base year),

o, is the price elasticity,

Yim is per-capita income index {$ GDP/population/($ GDP/population i, pase year)} »

P11 is the income elasticity for the wood demanded which implies it differs from income
elasticity in the demand equation for transportation, industry, or buildings (ryim),

Niym is the total population by region (which differs from the population index, the ratio of the
regional population at time ¢ divided by the regional population in the base year, in the demand
equation for energy services in the transportation and building sector).

The price per cubic meter is assumed the same for industrial wood and fuel wood. Income
elasticity is positive for industrial wood and negative for fuel wood. With rising income, demand
for industrial wood increases and demand for fuel wood decreases.

Consumer demand for food grains and miscellaneous crops creates a demand for cropland
directly. Demand for processed crops creates an indirect demand for cropland through the
conversion of crops to vegetable oils, sweeteners, and alcoholic beverages. Demand for animal
products creates an indirect demand for crop land and pasture land used as animal feed but with a
net loss of calories through the conversion from crops to animal products. Demand for biomass
fuels also requires cropland especially in scenarios with high prices of fossil fuels or scenarios
that place a high value on limiting carbon dioxide emissions.

Prices of agricultural products are adjusted when solutions are sought in balancing demand and
supply while supply is determined by a land allocation mechanism and assumptions on yield.

3.2.2 Land allocation

The land allocation diagram (Figure 10) shows how land is allocated among alternative land uses.
During any model time step, some land is already committed to trees previously planted. Other
land will be allocated among crops/biomass, pasture, and newly planted trees. Crops and
commercial biomass are grouped in a nest because we assume that land for growing crops
competes directly with land for growing commercial biomass, e.g., the case of a biomass crop
such as switchgrass that could be used for energy.

The land allocation scheme used in the AgLU model is based on profit; this is described next.

Profit rates

Selection of land use is based on maximizing economic return at each location. Profit per hectare
is equal to revenue (yield per hectare times price received) less production cost (yield per hectare
times non-land cost per unit of output). This relationship is shown in Equation 122 where i is an
index for land use type, [ is the region index, and p is an index for geographical location within a
region.

T e = Yitmp ® (Pi,l’m - Gi,l’m) 1= crops, biomass, pasture (annual $/ha) Eq. 122

where
T mp 1S the economic return of the land as a profit rate ($/ha-yr),
i1is an index for land use: crops, biomass, pasture, forests and unmanaged land
1 is the region index,
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p is an index for geographical location within a region,

YiLmp 18 yield per hectare for land use i in region j at location p (calories/ha),

P;.1.m is the market price for the product produced by land use 7 (units $/yield units: calories or
m’); prices of biomass are obtained from the ERB module; market prices of animal products
(Pizanimar) and crops (P i=rops) are solved for within the model; prices of pasture are obtained as
shown in Equation 126 as dependent on crop-feed and pasture-feed calories, non-land costs per
unit output, and the prices of crops and pasture; and

Gim is the non-land cost per unit of output in land use (units are $/yield units: calories or m’).

The profit rate (nr) calculation for forest products is somewhat different because of the time lag
between planting and harvest. The profit rate expression for forest products includes a term that
discounts future earnings into the present and levelizes those earnings over 45 years; this forward

price is denoted by P,

i,lm*

Ty = W ®Yitmp® (IN’1 =Gy m) i=forests (annual $/ha) Eq. 123
L, o) — JLm, R 1

where
r is the interest rate ($/$ that is unitless).

Land shares and yields

Implicit in the equations below are the assumptions that a yield distribution exists for each land
use where yield varies by geographic location, and that geographic location captures variation
across temperature, precipitation, available sunlight, soil quality, and slope of land. A joint
probability distribution of yield is defined over each alternative land use within a region. Some
locations may offer a high crop and pasture yield, but low forest yields. Other locations may show
the opposite pattern, or other patterns. Given a joint probability distribution of yield, information
on prices received, and non-land costs of production, it is possible to determine the share of land
allocated to each use and the average yield within each land use (Sands and Edmonds 2002).

To determine the share of land allocated to each land use type, land use shares would, in general,
be calculated numerically, by summing over the land distributions implied in Equations 122 and
123. In the usual integrated modeling context, however, we wish to work on large regional scales.
We use instead a reduced-form expression for land shares that effectively sums over the index p
in Equations 122 and 123 based on maximizing profit rates which is at the core of finding land
shares that provide the yields leading to maximum profits. This suggests using a Gumbel
distribution because the maximum extreme of a Gumbel distribution is again Gumbel. This is
described in more detail in Appendix 5. An interesting feature of this land allocation mechanism
is that for any given land use, average yield may fall as the amount of land allocated to that use
increases. For example, if the most productive land is first allocated to crops, cropland can only
expand into land less suitable for crops (Sands and Edmonds 2002).

If all land within a region were allocated to a single use, say crops, then we could construct a
distribution of crop yields, even though most of those yields would never be observed in practice.
This distribution is characterized by a scale parameter and variance, and covers all potential
yields for a crop, whether observed or not. The scale parameter can be thought of as a type of
average, such as the mean or mode. We consider this an intrinsic parameter of the yield
distribution, y;, because it is invariant with respect to prices or land use shares, and is an average

across all locations that a particular crop could possibly be grown. This parameter is allowed to
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vary between time steps to represent autonomous increases in yield over time, represented by
technological change (as described in Section 2.2 and below.)

Yield distributions may be correlated. For example, land that produces high yields for crops is
likely to also provide high yields for commercial biomass. Land use i will be selected only at
locations where its profit rate is greater than that of all alternative land uses. Given a joint
probability distribution for yield across alternative land uses, the set of potential yields at any
particular location can be considered a random sample from that joint probability distribution.
Since yield is a random variable, profit rate as defined by Equations 122 and 123 is also a random
variable.

With specific assumptions on the functional form of the yield distribution, the share of land
allocated to use 7 is given by a logit share equation:

_ ﬁri,l.ml/k :
S, | = =" (unitless)  Eq. 124

i,1,m — 1/
z Ttri,l,m,p
p

where

A is a positive parameter that determines the rate that land shares change in response to a
change in profit rate (see Section 2.2 for a description of the logit share equation exponent),
the denominator is summed over all possible uses for land, and

T, is the average profit rate using land 7, which is the profit rate evaluated at an average

i,l,m,p
=Yitmp ® (Pi,l’m — Gi’l,m) is the average
. — r — S
profit rate for crops, biomass, and pasture; and =, |, = m ®Yiimp ® (Pi’l’m — Gi,l’m)
r F—

is the average profit rate for new forests (see Equations 122 and 123).

or intrinsic yield, y,, for land use i, where Tr,

i,lm,p

Land use for a specific purpose (see Figure 10) is calculated based on this logit-based share of
total land

Landuse; |, =S,

.1.m ® Totalland, Eq. 125
This allocation mechanism is convenient because greater profit rates imply greater shares of land,
it can be calculated quickly, and the shares sum to one. The profit rate calculations required for
Equation 124 are given by Equations 122 (general) or 123 (new forests). The profit rate
calculation for pasture requires a price for pasture-based feed, P;—pasure. AgLU calculates the
price of pasture indirectly from the market prices of animal products (Pi=anima) and crops (Pi=crops)s
both of which are solved for within the model. Given these two prices, Pi—pasure 1S found by
solving:

e FeedOut + P.

P i=pasture,l,m
where

FeedOut is the ratio of crop-based feed calories needed per calorie of animal product; PastOut
is the ratio of pasture-based feed calories needed per calorie of animal product, and

Goanimal1.m 1S the non-land cost per unit of output (an exogenous region and time-specific input

parameter in units of $/cal or $/m”).

=P,

i=crops,l,m

e PastOut + G.

i=animal,l,m

($/cal) Eq. 126

i=animal,l,m
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Observed Yield

In the previous section, we showed how land use shares were calculated using profit rates
evaluated at an intrinsic yield for each land use. Intrinsic yield should be thought of as an average
yield across all possible locations where a crop could be grown, regardless of the actual land use
selected by profit-maximizing land owners. This intrinsic yield does not vary with prices or land
shares. However, the average yield of land for any given land type that survives the land
allocation process is always greater than the corresponding intrinsic yield. We call this the
observed average yield.

In modeling practice, intrinsic yields and base year prices are used as calibration parameters to
match base year data on observed average yield and land allocated to each use. The following
equations show how the observed average yield is calculated for each land use type.

An observed average profit rate for all land within a region is written as a function of the profit
rates evaluated at intrinsic yields. This is shown in Equation 127 where p is an index across land
use types. The observed average profit rate is greater than any of the individual (unobserved)
profit rates.

A
At = {Zﬁrhp,l,m“} ($/cal or $/m3)  Eq. 127
p

where
A is a positive parameter that determines the rate that land shares change in response to a
change in profit rate (unitless).

An interesting result is that observed average profit rates ( 7tr, ) are equal across land use types as

indicated in Equation 127. This result is not derived here, but is a consequence of assuming
economic optimization. Clarke and Edmonds (1993) derive a similar result in the context of
selecting a set of cost-minimizing energy technologies.

T, = Tir 1 = crops, biomass, pasture, forest ($/cal or $/m3) Eq. 128

We exploit this result to calculate an observed average yield (¥,) for each land use analogous to
Equation 122. The observed average yield for crops, biomass, and pasture is given by

A T, . .
y,=— i = crops, biomass, pasture ($/cal)Eq. 129
Pi,l,m - Gi Lm
where
P;1.m is the market price for the product produced by land use 7 (units $/yield units: calories or
3
m’), and

Gim 18 the non-land cost per unit of output (an exogenous region and time-specific input
parameter in units of $/cal or $/m’

Therefore, the observed average yield () is defined to be the yield at which the profit rate is

equal to the observed profit rate 7tr; . Average yield is multiplied by the amount of land, given by
the land share from Equation 125, to determine supply.
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3.2.3 Supply

Supplies of crops, biomass, pasture, and forest products are calculated as average yields,
multiplied by the amount of land allocated to each land use.

Yield per hectare for land use i in region j at location p (y;;; m’/ha/yr) are projected by
multiplying the intrinsic yields with a climate factor and a technological change factor.

Animal products are produced with a combination of crop-based feed and pasture-based feed.

Technical change
All of the technical change parameters, Tech; ,, are functions of time m according to

Tech, , =Tech,, _,(1+S,,)™ (unitless) ~ Eq. 130

where

Tech; , is the rate of technological change, set to one in the base year,

Sim is the technology change parameter used in calculating the rate of technological change
over time (unitless: exogenous time- and purpose-specific), and

Nstep is the time span from one time period to the next (15 years in MiniCAM)

Equation 130 provides a way to simulate exogenous increases in yield, especially for crops. Crop
yields will likely increase in the future, but the rate of increase is uncertain. We simulate
increases in AgLU crop yield in a range of 0.0% to 1.5% per year, with the amount of land
needed for crops varying widely in later years depending on this assumption.

3.2.4 Nested Model

Previous equations cover the non-nested case for allocating land. However, Figure 10 shows a
nested structure for land allocation. The top nest allocates land to a crops/biomass aggregate, but
does not allocate land between them. The lower nest allocates land between crops and biomass
depending on their relative profit rates. The share of land allocated to crops within the
crops/biomass nest is given by Equation 131.

=1/
S r
crops == crops 7 (unitless)  Eq. 131
3 2 3 2
Scrops + Sbiomass Tcrcrops + Tcrbiomass
where

A, is a positive parameter that determines the rate that land shares change in response to a
change in profit rate.

If we calculate the following profit rate for the crops/biomass composite,

T F5 wA s ($/cal) Eq. 132

_ 2
crops/biomass crops biomass
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then it can be used in Equation 124, the land share equation for the top nest, and in Equation 127,
the observed average profit rate for all land uses. If the exponent term A from the top nest is equal
to A, from the lower nest, then the land share equations collapse to a single nest. A single nest is
used for the case where the correlation coefficient is the same between all yield distributions. If
not, a nested model is used.
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Part IV

4. MAGICC: Model for the Assessment of Greenhouse-gas Induced
Climate Change

MAGICC is a ‘Simple Climate Model’ as defined by the IPCC (1997) that uses a series of
reduced-form models to emulate the behavior of fully three-dimensional, dynamic General
Circulation Models (GCMs) (Wigley and Raper 1992, 1987, 2002). MAGICC is coupled with the
MiniCAM’s emission outputs for greenhouse gases (carbon dioxide, nitrous oxide and methane)
and aerosol or ozone precursor compounds (sulfur dioxide, nitrogen oxides, carbon monoxide,
and volatile organic hydrocarbons). From these emissions MAGICC calculates greenhouse gas
concentrations, radiative forcings, global mean temperature changes and sea level rise. MAGICC
makes its calculations with annual time steps. The MINICAM currently incorporates the version
of MAGICC used to calculate the temperature and sea-level projections for the Intergovernmental
Panel on Climate Change (IPCC) assessment reports.”’

MAGICC is a global energy balance model. Through its simple hierarchy the climate system is
conceptualized as consisting of atmosphere, land, and ocean that absorb incoming solar radiation.
Changes in the atmospheric concentrations of greenhouse gases and other forcing agents such as
ozone and aerosols change the radiative balance of the earth system. This change is termed
radiative forcing. A change in radiative forcing moves the earth system toward a (new)
equilibrium temperature where incoming and outgoing radiation will be in balance. The ocean
acts as a large heat reservoir slowing the approach to this temperature equilibrium.

The net response to a change in radiative forcing is determined by the climate sensitivity, which
is an input parameter for MAGICC. The value chosen for the climate sensitivity is one of the
principle determinants of the level of future climate change. Estimates of the climate sensitivity
are generated by general circulation models, with each model having a characteristic climate
sensitivity as well as historical reconstructions.

The version of MAGICC described here is the one used in the second assessment report (SAR;
Kattenberg et al. 1996). A more recent version of MAGICC, as used in the third assessment
report (TAR) can also be used with the MiniCAM. The TAR version of MAGICC is very similar
in overall structure and operation, with some changes and additional feedbacks included (Wigley
and Raper 2002).

4.1 Atmospheric Concentrations

Determining future atmospheric concentrations of greenhouse gases requires an emissions
scenario and a specification of relevant atmospheric chemical processes, sinks, and other sources.
Atmospheric concentrations in MAGICC are annually calculated from linearly interpolated larger
time-step input emission, which are then converted into radiative forcing.

27 Kattenberg et al. (1996)
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MAGICC uses the historical record of greenhouse gas emissions and concentrations to assure
consistency with specified emissions from 1990. In order to avoid an unrealistic jump in
concentrations at the beginning of a model run, model parameters are adjusted so that the input
emissions are consistent with the historical record. Emissions of methane and nitrous oxide are
adjusted to conform with the historical record by changing the assumed (constant) natural source
and not the gas-cycle parameters. An adjustment to net land-use change emissions is also applied
over the first portion of the simulated period in order to match the land-use history assumed in
MAGICC.

4.1.1 Carbon Dioxide

The atmospheric concentration of carbon dioxide is determined using a reduced form model of
the carbon cycle.”® The carbon dioxide sources considered are fossil fuel use and land-use
changes and the sinks are the ocean and the terrestrial biosphere including enhanced biotic uptake
due to carbon dioxide fertilization.

The change in the amount of atmospheric carbon dioxide (AC in units of carbon weight.) is given
by?

A€ _pip _F_ ¥

n ocean fert
dt

Eq. 133

where in units of GtClyr,

E is total carbon emissions, which are the sum of fossil fuels and cement emissions. The latter
are not calculated by this version of MiniCAM but are an exogenous input,

D, is the carbon flux due to land-use changes. These can be either provided by the AgLU
module or set as an exogenous input,

F ycean 1S the carbon flux into the oceans (see below), and

F ¢ 1s carbon storage changes due to terrestrial feedbacks, considered by MiniCAM to be due
to carbon dioxide fertilization; a positive value for F ., indicates a transfer from the atmosphere
to the terrestrial biosphere.

Through this equation, the carbon cycle is balanced at each time step.

The ocean and carbon dioxide

An increase in atmospheric levels of carbon dioxide causes carbon dioxide to dissolve in ocean
surface waters. This excess carbon is transported through the oceans by turbulent mixing and
ocean currents until equilibrium is reached. This transport is represented by a set of oceanic
“sinks” with different time scales that map onto set fractions of the atmospheric carbon increase
going into each sink. The parameter values are obtained from the results of a three-dimensional
ocean circulation model. The time scales used in MAGICC are 330, 80, 20, and 1.6 years.”® A
fraction of any emissions simply stays in the atmosphere, representing the long-term equilibrium
of the system.’' A first-order approximation to account for ocean carbon-cycle non-linearity is
obtained by using a second response function for large changes. The overall strength of the

* Wigley (1983). Some notations have been changed.

** In units of carbon weight.

% Wigley (1991). See Maier-Reimer and Hasselmann (1987) for the initial development of this formalism.
3! Dissolved carbon will eventually be removed by the system as biotic remains form sediments. However,
over time scales of interest here, carbon dioxide stays in the ocean/atmosphere system.
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oceanic sink is specified by setting, as an input parameter, the total oceanic carbon sink (£ ,.,,, in
Eq. 133) over the decade of the 1980s.

The terrestrial system and carbon dioxide

The modeled change in atmospheric carbon dioxide concentrations due to the terrestrial biosphere
will depend on the net deforestation and the amount of carbon dioxide fertilization. These depend
on the amount of terrestrial biomass and how it is distributed. These are modeled by the terrestrial
component of the model, which represents on a global level how carbon cycles through living
plants into dead plant material, soils and back into the atmosphere. In this version of the model,
these calculations are independent of those in the AgLU module except for the possible input of
global net-deforestation from AgLU to MAGICC.

The model divides carbon stocks into four parts: fast turnover, living biomass, detritus, and soil
carbon. A fraction of the carbon contained in the biological material produced each year returns
to the atmosphere immediately, that is, on time scales shorter than the yearly time step of the
model. The remaining material remains either as living plants (perennials, trees, etc.) or becomes
detritus or part of the soil.

A similar partition is applied at each time step to living plants and detritus. Some fraction of the
carbon in living plants either returns to the atmosphere or becomes part of either detritus or soil.
Detritus either remains in place, returns to the atmosphere or is incorporated into soils.

In addition, the amount of carbon in each category can be altered by land-use changes, which
return carbon to the atmosphere. This is measured by the net deforestation, which is the gross
deforestation minus forest regrowth, which is input to the model along with anthropogenic
emissions. The time scale for litter production is also the time scale for forest regrowth. This is
the time scale over which the system will return to its initial state after a land-use change.

There are thus three time scales in the terrestrial carbon model: litter production (the transfer of
carbon from living plant material to either detritus or soil), biological decay of detritus (transfer to
either atmosphere or soil), and oxidation resulting in transfer to the atmosphere. These time scales
are determined by the initial size of the four carbon reservoirs and the partitioning between them.
For the parameters used, the regrowth (litter) time scale is ~ 60 years, the detritus decay time
scale is ~ 1.4 years, and the oxidation time scale is ~ 209 years.

The effect of carbon dioxide fertilization is also included as a hyperbolic formula that tends to go
to zero as carbon dioxide concentrations reduce to a limiting value (31 ppmv) and to a constant
value as concentrations tend to infinity.

Carbon balance

In principle, all the parameters on the right side of Equation 133, above, could be specified. This
would not, however, assure constancy between the specified parameters and the historical change
in carbon dioxide concentrations. MAGICC is set up so that the primary input parameters for the
carbon cycle model are the net deforestation over the 1980’s (D) and mean ocean flux (F,ccq)
over the 1980’s. The strength of the carbon dioxide feedback is adjusted to assure consistency
between the two specified fluxes and the historical atmospheric concentrations over this period.
There is no “missing sink™ since the carbon cycle is balanced at all times.
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4.1.2 Methane and other gases

Modeling the other greenhouse gases is much simpler. The atmospheric concentrations of
methane, nitrous oxide, and the halocarbons are modeled as:

dA—C = E — g Eq. 134
d B =
where

C is the atmospheric concentration of each gas,
E is emissions,
B is a numerical conversion factor,’” and

T is an atmospheric lifetime.
Nitrous oxide is modeled with a single lifetime, taken to be constant (~ 120 years).

Methane has two primary sinks, oxidation by the hydroxyl radical and a small sink due to
oxidation within soils. Therefore two sink terms appear in the equation for methane, one with a
constant lifetime for the soil sink and another with a variable lifetime for atmospheric oxidation.
The oxidation time scale depends on the concentration of various precursor gases (CO, NO, and
non-methane hydrocarbons),*® however the most important effect is the dependence on methane
concentration.

As atmospheric methane concentrations increase, OH concentrations will decrease due to
methane oxidation and therefore the methane lifetime will increase. Thus methane has a positive
feedback on its own lifetime. The formula for methane lifetime was derived by fitting analytic
forms to the results of a number of atmospheric chemistry models (Osborne and Wigley 1994).

Methane in the troposphere eventually oxidizes to carbon dioxide and this small source of carbon
dioxide is added to the direct emissions.

There are a large number of halocarbons and, for simplicity, MAGICC treats theses in a limited
number of specified groups.** The first group is composed of those substances that cause
stratospheric ozone depletion. Emissions of these gases are controlled under the Montreal
protocol and its amendments and are set exogenously. The amount of stratospheric ozone
depletion due to these gases is estimated through an equivalent chlorine loading concept. ***°
Stratospheric ozone depletion also results in cooling of the troposphere, thus offsetting some of
the direct warming caused by these gases. The initial (1990) strength of this warming effect is
specified as an input parameter and is scaled in the future by the estimated level of stratospheric
ozone depletion. Changes in stratospheric ozone will affect the amount of UV light that
penetrates to lower levels, which may alter tropospheric chemistry, but this effect is not included
in the model. Any such changes are likely to be small in comparison to the present uncertainties
in tropospheric chemistry modeling results.

32 For methane B = 2.75TgCHg4/ppbv, and for nitrous oxide p = 4.81TgN/ppbv.
3 The model includes the production of CO from methane oxidation (Osborn and Wigley 1994).
¥ Wigley and Raper (1992).
3 Ramaswamy et al. (1992)
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Emissions for eight species of halocarbons that do not deplete ozone can be input into MAGICC.
These are: HFC125, HFC134a, HFC143, HFC227, HFC245, CF4, C2F6, and SF6. MAGICC
can provide radiative forcing and concentrations for each of theses gases. Included are changes in
the lifetimes of HFC’s due to changes in the oxidation state of the atmosphere from methane and
(in the “TAR version”) reactive gas emissions. The forcing due to remaining gases not explicitly
covered can be added as an exogenous input. Alternatively, emissions not ex