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ABSTRACT
Deformation in the material overlying an active reservoir is used to monitor pressure change at depth. A sequence of pressure field estimates, eleven in all, allow us to construct a measure of diffusive travel time throughout the reservoir. The dense distribution of travel time values means that we can construct an exactly linear inverse problem for reservoir flow properties. Application to Interferometric Synthetic Aperture Radar (InSAR) data gathered over a CO\(_2\) injection in Algeria reveals pressure propagation along two northwest trending corridors. An inversion of the travel times indicates the existence of two northwest-trending high permeability zones. The high permeability features trend in the same direction as the regional fault and fracture zones. Model parameter resolution estimates indicate that the features are well resolved.

INTRODUCTION

In this paper we apply the method described in Vasco et al. (2008) to a set of Interferometric Synthetic Aperture Radar (InSAR) range change data associated with the injection of CO\(_2\). The approach is based upon the arrival time of a propagating diffusive disturbance (Virieux et al. 1994, Vasco et al. 2000b, Shapiro et al. 2002). As in Vasco et al. (2008) the pressure propagation is constrained by InSAR observations gathered by an orbiting satellite (Burgmann et al. 2000). The advantages of this technique are that it uses remotely gathered data, keeping expenses low, it is relatively insensitive to the heterogeneity of mechanical properties within the reservoir, and it leads to a linear inverse problem for flow properties. We should note that the method can be used on pressure changes estimated directly from time-lapse seismic observations, as discussed in Landro (2001) and Hoversten et al (2003).

METHODOLOGY
If a sufficient volume of fluid is withdrawn from or injected into a reservoir, the reservoir can deform, for example undergoing volume change. The deformation within the reservoir induces displacements within the surrounding medium, in some cases producing measurable deformation at the Earth's surface. Our goal is to infer flow and flow properties, such as permeability, from measurements of overburden deformation. The approach described here involves three main steps. First, the time-varying deformation is used to estimate volume and pressure changes within the reservoir as a function of both space and time.
Estimating Volume and Pressure Changes within the Reservoir


Estimation of volume change

In order to map the deformation measurements, denoted by \( \mathbf{u}(t) \), as well as any possible fluid pressure data \( \mathbf{p}(t) \) into volume change within the reservoir, \( \mathbf{v}_f(t) \) we adopt the coupled inversion method described in Vasco et al. (2001). The components of the vector \( \mathbf{v}_f(t) \) represent the fractional volume change of each grid block of a reservoir model. Outside the reservoir, the Earth is assumed to deform elastically over the time interval of interest. Thus, the relationship between the overburden deformation and reservoir fluid pressure changes and the reservoir volume changes may be written as a linear system of equations

\[
\begin{bmatrix}
\mathbf{u}(t) \\
\mathbf{p}(t)
\end{bmatrix} = \begin{bmatrix}
\mathbf{Y} \\
\mathbf{II}
\end{bmatrix} \mathbf{v}_f(t)
\]  

(1)

where the coefficients of the matrices \( \mathbf{Y} \) and \( \mathbf{II} \) are given by integrals of the Green’s function \( g_i(x_k, x') \)

\[
\mathbf{Y}_{ijk} = \int_{V_j} g_i(x_k, x')dV,
\]  

(2)

for observation point \( x_k \), integration variable \( x' \), deformation components \( i \), and reservoir grid block \( j \) with volume \( V_j \), and

\[
\Pi_{jk} = C_{e}^{-1} \left[ \delta_{jk} \frac{B}{\rho} \int_{V_j} G_{ii}(x_k, x')dV \right]
\]  

(3)

respectively, where \( B \) is Skempton’s pore pressure coefficient (Rice and Cleary 1976, Wang and Kuempel 2003) and \( \rho \) is the density. The integrand in (2), \( g_i(x_k, x') \), is the Green’s function which is the point response of the elastic medium at location \( x_k \). As such, it is medium-dependent, as discussed in Vasco et al. (2000a). The integral is evaluated over the volume of the \( j \)-th grid block, \( V_j \). The kernel \( G_{ii} \) in the integral in (3) is constructed from the Green’s function solution \( g_i \), as described in Segall (1985)

\[
G_{ii} = (2\mu + \lambda) \frac{\partial g_i}{\partial x_i}
\]  

(4)

where \( \mu \) is the shear modulus, and \( \lambda \) is a Lamé parameter, and we follow the summation convention, summing over the repeated index variable \( i \). For a homogeneous elastic half-space the Green’s function takes a particularly simple form (Segall 1985, Vasco et al. 1988).

The system of equations (1) comprises the linear inverse problem for volume change within the reservoir, \( \mathbf{v}_f \). For simple reservoirs, such as a single layer of grid blocks, the inverse problem can be well-determined. For more complicated structures the inverse problem may be under-determined. As described in Vasco et al. (2001) and Vasco and Ferretti (2005), we regularize the inverse problem by invoking norm and roughness penalties. In addition, we can also penalize volume change as a function of distance from the injection well on the assumption that the largest pressure and volume change should be near the well (Vasco et al. 2001). We can also constrain the total volume change to be similar to the total injected or withdrawn fluid volume (Vasco and Ferretti 2005).

Mapping estimates of volume change into changes in pressure and overburden stress

If the reservoir behaves elastically, the estimates of reservoir volume change can be mapped directly into pressure change within the reservoir. The relationship, given by Segall (1985), includes two terms,

\[
\delta p(x, t) = C_v \mathbf{v}_f(x, t) - \frac{B^2}{3\rho} \int_V G_{ii}(x, x')\mathbf{v}_f(x', t)dV
\]  

(5)

where

\[
C_v = \frac{B^2}{\rho} \left[ \frac{2}{3} \left(1 + \nu_d\right) \left(1 + \nu_u\right) \left(\frac{v_u - \nu_u}{v_u - \nu_d}\right) - 3K_u \right],
\]  

(6)

\( \nu_u \) and \( \nu_d \) are the undrained and drained Poisson’s ratios (Rice and Cleary 1976), \( K_u \) is the undrained bulk modulus. The first term is the direct elastic mapping from volume change to pressure change. The second term in equation (5) accounts for propagation of stress within the overburden. That is, stress changes in the overburden will stress the reservoir, resulting in deformation some distance from regions of volume change (Segall 1985).
A Diffusion Equation for Fluid Pressure Variations within the Reservoir

Having determined the pressure changes within the reservoir we now wish to infer flow properties such as permeability. The total fluid pressure, \( p(x, t) \), is obtained by adding the pressure changes to the background pressure \( p_0(x) \) which we assume is changing so slowly that its time dependence can be neglected relative to the time dependence of \( \delta p \),

\[
p(x, t) = p_0(x) + \delta p(x, t) \tag{7}
\]

While it is possible to work directly with the pressure estimates themselves to image permeability (Vasco et al. 2001), we will adopt a different approach, based upon the idea of a diffusive arrival time (Virieux et al. 1994, Vasco et al. 2000b, Shapiro et al. 2002, Vasco et al. 2008). One advantage of this approach is that, for an elastic medium, the arrival time is less sensitive to the variations of mechanical properties of the medium. That is, in the absence of visco-elastic or memory effects, the arrival time, a kinematic quantity, will not depend on the strength of the coupling between pressure and volume change. Another advantage is that, as shown below, the inverse problem becomes linear if the arrival times can be estimated over the region of interest.

Our starting point is the set of partial differential equations describing the flow of an aqueous phase and a non-aqueous phase (Peaceman, 1977)

\[
\nabla \cdot \left[ \frac{\rho_w K(x) k_{rw}}{\mu_w} \nabla (p_w(x, t) - \rho_w g z) \right] = \frac{\partial (\phi \rho_w S_w)}{\partial t}
\]

\[
\nabla \cdot \left[ \frac{\rho_n K(x) k_{rn}}{\mu_n} \nabla (p_n(x, t) - \rho_n g z) \right] = \frac{\partial (\phi \rho_n S_n)}{\partial t} + q
\]

where \( S_w \) and \( S_n \) denote the saturations of the aqueous and non-aqueous phases respectively and \( q \) denotes the injection rate of the non-aqueous phase. The relative permeabilities of the aqueous and non-aqueous phases are represented by \( k_{rw} \) and \( k_{rn} \), while the absolute permeability is given by \( K(x) \). The respective densities are \( \rho_w \) and \( \rho_n \), the gravitational constant is \( g \) and the porosity is \( \phi(x) \). The pressure associated with the aqueous phase is \( p_w(x, t) \) while the pressure for the non-aqueous phase is \( p_n(x, t) \), the viscosities are \( \mu_w \) and \( \mu_n \). The above equations are coupled because the saturations are assumed to sum to unity

\[
S_w + S_n = 1.
\]

As noted in Vasco et al. (2008), one can derive an equation for the total pressure fluid, \( p \), from the above equations:

\[
C_e \frac{\partial p}{\partial t} = \nabla \cdot [K \nabla p] + \hat{q} = 0 \tag{8}
\]

assuming that the transient pressure change propagates significantly faster than the CO\(_2\) saturation front. Applying the Fourier transform to equation (8), one has the frequency domain equivalent,

\[
\nabla^2 P + \Lambda \cdot \nabla P - i\omega K P = \hat{Q}
\]

\[
\tag{9}
\]

where \( \Lambda \) is the gradient of the logarithm of conductivity,

\[
\Lambda(x) = \nabla \ln K(x), \tag{10}
\]

which vanishes for constant \( K(x) \), and

\[
\kappa(x) = \frac{C_e(x)}{K(x)} \tag{11}
\]

is the reciprocal of the diffusivity, the quantity \( \hat{Q} \) is the Fourier transform of the source term.

Asymptotic Solution of the Diffusion Equation

As in hyperbolic wave propagation (Kline and Kay 1979, Aki and Richards 1980, Kravtsov and Orlov 1990), an expression for the ‘arrival time’ of a pressure disturbance follows from an asymptotic or 'high-frequency' solution of the diffusion equation (9) (Cohen and Lewis 1967, Virieux et. al. 1994, Vasco et al. 2000b). An asymptotic solution to the diffusion equation (9) is a power series in \( 1/\sqrt{\omega} \),

\[
P(x, \omega) = e^{-\sqrt{-i\omega}\sigma(x)} \sum_{n=0}^{\infty} \frac{A_n(x)}{(\sqrt{-i\omega})^n} \tag{12}
\]

a specific case of the general form of Friedlander and Keller (1955). The form of the series (12) may be deduced on physical grounds, by considering a large argument expansion of the modified Bessel function of zeroth order, the solution to the diffusion equation for a homogeneous medium, (Virieux et al. 1994). For the most rapidly-varying component of pressure, for large values of \( \omega \), the zeroth-order term

\[
P(x, \omega) = A_0(x) e^{-\sqrt{-i\omega}\sigma(x)}, \tag{13}
\]

or its time-domain equivalent, obtained by inverse Fourier transforming equation (13),

\[
p(x, t) = A_0(x) \frac{\sigma(x)}{2\sqrt{\pi t}} e^{-\sigma^2(x)/4t}, \tag{14}
\]

(Virieux et al. 1994, Vasco et al. 2000b), will accurately represent the solution to the diffusion equation. The expression for \( p(x, t) \) depends on two functions, \( \sigma(x) \), which is the phase or pseudo-phase function, and on \( A_0(x) \), the amplitude function. As shown in Virieux et al. (1994) and Vasco et al. (2000b) these functions are obtained by substituting the asymptotic expression for pressure into the governing equation (9).

The Eikonal Equation, Trajectories, and the Arrival Time of the Maximum Pressure Change

The equation governing the evolution of the phase, \( \sigma(x) \), is obtained by substituting the power series (12) into the diffusion equation (9). For the high frequency component of the pressure disturbance, the terms of highest order in \( \omega \), \( [(\sqrt{-i\omega})^2 \sim \omega] \) will dominate and we obtain

\[
\nabla \sigma(x) \cdot \nabla \sigma(x) - \kappa(x) = 0 \tag{15}
\]
Equation (15), known as the eikonal equation, appears in studies of high-frequency wave propagation (Kline and Kay 1979, Aki and Richards 1980). The non-linear partial differential equation (15) is equivalent to a system of two ordinary differential equations, the characteristic equations (Courant and Hilbert 1962). In the method of characteristics, solutions are developed along particular trajectories, which are denoted by \( X(l) \), where \( l \) signifies position along the curve. The equations for the characteristic curves are a set of ordinary differential equations which depend upon \( \sqrt{\kappa} \); the ray equations,

\[
\frac{dX}{dl} = \nabla \sigma
\]

(Courant and Hilbert 1962). From equation (17), we can write the phase function as an integral

\[
\sigma(x) = -\int_{X(l)} \sqrt{\kappa} dl
\]

(18)

where \( X(l) \) is the trajectory from the injection well to the observation point \( x \).

As pointed out by Virieux et al. (1994) a physical interpretation of the phase function, \( \sigma(x) \), follows from the zeroth-order expression (14). In particular, if we differentiate the expression for \( p(x,t) \) with respect to \( t \) and set the derivative equation to zero, we find that

\[
\sigma(x) = \sqrt{6T_{\text{max}}(x)}
\]

(19)

where \( T_{\text{max}}(x) \) is the time at which the pressure derivative is a maximum at the point \( x \). Thus, we can estimate \( \sigma(x) \) directly from a sequence of pressure estimates or from the result of a reservoir simulation. For example, we can use estimates of \( p(x,t) \) obtained from the inversion of deformation data to compute \( \sigma(x) \) (Vasco et al. 2008). From the time series of pressure estimates for each grid block of the reservoir model, we can estimate the rate of change of the pressure and estimate \( T_{\text{max}}(x) \) and hence \( \sigma(x) \). Alternatively, we can deconvolve the source-time function using injection rate data and calculate \( T_{\text{max}}(x) \) from the peak of the transient pressure variation in each grid block.

A Linear Inversion Algorithm for Flow Properties within the Reservoir

As noted above, deformation of the overburden can be mapped into reservoir volume or fluid pressure changes, \( \delta P(x,t) \), for a sequence of time intervals. Given sufficient temporal sampling, we can compute pressure arrival times from the sequence of estimates \( \delta P(x,t) \). We denote the arrival times at the \( i \)-th grid block by \( \Sigma_i \). The characteristic equations and the resulting integral expression for the phase (18) provides a relationship between the estimated phase \( \Sigma_i \) and the flow properties contained in \( \kappa \),

\[
\Sigma_i = -\int_{X_i} \sqrt{\kappa} dl
\]

(20)

where \( X_i \) denotes the trajectory associated with the \( \Sigma_i \) observation point. The trajectory is computed using the sampled version of equation (16)

\[
\frac{dX}{dl} = \nabla \Sigma,
\]

(21)

where \( \Sigma \) is obtained from the reservoir pressure estimates. Thus, the trajectory is known a priori, computed directly from the observations. The fact that the trajectory is specified and is not an unknown in the problem linearizes the inverse problem for \( \sqrt{\kappa} \). Thus, given a collection of arrival times, the collection of equations of the form (20) produces a linear system

\[
\Sigma = G\mathbf{y}
\]

(22)

which may be solved for \( \mathbf{y} \), where \( y_i = \sqrt{\kappa_i} \). To further understand how knowledge of \( \Sigma(x) \) in the region of interest linearizes the inverse problem, consider the sampled form of the eikonal equation

\[
\nabla \Sigma(x) \cdot \nabla \Sigma(x) = \kappa(x).
\]

(23)

If we have estimates for \( \Sigma(x) \) in the reservoir region then (23) provides a direct linear expression for \( \kappa(x) \) in terms of \( |\nabla \Sigma(x)|^2 \).

Because of errors in the data, modeling approximations, as well as other difficulties, such as non-uniqueness, it is not advisable to solve the linear system (22) directly. Rather, a penalized, least-squares approach (Lawson and Hanson 1974) leads to a more robust solution (Parker 1994). Thus, we minimize a linear combination of the sum of the squares of the residuals and penalty terms related to the norm of deviations from a prior model \( y_0 \) and a roughness penalty

\[
R = |\Sigma - G\mathbf{y}|_2 + W_n|\mathbf{y} - y_0|_2 + W_r|D\mathbf{y}|_2
\]

(24)

where \( |z|_2 \) signifies the \( L_2 \) norm of the vector \( z \), \( W_n \) and \( W_r \) are scalar coefficients controlling the importance of the penalty terms in relation to the importance of fitting the data, and \( D \) is a matrix which approximates a differencing operator. All the terms in the sum (24) are quadratic and hence the necessary conditions for a minimum of \( R \) is a linear system of equations which is solved using an efficient iterative algorithm (Paige and Saunders 1982).

Because the inverse problem for flow properties, as contained in the vector \( \mathbf{y} \), is linear we have well established techniques for model assessment. For example, we can compute the model parameter resolution matrix (Aki and Richards 1980, Parker 1994) in order to explore the spatial resolution of our estimates. The model parameter resolution matrix relates our model parameter estimates, \( \hat{\mathbf{y}} \), obtained by minimizing the penalized misfit functional (24), to a hypothetical 'true' model which satisfied the constraint equations (22). Because the necessary equations for a minimum of \( R \) are linear, we can write the solution as

\[
\hat{\mathbf{y}} = G^\dagger \Sigma
\]

(25)
where $G^\dagger$ is the 'generalized inverse' of $G$ (Aki and Richards 1980). The resolution matrix, $R$, is given by

$$R = G^\dagger G$$

(26)

and relates $\hat{y}$ to $y$

$$\hat{y} = Ry.$$  

(27)

It is obtained by substituting the expression for $\Sigma$, equation (22), into equation (25). The rows of the resolution matrix are averaging coefficients, indicating the contribution of all model parameters on the model parameter estimate. For a perfectly resolved model the resolution matrix would be an identity matrix.

**APPLICATION: CO$_2$ INJECTION AT THE KRECHBA FIELD, ALGERIA**

**Geology and Field History**

The Krechba field in Algeria is defined by the structural high of a northwest trending anticline. Gas produced from this field and two nearby fields contains CO$_2$ concentrations ranging from 1 to 9% which is above the export gas specification of 0.3%. The CO$_2$ from the three fields is separated from the hydrocarbons and reinjected into three adjacent wells, KB-501, KB-502, and KB-503 at rates of the order of tens of millions of cubic feet per day. The injection is restricted to a 20 meter thick layer, some 2,000 meters deep. The reservoir is overlain by over 1,000 meters of shale which forms a significant barrier to flow. Berkeley Laboratory and Tele-Rilevamento (TRE), in partnership with British Petroleum, examined the utility of satellite range change data for monitoring the reservoir during CO$_2$ injection. Of particular interest were the identification of features controlling flow and the possibility of detecting CO$_2$ migration out of the reservoir and into the surrounding formation.

Because the reservoir is initially water-filled, the injection of CO$_2$ into the water column induces multiphase flow. The CO$_2$ behaves super-critically at reservoir pressures, with a viscosity and density only moderately different from that of water. The injection pressure was roughly 120 Bars, resulting in a density greater than 0.85 grams/cm$^3$. In the study region the reservoir depth does not vary significantly, and the density differences do not impact the flow. We model the CO$_2$-water system as an equivalent single phase for the pressure calculations. This approximation should be sufficient given the reservoir pressure conditions and the time interval (Kumar et al. 2005).

**Data Analysis and Range Change Estimates**

We utilized satellite radar images of the European Space Agency (ESA) Envisat archive from July 12, 2003 through March 19, 2007 to monitor surface deformation during the injection. The satellites reflect radar waves off the surface of the Earth. Upon successive passes, the phase change between the backscattered radar energy is used to measure minute changes in distance between the satellite and the Earth’s surface (Massonnet and Feigl 1998, Burgmann et al. 2000). Two satellite tracks, number 65 and number 294, traversed the region during the CO$_2$ injection, containing 26 and 18 images, respectively. The data were processed using a permanent scatterer technique developed by Politenico di Milano and TRE (Ferretti et al. 2000, 2001). In this approach, stable scatterers are identified using a statistically-based analysis of the phase and amplitude characteristics of the energy scattered from the Earth’s surface. A subset of scatterers are identified as Permanent Scatterer Candidates and used to estimate atmospheric and orbital errors. The atmospheric and orbital biases in the signal phase are corrected, and estimates of range change are derived from the phase shifts between pairs of back-scattered radar signals. The range change represents the change in distance from a point on the Earth’s surface and the nominal satellite orbit.

In this study we focus on range change associated with CO$_2$ injection at well KB-502. To date, this well has accounted for 38% of injected CO$_2$ even though injection started in April 2005, eight months after activity in KB-501 and KB-503. There is a clear range change signal in both tracks, as indicated in Figure 1. There is considerable scatter in the range velocity estimates, and evidence of an artifact, due to the presence of a stream bed cutting across the anomaly. Because injector KB-502 did not begin operation until April 2005 and the data from both tracks 65 and 294 were available until December 2006, we had roughly 20 months of InSAR monitoring data.

In order to improve the signal-to-noise ratio, we stacked the data from the two tracks and averaged the values in both space and time. Track 65 contained 24 usable images extending from July 2003 to December 2006 while Track 294 contained 17 usable images from December 2003 until March 2007. The two sets of images were interpolated in time onto 11 images from the time of injection until 545 days later [0, 24, 58, 96, 128, 159, 198, 265, 306, 408, 545 days]. The spatial grid of values was averaged in a 10 element moving window and re-interpolated onto a 150 by 150 grid of pixels. The resulting range velocity estimates, shown in Figure 2, represent the average range change per year for the time interval July 2003-March 2007. From this figure it appears that there are two northwest trending lobes of range decrease, possibly representing uplift due to reservoir pressure changes. The peak range change overlies the injection well trace, which is indicated by the solid line in Figure 2. Because of the averaging, the peak velocity in Figure 2 is less than the peak values of each component, shown in Figure 1. Even though we made every effort to remove permanent scatterers associated with the stream bed, a hint of the artifact is still evident in the average range velocity estimates. Actual range changes for various time intervals are shown in Figure 3. After 24 days of injection a trend of range decrease underlies the horizontal injection well. In addition, a lobe of northwest...
trending range decrease extends from the eastern edge of the injector. The two lobed pattern is evident after 96 days of injection and seems to migrate to the northwest.

**Estimation of Reservoir Pressure Changes**

The first step in the inversion algorithm involves estimating reservoir volume change, based upon the surface deformation data, in our case the satellite range change data. Expression (1) is the operative equation with the pressure terms set equal to zero because we have no reservoir pressure data

\[ u(t) = \mathbf{Y} v_f(t). \]

The reservoir was modeled as a single layer of grid blocks, lying at a depth of 2 km. Initially, the layer was assumed to be twenty meters thick, the average thickness of the reservoir. The layer was sub-divided into a grid of 50 by 50 cells and the fractional volume change associated each cell was an unknown. Both roughness and model norm penalty terms were included in the inversion. Furthermore, we included a term which penalized volume change as a function of distance from the injection well (Vasco et al. 2001). Volume change was mapped into pressure based upon equation (5). The effect of stress propagation through the overburden, the second term in equation (5) was neglected because numerical tests indicated that it was of second order in importance. Hence, we used the relationship

\[ \delta p(\mathbf{x}, t) = C_v v_f(\mathbf{x}, t) \]

to map the volume change into the corresponding pressure change.

As an example, in Figure 4 we display pressure change within the reservoir after 545 days of injection. Note that the pressure variation within the reservoir only contains a single northwest trending lobe of pressure increase. This does not agree with the actual range change values after 545 days of injection (Figure 3). Various combinations of weighting parameters were tried in an attempt to match the pattern or range change. After numerous tries, we were unable to obtain a continuous pressure variation containing two northwest trending lobes if we required the volume and pressure changes to lie within the reservoir interval. If the zone of volume change extended up to 100 or 200 meters from the center of the layer we could produce a smooth model with two lobes of volume change (Figure 5). Our final model allowed for volume change up to 190 meters from the center of the reservoir layer. This extension of volume change above the reservoir may not be absolutely necessary to fit the observations. In particular, we have not run tests to see if it is necessary to extend the volume change beyond the reservoir boundaries in order to fit the geodetic observations. Given that the three-dimensional seismic data does indicate that near vertical faults do cut the reservoir interval, it is certainly possible for injected fluid to migrate out of the reservoir. In order to determine if such migration is indeed occurring, it is necessary to incorporate additional data, such as microseismic. Four snapshots of pressure change are shown in Figure 5. Note the decrease in pressure change near the middle of each lobe. This is most likely an artifact, due to the influence of the stream bed which reduced the range change in this region (Figure 3). In conclusion, there is the suggestion that the injected fluids may be migrating into northwest trending fault and fracture zones.

**Estimation of Reservoir Permeability Variations**

The final step involves estimating the diffusive travel time associated with the pressure disturbance and to invert for flow properties. The pressure change from the background values in each grid block were interpolated using low-order polynomials. The time at which the pressure change was a maximum was found for each grid block of the model. The resulting phase function is shown in Figure 6 and the sampled phase values are shown in Figure 7. Because of the artifacts associated with the stream beds noted above, the arrival time field in Figure 6 contains local maxima on each lobe. An additional lateral smoothing of the phase field removed these artifacts and enable us to compute the trajectories in a robust fashion. The trajectories, shown in Figure 7, were computed using equation (21), that is, by simply marching down the gradient from the observation point to the injection well. Because the phase estimates are available over a region surrounding the injection well, we can calculate the gradient \( \nabla \Sigma \) and estimate the trajectories directly. Thus, we can fix the path \( \mathbf{X}_i \) in the integral (20) resulting in a linear relationship between \( \Sigma_i \) and \( \sqrt{\kappa} \). Corresponding to the phase estimates shown in Figure 7 there is an associated linear system of equations (22). Formulating the linear system as a penalized least squares problem, see equation (24), we form the necessary equations for a minimum. We can solve this associated linear system using an iterative solver which takes advantage of the sparsity of the system (Paige and Saunders 1982). The resulting solution, shown in Figure 8, contains two high permeability zones extending to the north and west of the injection well. The two features coincide with the lobes seen in the range change observations. The zones are sub-parallel to the axis of the anticline and sub-parallel to faults and fractures which are observed in the area. The fit to the phase data is shown in Figure 9. Generally, the predicted values are close to the observed values, lying near the 45° line which signifies an exact match.

**Model Parameter Resolution**

The fact that the inverse problem is linear means that we are free to use techniques from geophysical inverse theory (Parker 1994). In particular, we can compute the model parameter resolution matrix \( \mathbf{R} \), as formulated in equation (26). As noted previously, for a perfectly resolved model the matrix \( \mathbf{R} \) would be the identity matrix. The diagonal elements of the resolution matrix are a convenient
measure of ones ability to recover model parameter values in isolation from the others. Specifically, a diagonal value near 1 means that it is possible to estimate the parameter with little or no tradeoff from the other model parameters. Conversely, a value near 0 means that there is significant trade-off with other parameters. The resolution corresponding to our inverse problem is shown in Figure 10. Where we have phase estimates, as indicated in Figure 7, the resolution is rather good, with values near 1. In the areas in which there are no phase values, the resolution is zero or nearly zero. The resolution estimates shown in this figure only correspond to the resolving power associated with the arrival time values. In particular, the diagonal components of the resolution matrix do not account for the smoothing and averaging that was used to estimate the range change values and smoothing due to the mapping of the deformation estimates into pressure arrival time estimates.

CONCLUSIONS

Time-lapse geodetic data provide a means to image flow and to infer flow properties such as permeability. It is advantageous to have sufficient temporal as well as spatial sampling. The time sampling allows us to implement an arrival time inversion method which is less sensitive to the strength of the coupling between volumetric deformation and pressure change. Dense spatial sampling means that we can fix the trajectories used in the arrival time inversion, exactly linearizing the problem. The technique described here is applicable to a wide variety of data types including InSAR, GPS, tilt, precision ocean bottom pressure sensors, and time-strains from time-lapse seismic surveys. Furthermore, the method can be used on pressure changes estimated directly from time-lapse seismic observations.

The approach appears to work well in practice, as illustrated by our application to InSAR data related to a CO₂ injection at the Krechba field in Algeria. It appears that the pressure change due to the start of injection propagated to the northwest along two high-permeability pathways. The orientation of the high-permeability features agrees with the trend of faults and fractures in the region. Furthermore, the permeability estimates are well resolved, as indicated by the model parameter resolution computations. In order to fit the InSAR range change data with a smoothly varying model containing two northwest trending lobes of pressure, change extended some 100 to 200 meters above the reservoir layer. This may be due to pressure change outside the reservoir interval or perhaps due to an element of the modeling, such as the significant lateral extent of the grid blocks. Additional observations, such as micro-seismic surveys, are required to resolve the depth extent of the pressure change.
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**FIGURE CAPTIONS**

**Figure 1.** Range velocity estimates derived from Interferometric Synthetic Aperture Radar (InSAR) data. Positive values indicate motion towards the satellite. The upper panel displays values associated with Track 294 while the lower panel displays values associated with Track 65.

**Figure 2.** Range velocities obtained by averaging observations from Tracks 65 and 294. The trajectory of the injection well KB-502 is indicated by the solid line in the figure. Positive values indicate points moving towards the reference point in space.

**Figure 3.** Range changes for four time intervals. The trajectory of the injection well KB-502 is indicated by the solid line in the figure.

**Figure 4.** Pressure estimates for a model in which all of the changes are confined to the 20m thick reservoir interval.

**Figure 5.** Pressure estimates for a model in which changes are allowed up to 190 m above the layer. The four panels correspond to time intervals displayed in Figure 3.

**Figure 6.** Contour plot of the phase estimates obtained from the time at which the peak rate of pressure change occurred [see equation (19)].

**Figure 7.** Sampled field of phase estimates, where the size of the unfilled squares indicates the phase value. The largest square corresponds to a value of 20 \( \sqrt{\text{days}} \). The trajectories \( \mathbf{X} \), plotted as solid lines in this figure, are computed by marching down gradient from the phase field.

**Figure 8.** Logarithm of the permeability multiplier. Large, positive values indicate higher permeabilities.

**Figure 9.** Observed arrival time residual plotted against calculated arrival time residual. The residual is the remainder after the reference arrival time is subtracted. For a perfect fit the points would lie on the 45° line.

**Figure 10.** Diagonal elements of the model parameter resolution matrix. For values near 1 the permeability estimate may be resolved in isolation from the surrounding estimates. For values near 0, there is considerable trade-off with other permeability estimates.
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