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Abstract

Yb:S-FAP [Yb³⁺:Sr₅(PO₄)₃F] crystals are an important gain medium for diode-pumped laser applications. Growth of 7.0 cm diameter Yb:S-FAP crystals utilizing the Czochralski (CZ) method from SrF₂-rich melts often encounter cracks during the post growth cool down stage. To suppress cracking during cool down, a numerical simulation of the growth system was used to understand the correlation between the furnace power during cool down and the radial temperature differences within the crystal. The critical radial temperature difference, above which the crystal cracks, has been determined by benchmarking the simulation results against experimental observations. Based on this comparison, an optimal three-stage ramp-down profile was implemented and produced high quality, crack-free Yb:S-FAP crystals.
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1. Introduction

Yb-S-FAP crystals have many attractive laser properties making them well suited for diode pumping in moderate thermal load applications [1]. Currently, 7.0 cm diameter Yb:S-FAP crystals are being grown by using the Czochralski method from a SrF₂-rich melt [2, 3]. The growth of these crystals offers several challenges, which were resolved for 3.5 cm diameter. These included cracking, cloudiness [4-6], melt inclusions [5], anomalous absorption [7], and low-angle grain boundaries [8]. Specifically relating to this research, cracking was eliminated by reducing defects, cooling crystals using mono-linear cool-down power profile and leaving the crystal in contact with the melt during cooling. However, in scaling to 7.0 cm diameter, modifications to this procedure are required to prevent cracking.

Crystal cracking during cool down is directly related to the buildup of thermal stress and associated strains. Since Yb:S-FAP crystals have cylindrical symmetry, for simplicity of modeling, the total thermal stress within the crystal boule can be characterized by the radial and axial components. There are critical thermal stresses along both directions, above which, the crystal will be subject to cracking and it is believed that these critical values are temperature dependent. For example, at the beginning of the cool down when the temperature of the furnace is high, the crystal can usually sustain a large temperature difference in the radial direction without cracking. It should be noted that defects such as bubble core may significantly affect the critical values and cause them to be lower than modeled. Thus, depending on the level and distribution of thermal stress during the cool down, cracks can happen within the crystal along axial, radial or both directions.

In situ measurements of the temperature distribution within the crystal and its
surroundings during growth and cool-down are not practical in this case and significantly disturb the system thermodynamics. Therefore, numerical simulations of the growth and post-growth cool down are an ideal alternative to understanding the fundamental causes for issues related to crystal quality. In addition, numerical simulation of the growth furnace makes it possible to predict the temperature distribution within the crystal and its surroundings, temperature gradients within the furnace, and the relationship of these components with the power applied during the growth and cool down processes. Simulation results can be benchmarked against experimental observations to optimize growth and cool down parameters for growing high quality crystals with suppressed cracking.

Brice [9] examined thermal strain in the crystal during growth and cooling, and obtained the analytical solution for the maximum allowed cooling rate. Related to the maximum cooling rate, there exists a critical radial temperature difference between the center and the edge of the crystal above which the crystal will crack. This analysis was acceptable for crystals with a small value of ratio of diameter to length and weak radiation heat losses [10]. Recently, Metzger and Backofen [11] simulated the annealing process for GaAs crystal growth. They showed that the evolution of the maximum stress was strongly correlated to the radial temperature difference between the center and the edge of the crystal. The predicted radial temperature differences across the crystal by one- and two-dimensional models displayed similar behavior. Furthermore, a one-dimensional model was employed to optimize the cooling process in which the radial temperature difference was required to be limited by a critical value. The above analysis established the relationship between radial temperature difference and thermal strain induced in the cylindrical crystal. Although this paper
concentrated on modeling the growth of GaAs, not an optical material, a similar approach may be applicable to the current study for Yb:S-FAP crystals.

2. Methodology

A numerical model has been developed to simulate the temperature profile of the Yb:S-FAP crystal grown in the CZ furnace shown in Figure 1. The radio-frequency (RF) induction heating method is used [12-15] for a standard oxide-type furnace. Figure 2 shows the configuration of the crucible and crystal position during cool down. In this Figure, $R$ is the radius of the crystal, $T(0)$ and $T(R)$ are temperatures at the center and surface of the crystal, respectively, $T_c$ is the crucible temperature, and $T_{sur}$ is the crystal surrounding temperature that is measured at the center between the crystal surface and the inner diameter of the Ir ring as shown.

Simulations were performed first to examine the effect of internal radiation from the crystal during cool down to determine the conditions under which the crystal cracks. The numerical model is then used to optimize the cooling profile by ensuring that the thermal stresses in the crystal are maintained within a critical value throughout cooling. While both radial and axial temperature gradients may contribute to cracking, for simplicity, the current study considers that cracks only originate from the radial temperature gradient. Simulation results from the one dimensional model suggest that the crystal can be cooled faster at high temperature but must be cooled at a slower rate at lower temperatures.

2.1 Relationship between power level and crystal temperature

To determine the optimal cool-down profile, the proper relationship between the heating power and temperature distribution within the crystal growth furnace needed to be derived.
A simplified cooling model has been built based on dynamic models and process control
discussed in references 11, and 16-19. Although this analysis method does not consider all
parameters, it effectively reflects the major characteristics of the growth system. Process
control for the experimental growth system is treated as a simple dynamic system with the
system energy as the input and the average system temperature $T_f$, as the output. The system
energy is provided by RF induction heating and the heat loss is restricted to the environment
(with temperature $T_\infty$) only. Thus the following equation can be used to describe the energy
balance of the system,

$$mc_p \frac{dT_f}{dt} = P - h_{eff,f} A_f \left(T_f - T_\infty\right), \quad (1)$$

where $P$ is the power of the RF induction heater, $m$ is the mass of the furnace, $c_p$ is the heat
capacity of the furnace, $h_{eff,f}$ is the effective heat transfer coefficient between the furnace and
environment around the furnace, and $A_f$ is the total surface area of furnace. Because $T_f$ is
hard to define, it is replaced by the gas temperature surrounding the crystal, $T_{sur}$, by
approximation without missing major characteristics. Therefore, Equation (1) can be
rewritten as

$$\left(mc_p\right)\prime \frac{dT_{sur}}{dt} = P - \left(h_{eff,f} A_f\right)\prime \left(T_{sur} - T_\infty\right), \quad (2)$$

where $\left(mc_p\right)\prime$ and $\left(h_{eff,f} A_f\right)\prime$ having different values from that of $mc_p$ and $h_{eff,f} A_f$. For a
steady state, $dT_{sur}/dt$, is zero, and $\left(h_{eff,f} A_f\right)\prime$ can be obtained from
$$\left(h_{eff,f} A_f\right)\prime = \frac{P}{T_{sur} - T_\infty}$$

for any given power. Furthermore, by monitoring $T_{sur}$ as a function of time and power, the
value of $\left(mc_p\right)\prime$ can also be determined by equation (2). In this paper, $\left(mc_p\right)\prime$ and
are assumed to be constant for simplification. They can be improved by describing them as a time-dependent function for more detailed analysis.

As the cooling is initiated, the power level is turned down slowly. The power ramp-down rate is represented as $\Delta P/\Delta t_0$, where $\Delta t_0$ is a constant for experiments. In the model optimization, $\Delta P$ must be determined at every step so as to control the induced temperature difference. Since the effective thermal conductivity, $k_{\text{eff}}$, is a strong function of temperature, and the crystal surrounding temperature, $T_{\text{sur}}$, is a function of the power level, no analysis solution is therefore possible. Within each time step, $\Delta t_0$, the power level, $P$, can be treated as a constant; Equation (2) can be rewritten as follows

$$\frac{d\theta}{dt} = -\chi\theta, \quad \text{at each time step}$$

(3)

where $\theta = P/(h_{\text{eff,f}} A_f) - (T_{\text{sur}} - T_s)$ and $\chi = (h_{\text{eff,f}} A_f)/(mc_p)$. From Equation (3) with initial condition, the relationship between $P$ and $T_{\text{sur}}$ can be established. At the end, the following relationship can be obtained,

$$\Delta P = h_{\text{eff,f}} A_f \Delta T_{\text{sur}} + \int_{t}^{t+\Delta t} \lambda(t)dt$$

(4)

where $\lambda(t) = \theta_0 \chi e^{-zt}$. It is apparent from the equation that as heating power is ramped down, the system temperature is reduced, so does the surrounding temperature. To make the optimization procedure simpler, we further approximate the relationship between $\Delta P$ and $\Delta T_{\text{sur}}$

$$\Delta P = h_{\text{eff,f}} A_f \Delta T_{\text{sur}}$$

(5)

where $h_{\text{eff,f}} A_f$ can be obtained from the experimental data. Equation (3) can also be used in the optimization. However, more data such as $mc_p$ is required. The effective convection heat transfer coefficient, $h_{\text{eff,f}}$, in Eq. (5) is defined as $h_1 + 4\varepsilon \sigma T_{\text{sur}}^3(R)$ where $h_1$ is the
convection heat transfer coefficient. Since the growth system is complex, many simplifications have been made to get Eq. (5). Further improvement of the analysis can be made through data gained by both experiment and simulation.

2.2 Cooling of crystal from surface

For CZ crystal growth, several radiation models are available[20] to relate crystal temperature to ramp-down power. For simplification, the effective convection heat transfer coefficient is used to take into account of convection, radiation effects. Thus the energy balance equation on the crystal surface can be written as

\[
P_l(t) \approx h_2 [T(R, t) - T_{\text{sur}}(t)] + \varepsilon F_{\text{cf}} \sigma \left[ T^4(R, t) - T_{\text{sur}}^4(t) \right]
\]

\[
\approx [h_2 + 4\varepsilon F_{\text{cf}} \sigma T^3(R)] [T(R, t) - T_{\text{sur}}(t)] = h_{2,\text{eff}} [T(R, t) - T_{\text{sur}}(t)]
\]

(6)

where \(P_l\) is the heat loss from the crystal surface to the surrounding gas, \(F_{\text{cf}}\) is the view factor from the crystal to its surrounding, \(h_2\) is the convection heat transfer coefficient, and \(\varepsilon\) is the emissivity of the crystal surface. Equation (6) will be used to determine the boundary conditions for the crystal for crystal temperature calculations.

2.3 Calculation of crystal radial temperature difference

Experimental results show that crystal cracking normally occurs at the Iridium ring where the temperature gradients in the crystal are the largest. Thus we assume this area along the length of the crystal dominates the cooling process and the radial temperature difference can be chosen as the control parameter. During cooling, the power level is reduced in time duration, \(\Delta t_0\). In the current study, \(\Delta t_0\) is chosen as five minutes, indicating the induction heating power is adjusted every five minutes. A one-dimensional energy equation together with boundary and initial conditions can be written as,
where \( h_{2,\text{eff}} \) is the effective convection heat transfer coefficient of the gas surrounding the crystal and \( k_{\text{eff}} \) is the effective thermal conductivity of the crystal. In the boundary conditions for Eq.(8) the crystal surface heat loss from Eq.(6) is applied. Since Yb:S-FAP is a transparent optical material, inner radiation is high, particularly when the crystal temperature is high, so the internal radiation can be approximated by the simplest Rosseland model [21] using the effective thermal conductivity.

\[
k_{\text{eff}} = k_s + k_r, \quad k_r = \frac{16n^2\sigma T^3}{3a_R},
\]

where \( k_s \) is the thermal conductivity of the crystal, \( k_r \) is the portion of thermal conductivity from radiation, \( n \) is the refractive index of the surrounding gas, \( \sigma \) is the Stefan-Boltzmann constant, and \( a_R \) is the Rosseland mean absorption coefficient. The value of effective thermal conductivity depends strongly on the crystal temperature as shown in Fig. 3. In our simulation, \( a_R \) is set to 100.

Assume thermal properties may not change within every power control interval, e.g., five minutes, the analytical solution of Eq. (9) is obtained as [22]

\[
T(r,t) = \frac{2}{R^2} \sum_{m=1}^{\infty} e^{-\alpha \beta_m R} \frac{\beta_m^2 J_0(\beta_m r)}{\beta_m^2 + (h_{2,\text{eff}} / k_{\text{eff}})} \int_0^R r J_0(\beta_m r') T(t_0, r') dr'
\]

where \( \alpha \) is the thermal diffusivity, \( J_0(x) \) is the Bessel function, and \( \beta_m \) represents the positive roots of
Since Eq.(12) is an infinite series, it is necessary to keep the first several terms as an approximation, which is accurate when the Biot number is not large. Based on the analytical solution of the temperature distribution, the relationship between the radial temperature difference and power ramp down rate can be established.

2.4 Critical radial temperature

In order to determine the optimal cooling profile that prevents the crystal from cracking during cool down, the simulation model must be validated. First, the value of the critical radial temperature above which cracking will occur is required. Since this value is not readily available for Yb:S-FAP crystals, it is estimated through simulations and verified by experiments bearing mono-linear and bi-linear cooling profiles, respectively. The assumed critical radial temperature difference in the simulation is shown in Figure 4. The characteristics of the assumed values are based on the belief that the critical values are temperature dependent and are small at lower temperatures and large at higher temperatures. An initial power change is assumed to perform the optimization. The crystal temperature distribution is then simulated by applying Eqs. (1)-(12), where the crystal radial temperature differences are calculated and compared with the critical values. If the predicted crystal radial temperature difference is larger than that of the critical differences, the power change used in the current time step has to be reduced in order to limit the thermal stress in the radial direction within the crack free regime. This procedure is reiterated until a proper power ramp down profile is obtained such that the achieved radial temperature difference equals the critical value. The optimizing procedures are summarized in Figure 5. It is noted that the
radial temperature difference in crystal should be maintained at a level smaller than the critical radial temperature difference to avoid cracking. The mathematical formulae for this constraint is described as follows,

\[ \Delta T_R = T(0) - T(R) \leq \Delta T_{R,\text{cri}}. \]  

(13)

3. Results and Discussion

The most difficult part of the modeling is to define material properties. Table 1 lists the material properties that were used in this simulation [3, 23]. The assumed critical radial temperature difference is shown in Figure 4. The furnace surface area \( A_f \) is approximated to be 0.67 m\(^2\). The convection heat transfer coefficient \( h_f \) is set to a small value of 4 W/m\(^2\)K. The effective heat transfer coefficient in Eq. (5) is given as 20 W/m\(^2\)K. The initial crystal temperature is chosen to be 1800K, lower than the 2059K melt temperature, based on the fact that the average crystal temperature is lower than the melt temperature at the start of the cool down.

Actual temperature and temperature differences along the radial directions were simulated for a system that was cooled under a mono-linear forty-eight-hour cooling profile. The power level during the cooling period and its corresponding crystal surrounding temperatures are shown in Figure 6 (a). The dashed-dotted line in Figure 6 (b) shows the assumed critical radial temperature difference. The solid line represents the radial temperature differences during cool down. It is seen that the temperature difference along the radial direction increases with time. The solid curve intercepts the critical value at 37 hours
suggesting that, under the current assumption, after 37 hours, the crystal is susceptible to cracking. Note that the radial temperature could reach 50K when the power level is decreased to 0%. The predicted crack zone is marked by the hatched solid lines.

Similar calculations were done with a system that is cooled under a ninety-six hour bi-linear cooling profile. The calculated results are plotted in Figures 7(a) and (b). In Figure 7(b), the crystal is predicted to crack after 78 hours of cooling. Note that the radial temperature could reach 36K when the power level is decreased to 0%. The crack zone is marked with the green solid lines.

Under both cooling profiles, the temperature difference between the center and the edge of the crystal is small at the beginning, but reaches very high values at lower temperatures. This phenomenon can be attributed to the fact that the effective thermal conductivity within the crystal is significantly reduced at lower temperatures (Figure 3). Therefore, while the surface temperature is reduced due to the heat loss from convection and radiation, the temperature at the center can still be very high suggesting that it is necessary to reduce the cooling rate at low temperatures to allow for better temperature equilibration between the center and outside of the crystal to suppress cracking.

The observed time at which the crystal starts to crack in the experiments agrees well with the predicted values. The crystals harvested under the two cooling profiles discussed above are shown in Figures 8(a) and 8(b). These agreements between the model and experiment ensure that the assumed values and characteristics of the critical radial temperature difference are valid. It further verifies that the analytical approaches, and other selected parameters in the model are reasonable. Moreover, the apparent improvement of
crystal cracking under the bi-linear cooling profile suggests that a multi-linear cooling profile is ideal.

The optimized multi-linear power ramp-down profile is shown in Figure 9 (a) along with the crystal surrounding temperature. It is apparent that the power drops at a much faster rate when the surrounding temperature is high and slows down as the surrounding temperature decreases. Such behavior is caused by the significant reduction in the effective thermal conductivity with decreasing temperature (see Figure 3). The calculated radial temperature difference in the crystal during cooling is shown in Figure 9 (b) and due to the optimized power ramp-down profile, the values are nearly identical to that of the critical temperature difference. Importantly, from the data in Table 2, it is evident that as the temperature of the crystal decreases, the radial temperature difference also decreases due to the slower cooling rate at the lower temperatures.

For the purpose of practical furnace programming, a tri-linear power ramp-down profile is preferred over the calculated profile for cooling the crystal. Utilizing the same procedures that produced Figure 9, an optimized tri-linear ramp-down profile is obtained as shown in Figure 10 (a). The crystal surrounding temperature and radial temperature difference are also shown in Figure 10. To satisfy the critical temperature difference constraint, an extended cool down time of 150 hours is required in comparison to that of around 100 hours for the continuous ramp-down profile. At 150 hours, the power level is 2% and the temperature difference is about 1 degree, however, the crystal temperature is still relatively high at 720K. If the power is shut down at this time the crystal cooling rate will be high and a spike will occur in the temperature difference as shown in Figure 10 (b).
has been experimentally observed that the crystals will occasionally crack if the power is turned off at the 150 hour cool down point, making it necessary to wait for a period of time before shutting off the power at the end of the ramp down so that the temperature difference can reach its minimum. In the growth experiment, the power control system can only be adjusted down to within 2.5% of the full power level and the power supply is then turned off. This parameter has also been implemented in the simulation resulting in a spike for the radial temperature difference at power of 2.5% (Figure 10 (b)). The crystal surrounding temperature is still rather high at 2.5% in comparison to room temperature, Figure 10 (a), when the power is turned off and the surrounding temperature will change to room temperature rapidly through normal thermal dissipation. When it exceeds the critical temperature gradient value, cracks may develop at the end of the cool down, which have been observed.

In conclusion, a tri-linear power ramp-down profile has been utilized to routinely harvest 7.0 cm diameter Yb:S-FAP crystals without cracking in the upper useful portion of the crystal (Figure 8 (c)). The cracking has been significantly reduced in comparison to the boules with alternate cool down profiles as shown in Figures 8 (a-b). Cracks seen at the bottom of the crystal result from a strong thermal perturbation caused by solidification and cracking initiated within the solidified melt. Further study is underway to eliminate this cracking as well.

4. Summary
A numerical model has been developed to predict the temperature distributions in the CZ system used to grow Yb:S-FAP crystals. Simulations have been benchmarked against
experiment for both mono-linear and bi-linear ramp-down profiles. These results suggest that cracking occurs when radial temperature differences within the crystal exceed that of the critical value. Based on this result, an optimized three-stage power ramp-down profile was proposed and resulted in high-quality crack-free, 7.0 cm diameter Yb:S-FAP crystals. This success demonstrates the advantages of combining numerical simulation with experiment to improve crystal quality in CZ crystal growth systems and reduce process development time.
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Table 1. Thermophysical properties of Yb:S-FAP crystal used in the simulation

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density, $\rho$ (g/cm$^3$)</td>
<td>4.14</td>
</tr>
<tr>
<td>Heat capacity, $C_p$ (J/gK) @ 298 K</td>
<td>0.5</td>
</tr>
<tr>
<td>Thermal diffusivity, $\alpha$ (m$^2$/s)</td>
<td>9.8x10$^{-7}$</td>
</tr>
<tr>
<td>Thermal conductivity, $k_s$ (W/mK)</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Table 2. Important results for the simulation in Fig. 9

<table>
<thead>
<tr>
<th>Time (hour)</th>
<th>T (K)</th>
<th>Power (%)</th>
<th>$\Delta$T (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>1276</td>
<td>11.86</td>
<td>5.70</td>
</tr>
<tr>
<td>75</td>
<td>877</td>
<td>3.54</td>
<td>4.72</td>
</tr>
<tr>
<td>150</td>
<td>720</td>
<td>2.01</td>
<td>1.04</td>
</tr>
</tbody>
</table>
Figure 1. Schematic of the growth furnace
Figure 2. Schematic of the simplified crystal cooling process. Tc: Crucible temperature, Tsur: Crystal surrounding temperature, T(0): Crystal center temperature, and T(R): Crystal surface temperature.
Figure 3. Effect of radiation heat transfer on effective thermal conductivity
Figure 4. The critical radial temperature difference used in the simulations.

Figure 5. Flowchart of the optimizing procedure
Figure 6. (a) Linear power ramp-down profile and surrounding gas temperature change profile, and (b) radial temperature difference induced in the crystal.
Figure 7. (a) Bi-linear power ramp-down profile and surrounding gas temperature change profile, and (b) radial temperature difference induced in the crystal
Figure 8. The grown crystals based on the power ramp-down profiles in (a) Fig 6, (b) Fig. 7, and (c) Fig. 10.
Figure 9. (a) Optimized power ramp-down profile and surrounding gas temperature change profile, (b) radial temperature difference induced in the crystal, and (c) crystal surface and center temperature profiles.
Figure 10. (a) Tri-linear power ramp-down profile and surrounding gas temperature change profile, and (b) radial temperature difference induced in the crystal