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Abstract

This paper explores the feasibility of integrating energy efficiency program evaluation with the emerging need for the evaluation of programs from different “energy cultures” (demand response, renewable energy, and climate change). The paper reviews key features and information needs of the energy cultures and critically reviews the opportunities and challenges associated with integrating these with energy efficiency program evaluation. There is a need to integrate the different policy arenas where energy efficiency, demand response, and climate change programs are developed, and there are positive signs that this integration is starting to occur.
Introduction

The evaluation landscape is changing for evaluators and planners of energy efficiency (EE) programs. Historically, policymakers and utility regulators have considered EE as the least cost strategy to help meet resource adequacy and transmission expansion needs (especially in geographically targeted congested areas) and to mitigate increasing energy costs. Recently, state and federal policymakers and utility regulators have broadened the scope of evaluation and planning by integrating EE programs focused on achieving energy savings with programs that focus on other program objectives such as reducing dependency on fossil fuels (renewable energy), reducing the need for investments in generating capacity (demand response), and investing in technologies that help to mitigate climate change (Michals and Titus 2006). As a result, the following types of questions are being asked of evaluators and planners:

1. How can the evaluation of EE programs provide guidance on the design and evaluation of these other types of programs? Specifically, what evaluation issues are similar and what are different?

2. What EE program evaluation approaches are useful for evaluating renewable energy, demand response, and climate change mitigation programs?

3. How are state evaluation protocols developed for evaluating EE programs being expanded to include other topics and being extended regionally and nationally?

4. What policy mechanisms are needed for integrating EE programs with these other types of programs?

In this paper, we first examine the changing landscape and then discuss several key evaluation issues resulting from the evaluation of EE programs that will be relevant for the evaluation of DR, RE, and CC programs. We next focus on those evaluation approaches and methods that will be helpful for evaluating the impacts from DR, RE, and CC programs and for program improvement. We then examine how current evaluation protocols are being expanded.

---

1 Energy efficiency is increasingly being interconnected (coordinated and integrated) with other areas that are not covered in this paper: for example, water efficiency, distributed generation, green buildings, LEED buildings, and sustainable communities.
and extended. Finally, we describe the policy dilemma facing policy makers in integrating the different policy arenas and then provide examples of how integration is starting to occur.

**The Changing Landscape**

Energy efficiency is seen by many policymakers and utility regulators as the least cost strategy to help meet resource adequacy and transmission expansion needs (especially in geographically targeted congested areas). Since the energy crisis of 2000-2001 in California, multiple policy decisions have made EE the first priority electric resource (Vine et al. 2007). Since that time, California policymakers and utility regulators have established EE goals, policies, and programs. For example, in 2002, the California Public Utilities Commission (CPUC) required (Decision 02-10-062) that California’s three electric investor-owned utilities (IOUs) follow a specific resource loading order when developing their integrated resource plans and searching for new energy supplies, stating that resource adequacy needs should first be met through all cost-effective EE and demand-response programs.

California was not the only state in the West that was interested in promoting EE in the aftermath of the consumer price shocks and short-term power shortages of the 2000-2001 electricity crisis. For example, the Northwest Power and Conservation Council (NPCC) established EE targets based on cost-effective EE potential for the Pacific Northwest region, and its 5th Regional Power Plan is considered one of the best integrated resource plans in the country (NPCC 2005). Several state regulatory authorities in the Southwest (Arizona, Nevada, Utah) approved increases in utility EE spending (Geller 2006). At the regional level, the Western Governor’s Association (WGA) has set a high priority for EE, establishing a goal of reducing projected electricity demand in 2020 by 20% in a policy resolution on Clean and Diversified Energy for the West (WGA 2004). And a review of recent resource plans\(^2\) issued by fourteen investor-owned utilities in the Western United States and Canada found that four utilities had proposed EE programs that were projected to offset more than 70% of their forecasted energy

---

\(^2\) Resource plans encompass integrated resource plans, default supply plans, long-term procurement plans, least-cost resource plans, and electric supply plans.
load growth between 2004 and 2013 (Hopper et al. 2006). For these utilities, these programs were expected to reduce annual energy load growth from 1.6-2.6% per year to ~0.5% or less.\(^3\)

Energy efficiency is also seen as a solution for addressing **transmission and distribution congestion** problems on the grid. As with electricity generation, EE and other demand-side resources can be a cost-effective way to defer or eliminate the need for T&D expansion (Kushler et al. 2005; Vine et al. 2007). Several electric system jurisdictions are actively pursuing such demand-side resources to address T&D needs in the Pacific Northwest, New York, Vermont, Connecticut, and the City of San Francisco.

In addition to EE programs, demand response programs are getting increased attention for helping to solve the above problems. **Demand response (DR)** programs are designed to reduce short-term capacity needs and/or transmission constraints. DR is defined as changes in electricity consumption by customers in response to signals in the form of electricity prices, incentives, or alerts during periods when the electricity system is vulnerable to extremely high prices or compromises to reliability (CPUC 2007). In California, DR programs are an essential element of California’s resource strategy, as articulated in the State’s Energy Action Plan II (EAP II). EAP II ranks DR programs second in the “loading order” after energy efficiency programs and directs the utilities to subscribe at least 5% of system peak demand to DR programs by 2007. In 2006, the CPUC adopted price-responsive DR programs for large customers and set annual participation goals for utility DR programs (D. 03-06-032), which was subsequently followed by another decision (D. 06-03-024) where the CPUC approved $262 million for DR programs for the years 2006-2008. And in its most recent DR decision (D. 06-11-049), the CPUC authorized augmentations and expansions to the DR programs for the purposes of increasing DR as a resource for summer 2007. DR programs have become a focal point of the California Independent System Operator’s (CAISO) wholesale market development. On Sept. 21, 2006, the Federal Energy Regulatory Commission (FERC) conditionally approved the CAISO’s Market Redesign and Technology Upgrade (MRTU) proposal and directed the CAISO to incorporate price-responsive DR programs in the MRTU. The CAISO plans to implement the day-ahead market of its MRTU during the first quarter of 2008. Other states in the U.S. (e.g., in

\(^3\) The other utilities projected a more moderate role for energy-efficiency programs: e.g., four other utilities expected energy efficiency programs to offset 30 to 50% of forecasted load growth. And for three utilities, energy-efficiency programs proposed in the resource plans were expected to play a very minor role (0% to 7% of projected load growth).
New England and New York) have also been very active in enacting DR policies and supporting DR programs.

Interest in **renewable energy (RE)** programs has been growing, and has been stimulated by the adoption of renewable portfolio standards (RPS) by 21 states in the U.S., along with the District of Columbia (Chen et al. 2007). A RPS requires that a minimum amount of RE is included in each retail electricity supplier’s portfolio of electricity resources. For example, in California, Senate Bill (SB) 1078, passed in 2002, established a RPS and set a goal of renewable generation for 20% of the state’s requirements by 2020. And in 2003, the CPUC and the CEC (via the first Energy Action Plan) accelerated SB 1078’s RPS goal, moving the 20% goal up to 2010. In September 2006, SB107 was signed into law and formally adopted this accelerated goal. Finally, Governor Schwarzenegger has proposed an even more ambitious goal of 33% of renewable electricity sales by 2020. Also, in August 2006, Governor Schwarzenegger signed SB 1, which directed the CPUC and the CEC to implement the California Solar Initiative (CSI) program for the period 2007-2016. The overall goal of the CSI is to help lower the cost of solar systems for consumers and build a self-sustaining solar market. The CPUC, through the CSI, will be providing more than $2 billion in incentives over the next decade for existing residential homes and existing and new commercial, industrial, and agricultural properties. The CEC is also managing a ten-year, $350 million program to encourage solar installations in new home construction through its New Solar Homes Partnership (NSHP). A very important feature of the NSHP is that builders are required to exceed the current State’s EE standards’ (Title 24) performance by 15%.

Interest in, and awareness of, potential **climate change (CC)** impacts (globally, regionally, and locally) are at an all-time high in the United States. Scientific studies (e.g., the Intergovernmental Panel on Climate Change’s recent report - IPCC 2007), changes in political power (e.g., the Democratic Party assuming control of the U.S. Senate and House), and the popular media (e.g., television, newspapers, books and movies (such as Al Gore’s *An Inconvenient Truth*)) have all contributed to making “climate change” an important and urgent issue in the policy arena. Efforts to significantly reduce carbon emissions as part of any national strategy to address CC will require considerable improvements in EE. Studies by the National

---

4 Other states (Illinois and Vermont) have established voluntary standards, while still others are considering enacting obligatory RPS policies. A RPS policy has also been considered (but not adopted) by the U.S. Congress.
Commission on Energy Policy (2004) and the Pew Center on Global Climate Change (2004) showed how EE was an important short-term strategy for reducing carbon emissions. Similarly, an analysis by Pacala and Socolow (2004) presented fifteen “stabilization wedges” to reduce carbon emissions, four of which involved EE improvements; the authors asserted that improvements in EE probably offered the greatest potential to provide wedges. As a result, there has been a paradigm shift in how energy policymakers and utility regulators see the world: their “energy lens” has changed to a “climate change lens:” all energy policies and programs are now viewed as solutions to reducing GHG emissions.

Recently, local and state government and Congress have been fervently developing policies and programs to reduce emissions. In the Northeast, states are developing a carbon cap and trade system under the Regional Greenhouse Gas Initiative (RGGI). In California, Governor Schwarzenegger established new goals for GHG emissions, announcing in an executive order that his goal is “by 2010, to reduce GHG emissions to 2000 levels; by 2020, reduce GHG emissions to 1990 levels; by 2050, reduced GHG emissions to 80% below 1990 levels.” The goal of achieving 1990 GHG emission levels by 2020 was subsequently incorporated into law when the State legislature passed, and the governor signed, AB 32 in September 2006. In addition, SB 1368, signed into law at the same time, requires that the CPUC and the Air Resources Board establish GHG emission performance standards for all base-load generation. This legislation increases the importance of both RE and EE efforts.

**Evaluation Issues**

The evaluation issues that evaluators of EE programs have addressed in the last thirty years will continue to be relevant in the evaluation of DR, RE, and CC mitigation programs. However, certain issues will be emphasized (or de-emphasized) more than others, and new issues will need to be evaluated. Due to paper size limitations, we can only highlight some of the key issues.

**Baselines & Additionality**

In the evaluation of EE programs, the identification and measurement of a baseline is critical for the calculation of energy savings. One needs to know what is likely to have happened to energy use if the program had not been implemented. For example, for calculating the energy
savings from the installation of an EE appliance, the baseline may include applicable state and/or Federal EE appliance standards, existing equipment efficiency, or common replacement practices. The measurement of a well-matched non-treatment comparison group over time can also provide a reasonable baseline.

Baselines will continue to play a critical role in the evaluation of DR and RE programs. In DR programs, the customer’s expected load absent the DR request is the customer’s baseline. Various methods of baseline calculation are available: e.g., load averaging of similar days, using regression analysis, or making adjustments to reflect certain factors such as weather. For RE programs, the calculation of the baseline is straightforward: assuming there has been little RE development in the area, one can assume a baseline of zero energy production. If RE programs become successful and increased market penetrations are achieved, then the calculation of the baseline will be more challenging.

It is important that baselines need to be consistently defined. In a review of EE protocols, baseline conditions were found not to be always consistently defined when estimating savings (Michals and Titus 2006). For example, in new construction programs, the baseline was typically defined as standard practice (i.e., the state’s current building energy code or common practice): therefore, the baseline varied from state to state depending on what energy code is in place and typical practice in the area. And in the case of early replacement/retirement retrofit programs, some states defined the baseline as either (a) the existing measure or technology, (b) standard practice or what was required under the state’s building energy code, or (c) a blend of existing technology and current standard practice/code.

For CC programs, it is important to know if a program (or project) reduced GHG emissions that were additional to any that would have occurred in the absence of the project activity. At the international level, the Clean Development Mechanism’s (CDM) Executive Board has developed rules that developers must follow to demonstrate the additionality of their proposed projects (CDM 2004). These rules are consistent with the methods used to estimate

---

5 The Kyoto Protocol includes two project-based mechanisms for activities across countries. Article 6 of the Protocol allows for joint implementation (JI) projects between developed (Annex I) countries: i.e., project-level trading of emissions reductions can occur among countries with GHG emission reduction commitments under the Protocol. Article 12 of the Protocol provides for a CDM that allows legal entities in the developed world to enter into cooperative projects to reduce emissions in the developing world for the benefit of both parties. Developed countries will be able to use certified emissions reductions from project activities in developing countries to
gross and net savings in the evaluation of EE programs, and it is expected that these rules will be used for demonstrating additionality for an international emissions trading scheme. Thus, for state and national cap and trade programs, if credits are issued and credits are allowed to be bought and sold at the international level, then additionality will need to be rigorously addressed. To some degree, additionality is already being addressed at the state level where EE baselines have been identified and free riders have been evaluated, as described in the next section.

**Adjustments to Gross Energy Savings: Free Riders and Program Spillover**

In EE programs, gross savings quantify the estimated change in energy consumption or demand that results directly from EE measures taken by participants in the program, regardless of why they participated. Through evaluations and other studies or assumptions about “free riders”\(^6\), gross savings are adjusted to determine net savings, which reflect only EE savings that can be attributed to the program. Net savings are used for the purposes of measuring program cost-effectiveness and awarding program administrators for performance. In the Northeast, net savings are also used to inform projected energy and demand reductions in regional system planning (Michals and Titus 2006). In contrast, in the Northwest, gross savings are used for forecasting purposes on the basis that they should reflect energy efficiency investments regardless of who pays (i.e., including free riders) (Keating 2007). In a review of EE protocols in the Northeast, states had different rules on what adjustments were applied to gross savings to calculate net savings (Michals and Titus 2006).

In addition to adjusting for free riders, gross savings can also be adjusted up or down to reflect energy and demand savings due to spillover (participant or non-participant). Participant spillover represents the additional EE actions that program participants take outside a program as a result of having participated in the program. Non-participant spillover represents the changes in the energy use of non-participants as a result of the program. In a review of EE protocols in the Northeast, states varied in their use (or non-use) of spillover effect as part of their calculation of net savings (Michals and Titus 2006).

---

\(^6\) In energy efficiency projects, it is possible that the reductions in energy use are undertaken by participants who would have installed the same measures if there had been no project. These participants are called “free riders.” The savings associated with free riders are not truly “additional” to what would occur otherwise.
Adjustments to gross savings are not examined in DR programs, since customers cannot take advantage of the benefits of these programs without participating in the program itself. For reporting purposes for the Forward Capacity Market, the New England Public Utility Commissioners voted to provide gross EE savings rather than net, for the following reasons: (1) consensus on the use of spillover in the definition of net savings did not exist, (2) other demand providers reported gross EE savings, and (3) there was concern that spillover measurements would not withstand the rigor of M&E requirements. However, as these programs become more available, free ridership may become more of an issue. Also, it will be relatively easy to evaluate non-participant spillover in the future, since customers will need to apply to these programs to receive the special incentives. As mentioned previously, renewable energy is still relatively “new” and one expects little free ridership. As in the case with DR programs, as renewable energy programs become more widespread (e.g., via RPS or voluntary carbon programs), measurement of free ridership and program spillover effects may become more of an issue.

The future relevance of free ridership is under question, especially with the recent interest in CC. Under a “market transformation” perspective where one is concerned about progress being made towards an EE market/society, one may not be concerned about free riders, but are concerned about market share and the EE activities of other participants. In fact, the more free riders, the better. Furthermore, it is expected that EE programs will benefit from the increased awareness of how EE efforts reduce GHG emissions. For example, emission tax or trading schemes may provide a financial incentive to invest in EE measures. Similarly, increased media attention to energy issues may change behavior patterns and generate demand for EE measures. This increased coverage is readily apparent in the popular media and financial publications, and behavior in residential customers may already have changed as a result. And as business sectors try to reduce their GHG emissions, there will be increasing attention to EE. Hence, more residential and business customers are becoming more sensitized and better educated about EE and will be more interested in reducing their own energy use. As a result, it will be much more challenging to have cost-effective programs based on net energy savings that account for free riders. In summary, if one believes that energy forecasts cannot account for all of the EE improvements that would occur naturally, then it may be best to focus on estimating gross energy savings and devote less evaluation resources to quantifying the number of free riders.
Reliability, Uncertainty, and Precision

Because of the difficulties and uncertainties in estimating energy savings and reduced emissions, the level of precision and confidence levels associated with the measurement of savings need to be identified (Vine and Sathaye 1999). The precision of measurements and results can be demonstrated in one of two ways: (1) quantitatively, by specifying the standard deviation around the mean for a bell-shaped distribution, or providing confidence intervals around mean estimates; or (2) qualitatively, by indicating the general level of precision of the measurement (e.g., low, medium or high). The EE program evaluation community has responded to the uncertainty challenge by conducting evaluation studies using rigorous sampling techniques that measure and report savings with a specific level of confidence (e.g., the energy savings were 1,000 kWh plus or minus 20 kWh at a 90% confidence level). California’s measurement and evaluation protocols contain advice on sampling as well as choosing the appropriate methodology depending on the level of rigor that is required (CPUC 2006).

A related key concern of resource procurement planners and independent system operators is whether EE is a reliable resource. Reliability is critical when making sure there is sufficient supply to meet society’s needs. On the reliability issue, it is important to place the reliability and uncertainty of EE in the proper context (Vine et al. 2007). While we recognize that there are uncertainties associated with EE as an energy resource, there are also uncertainties on the supply side. Therefore, any assessment of the reliability of EE as a resource needs to be done in the context of how these concepts come into play in planning and operating a utility system. For example, critics of EE sometimes seek to portray energy efficiency as inherently uncertain and unreliable, and supply side resources as well known and dependable. That portrayal, simply put, is false. In fact, substantial uncertainties exist regarding the planning and implementation of every utility system resource (e.g., delays in the construction of power plants, increasing costs of power plant construction, variable fuel prices, and the costs and timing of transmission and distribution projects). Since we expect that critics may question the value of GHG emissions reduction from EE measures, it is important to remind people about the risk-reducing value of EE. First, and most obviously, EE avoids fuel-cost risk entirely, which is a significant advantage in this new era of high and volatile energy prices. Second, EE is not dependent on a single high capital cost project like a power plant. Rather, the EE resource is composed of a large number of
relatively small incremental cost projects. Finally, EE is a very flexible resource that can be acquired in larger or smaller increments in response to utility system needs, thereby dramatically reducing the risk of over-building or under-building utility system resources.

DR programs face the same reliability concerns as EE, especially for dispatchable DR, which is considered to be a supply-side resource for purposes of calculating resource adequacy requirements. Can resource planners count on DR at critical periods (e.g., in time of peak demand)? ISO New England’s (ISO-NE) measurement and verification (M&V) manual for demand resources requires that project sponsors have to show how they will meet or exceed the statistical precision and accuracy standards specified in ISO-NE’s M&V manual (ISO-NE 2007). Many renewable energy systems (e.g., wind) have intermittency problems, and, therefore, have the same reliability and uncertainty concerns, but with less concern about precision: for example, the electricity generation from a photovoltaic system is equal to the output of the system, and this can be directly measured. It may be best to look at DR and RE from a portfolio perspective, as one of several resource options that can be called upon in times of need. A probability assessment could be conducted for DR and RE to see which resources could be used and at what time period.

GHG emissions reductions will confront the same challenges with respect to uncertainty, and the precision issue may be greater than the EE savings uncertainty, depending on the emissions factor that is used (e.g., a default emissions factor (emissions allocation rate), a factor based on a utility dispatch model, or something in between) (Vine and Sathaye 1999; USEPA 2007). For example, the dispatch model is generally considered the most rigorous means of quantifying displaced emissions rates, however, it is labor intensive, expensive, and generally difficult for non-experts to evaluate. On the other hand, the advent of credits for carbon reductions and the monetization of those credits may create an environment where precision is very important to buyers and sellers of the credits.

In conclusion, in most situations, uncertainty estimates will usually require expert judgment. If one is unsure of the final answer, one can try to discount the results (for energy savings, demand reduction, or GHG emissions reduction) (Vine et al. 2003). On the other hand, discounting may discourage program participation if discounting rates are set too high, and discounting may lead to gaming – e.g., savings may be overestimated by 20% if the sponsors
know that their savings will be discounted by 20%. Thus, as an alternative, one might want to set minimum uncertainty and reliability standards, or limits of acceptable accuracy (USEPA 2007). If the standard is met, there is no discounting. If the standard is not met, then the project is not allowed.

**Persistence**

Persistence reflects whether or not an installed EE measure is still installed (measure retention) over the anticipated lifetime of the measure, or can take into account changes in how the measure is used and how savings may change over time due to technology degradation. Thus, a persistence study measures changes in the net impacts that are achieved through installation/ adoption of program-covered measures over time, and these changes include retention and performance degradation. Many past persistence studies were unable to provide results that were significantly different (statistically) from the ex-ante results, so that most of the current ex-post effective useful lives (i.e., measure lifetimes) are the same as the ex-ante estimates (CPUC 2006). Besides finding relatively high retention rates in most cases, a consistent and important finding from these studies was that a longer period of time is needed for conducting these studies, so that larger samples of failures are available, and so that technology failure and removal rates can be better documented and used to make more accurate assessments of failure rate functions. California’s measurement and evaluation protocols address persistence in the Effective Useful Life Evaluation Protocol (CPUC 2006). But persistence is not consistently accounted for in other states. For example, in a review of EE protocols in the Northeast, some states applied an explicit persistence or retention factor as part of a net savings algorithm, while in other states “persistence” was captured in the assumed measure life and, therefore, while accounted for, was not readily transparent (Michals and Titus 2006).

Persistence may not be an issue for DR programs, since the impacts from many of these programs are short-lived: the reduction of energy use at critical peak times of the day (e.g., 3 PM to 6 PM on a Summer weekday). However, persistence is important for RE programs, particularly if one is evaluating programs and technologies from a lifecycle cost analysis. For example, the maintenance of a photovoltaic (PV) system is critical, so that the PV load does not decrease over time. This is an issue, for example, in California’s Central Valley where dust can form a blanket over the PVs and reduce their performance.
For CC programs, the persistence issue is addressed in the determination of the GHG emission credits in both voluntary and mandatory carbon markets. Although some EE measures may have long lifetimes (e.g., 20-30 years), the credits representing these reductions may be of limited duration (e.g., 7 years). If a CC program wanted to extend longer lifetimes for certain measures, a persistence study would need to be conducted. Similarly, for shorter lifetime measures (e.g., less than 7 years), a persistence study might be needed to see if the carbon credit should be discounted (see below). Because of the effort needed in conducting persistence studies, the value of carbon credits would need to be sufficiently high to warrant such a study.

Evaluation Approaches and Methods

Over 1,000 evaluation studies have been prepared in the U.S., and the energy savings of EE programs have been closely reviewed in contested regulatory hearings in dozens of states. In the twenty first century, we now have an entire energy evaluation industry and dedicated professional organizations continuing to enhance the methods, standards, and conduct of energy program evaluation. The results of this work are published in peer-reviewed journals and conference proceedings. A wide range of evaluation methodologies has been developed and refined over the past thirty years to estimate energy savings with acceptable levels of precision. These evaluation techniques have featured many sophisticated methods to rigorously assess EE impacts. We expect that many of these methods will be used in the evaluation of the impacts of DR, RE, and CC programs. Below, we mention three types of evaluation approaches that should be considered when evaluating DR, RE, and CC programs.

Impact Evaluation

The evaluation of (gross and net) energy savings (kWh, kW, therms) has been the centerpiece of the evaluation of EE program evaluation for many years, and the methods for evaluating these impacts are described in guidelines at the state (e.g., the California measurement and evaluation protocols – CPUC 2006), national (e.g., the U.S. Department of Energy’s 7 A protocol has been developed for evaluating RE as part of the IPMVP (see below), the California Public Utilities Commission is in the process of developing an evaluation protocol for DR, ISO New England has developed a manual for the evaluation of DR programs (ISO-NE 2007), and a protocol is being developed for the evaluation of CC programs (USEPA 2007).
International Measurement Performance and Verification Protocol (IPMVP)\(^8\), and international (e.g., International Energy Agency’s (IEA) Evaluation Guidebook (IEA 2005)) levels. The methods can vary depending on many factors, such as budget, the level of rigor and precision required, program type, and type of EE measure. Some programs may simplify their evaluation approach by basing the savings on stipulated or deemed savings.\(^9\) Alternatively, billing analysis or building energy computer simulations may need to be run (for complex EE systems, new construction, etc). Many organizations rely on the IPMVP to determine which methods to use. Interest in evaluating peak demands from EE measures is gaining attention as greater weight is being placed on capacity (kW) than energy (kWh) savings from EE measures. However, a greater understanding and accurate quantification of the peak demand impacts from EE measures remains (York et al. 2007).

The methods and approaches used for evaluating EE impacts can be transferred to the evaluation of DR, RE, and CC impacts, although with some differences. For DR programs, the time period of analysis is different than typically used for EE programs. For example, the analysis of energy savings from EE programs typically occurs over longer periods of time: e.g., kWh saved per year; sometimes there is interest in monthly or daily analysis. However, for DR programs, hourly analysis is needed. DR program impacts may vary according to the circumstances of the event, such as temperature, humidity weather, day of the week, time of day, location, and type of system emergency (see ISO-NE’s M&V Manual - ISO-NE 2007; Violette and Hungerford 2007; Summit Blue and Quantum Consulting 2006). For RE programs, the focus is on energy production, rather than on energy savings. However, the measurement options are basically the same (USEPA 2007). For long-term procurement planning, the evaluation of RE programs may place more emphasis on capacity (kW) than energy (kWh) savings.

For CC programs, the GHG impacts from EE programs can be calculated in one of several ways (Vine and Sathaye 1999; USEPA 2007). Once the energy savings have been calculated, GHG emissions reductions can be calculated in one of two ways: (1) if emissions reductions are based on fuel-use or electricity-use data, then default emissions factors can be used, based on utility or nonutility estimates; or (2) emissions factors can be based on generation

\(^8\) The Efficiency Valuation Organization (EVO) is now responsible for maintaining and updating the IPMVP (www.evo-world.org).
\(^9\) Stipulated data may be taken from engineering energy savings analyses, efficiency program work-papers, secondary research, engineering references, manufacturers’ catalog data, and/or on-site survey data.
data specific to the situation of the project (e.g., linking a particular project on an hourly or daily basis to the marginal unit it is affecting). In both methods, emissions factors translate consumption of energy into GHG emission levels (e.g., tons of a particular GHG per kWh saved). In contrast to default emission factors (method #1), the advantage of using the calculated factors (method #2) is that they can be specifically tailored to match the EE characteristics of the activities being implemented by time of day or season of the year. For example, if an EE project affects energy demand at night, then baseload plants and emissions will probably be affected. Since different fuels are typically used for baseload and peak capacity plants, then emission reductions will also differ.

The calculations, however, become more complex (but more realistic) if one decides to use the emission rate of the marginal generating plant (multiplied by the energy saved) for each hour of the year, rather than the average emission rate for the entire system (i.e., total emissions divided by total sales). For the more detailed analysis, one must analyze the utility’s existing expansion plan to determine the generating resources that would be replaced by saved electricity, and the emissions from these electricity-supply resources. Thus, one would establish a baseline (current power expansion plan, power dispatch, peak load/base load, etc.), select a monitoring domain, conduct a monitoring option, measure direct emission reductions (e.g., reductions occurring at the neighboring power plant to lower demand), measure indirect emissions (e.g., modification in the power system due to lower output at the neighboring plant), and calculate net carbon reductions.

One would have to determine if the planned energy-efficiency measures would reduce peak demand sufficiently and with enough reliability to defer or obviate planned capacity expansion. If so, the deferred or replaced source would be the marginal expansion resource to be used as a baseline. This type of analysis may result in more accurate estimates of GHG reductions, but this method will be more costly and require expertise in utility system modeling. In addition, this type of analysis is becoming more difficult in those regions where the supply of energy may come from multiple energy suppliers, either within or outside the utility service area.

The decision on which methodology to use will depend on project size (e.g., kWh, kW, carbon credits requested, project expenditures) or relative project size (e.g., MW/utility service area).
MW). It is up to the evaluator to decide on the best method for the project. Certain thresholds may need to be developed. If a project is of a certain relative magnitude (e.g., a project is 50 MW and the utility’s service area is 400 MW), the evaluator would probably select the second method above.

**Market Effects Evaluation**

Market effects evaluations document the various market changes that affect the way energy is used within a market and estimate the energy and demand savings associated with those changes that are induced by sets of program or portfolio interventions in a market (CPUC 2006). This is very useful for examining the transformation of markets. In California, the CPUC’s measurement and evaluation protocols include a market effects protocol. This protocol does not apply to the measurement of individual program-level market effects or direct program savings typically used for program-level cost-effectiveness assessments and refinement decisions. Rather the focus of the market effects evaluation is at a market level in which may different energy efficiency programs can operate. This protocol can be used for evaluating program-induced market changes that could be missed or double counted if measured program by program. One of the key tools in market effects evaluation is a logic model that builds a concise description of a program’s performance (Dowd et al 2005; CPUC 2006). Logic models are two-dimensional graphics and supporting text that describe a sequential set of activities in one dimension and the performance spectrum, i.e., the resources required for these activities, the outputs, the target audience, the short-/intermediate- and long-term outcomes in the other dimension. The logic model and market theory are used to guide the market effects evaluation and then to develop a list of indicators for tracking market effects.

The key market indicator in the market effects evaluation of EE programs is the value of energy savings from sales and/or market share changes for targeted efficient measures. Other related indicators include changes in awareness, intention to purchase, stocking practices, product availability, prices, and willingness to invest in EE. This type of analysis could also be used for DR, RE and CC programs. For DR programs, it would be useful to see how the program has changed the way energy is being used in buildings (e.g., metering systems, energy management systems, purchase of smart meters and appliances, changes in behavior during peak hours, etc.). For RE programs, it would be useful to see how the program has changed the type of
RE system that is being installed, sales of RE technologies, the supply of green pricing options and renewable energy certificates, etc. For CC programs, it would be useful to see how all EE programs’ impacts have changed the value and supply of carbon credits. For all programs, a market effects evaluation will be useful for identifying market infrastructure development needs that can contribute to program success, the barriers limiting program success, and program design and implementation strategies that are market focused.

**Process Evaluation**

Process evaluation is often critical to the successful implementation of cost-effective and cost-efficient EE programs. Process evaluations identify improvements or modifications to a group of programs, individual programs or program components, that directly or indirectly acquire or help acquire, energy savings in the short-term (resource acquisition programs) or the longer-term (education, information, advertising, promotion and market effects or market transformation efforts). Many process evaluations of EE programs have been conducted (especially in California) for evaluating the efficiency of program implementation as well as for identifying program enhancements and improvements. While process evaluation is not a required evaluation activity in California, it is part of the California evaluation protocols (CPUC 2006).

Process evaluation has been used in DR program evaluation for evaluating program participants and nonparticipants, identifying program improvements (e.g., audits of customers), and for identifying training needs for vendors for delivering program services. In addition, a new initiative was implemented in early 2007 to advance the scientific understanding of customer behavior related to DR, hopefully leading to the increased adoption of DR programs and activities and improved process evaluations of DR programs (PIER DRRC 2007). Similarly, process evaluation could be used for developing a better understanding of barriers to participation in RE programs and of customer behavior related to RE, as well as for program improvement. And for CC programs, process evaluation could be used to identify which strategies provide the most significant impact for GHG emissions reduction, as well as for program improvement.

One important subset of process evaluation is the development of program theory (and logic modeling) – see Market Effects Evaluation section. An important aspect of this type of
analysis is the examination of the social and behavioral issues affecting program participation as well as investment in EE. What makes people invest in technologies and EE measures? What are their business models? How do tariffs and rates affect their decisions? What about cost savings – what is their payback level? It can also be used for market segmentation analysis and potential savings. This could be used in the evaluations for all programs.

**Expansion and Extension of Evaluation Protocols**

Evaluation protocols are needed to measure, verify, and report EE and DR savings, RE generation, and GHG emissions reductions to assist program managers, resource planners and forecasters, and utility regulators. As referred to previously, several key protocols and guidelines have already been developed: nationally (IPMVP; USEPA 2007), regionally (New England – NE-ISO 2007), and at the state level (e.g., California – CPUC 2006). However, differences in current evaluation protocols can either under- or over-state the overall regional, state, or local impact of EE to reduce power plant emissions, potentially resulting in shortfalls in meeting emission reduction targets. Thus, there is a need for common, consistent and transparent evaluation protocols (Michals and Titus 2006). These protocols will ensure that the measurement, verification, and reporting of savings from EE, DR, and RE are: reasonable and defensible, providing sufficient credibility and certainty; transparent, based on documented sources; and consistent, so that savings (and generation) can be tracked and readily aggregated. Some progress has already been made: in the Northeast, the NE-ISO M&V Protocol is being used by the states in New England for evaluating EE and DR programs (NE-ISO 2007). In California, public agencies, utilities, environmental and other groups have started a project to support EE evaluation, measurement, and verification (EM&V) best practices in California, nationally and internationally (Schiller 2007). The project includes a number of planned activities such as a Model EM&V Guideline (to be prepared in conjunction with the National Action Plan for Energy Efficiency) and an EE climate change mitigation project protocol. In sum, the EE protocols from the state level are being expanded to include to cover a larger scope of public purpose and CC programs. It will be interesting to see if multiple sets of protocols will lead to problems in consistency in EM&V and the reporting of results. A national protocol may need to be developed to provide this consistency, so that GHG credits from EE programs can be traded across states.
Integrating Policies: Breaking Down the Silos

Evaluation professionals are currently caught in a policy dilemma when evaluation issues are being addressed in multiple policy arenas ("silos"): e.g., before addressing the reduction of GHG emissions from RE programs, one has to wait and see how the reduction of GHG emissions from EE programs are being addressed by utility regulators. Consequently, regulatory policies are needed for integrating EE programs with DR, RE, and CC programs (and probably other types of programs, too – e.g., water efficiency programs). This will not be easy, since power, influence, and budgets are associated with individual silos. Different stakeholder groups are associated with each silo, so they may either be disinterested in the other silos, or interested in not seeing their influence possibly diminished with the integration of the silos. Finally, in some cases, there may be cultural differences with different languages, perspectives, and needs. The differences between EE and air quality communities provide a good example (Vine 2003). Energy personnel assume that reductions in energy use reduce or displace new or existing energy production. In their minds, these hypothesized reductions or displacements of energy production translate directly into actual emission reductions. Historically, they have not concerned themselves with demonstrating where, when, or whether emissions reductions occur at actual, specified emissions sources. In contrast, air quality personnel focus on emissions sources to determine allowable emissions levels and emissions reductions. For them, reducing electricity demand in a non-attainment area does not necessarily translate into an emissions reduction within the airshed. For some air quality regulators, only reduced activity or lowered emissions rates at power plants located within the non-attainment area can qualify as emissions reductions in air compliance plans. This is reinforced because the emissions measurements are made at the point of production, and not at the point of ultimate use. In sum, what is measured and how it is accounted for in air compliance plans is a pivotal issue that must be resolved before air quality and energy officials can begin to identify new opportunities for EE improvements within air quality compliance strategies.

10 Another example is determining avoided cost-related issues across multiple proceedings, where methods and inputs for specific applications of avoided costs need to be consistently applied.

11 Although not discussed in this paper, another area receiving increased regulatory attention is the inclusion of "embedded energy savings" from water efficiency projects (by conserving water, using less energy-intensive water, or making current delivery and treatment systems more efficient) in utility EE programs and goals. California IOUs are planning pilot projects to explore the potential for future programs to capture water-related embedded energy savings.
Through inertia alone, an integrated solution to this vexing problem may go unresolved. However, there are signs that this inertia may be breaking down. First, and most significantly, **climate change** is the driving force that is forcing all of the policy arenas to consider the impacts of their policies on the reduction of GHG emissions, as well as the impacts of a GHG reduction policy on their policies. In addition, several issues have surfaced that EE program managers and utility regulators are starting to consider. For example, what are the GHG emissions reductions from kWh and kW savings from EE programs? Next, how does the preferred method get incorporated into reporting requirements and protocols? And should the value of GHG emission reductions (e.g., as reflected in the monetization of carbon credits) be included in cost-effectiveness tests (e.g., like the total resource cost test)?

Finally, the ownership of credits from reducing GHG emissions will elevate the integration issue: for example, if public goods charge funds (paid by utility ratepayers) are spent on utility programs for providing financial incentives to households for investing in EE, and these savings result in GHG emission reductions, who will own the carbon credits for the GHG emission reductions? Should it be based on economic criteria (“who pays the most, gets the most”), or on policy considerations (e.g., the impact on the promotion of energy efficiency)? In January 2007, the CPUC ruled in D. 07-01-018 that they would allow renewable distributed generation system owners to retain 100% of their renewable energy credits (RECs), and that utilities would not be able to count the output of renewable distributed generation facilities that have received ratepayer incentives toward the utility’s renewable portfolio standard obligations. Other states have made other determinations through either regulatory or legislative authorities (Holt et al. 2006). One might expect a similar decision favoring consumers (rather than utilities) when deciding on the ownership of carbon credits when public benefit funds are involved. Alternatively, this could be a negotiated contract issue between the provider of financial assistance (e.g., a utility) and the recipient of the funds (e.g., household or government agency). If a national emissions trading program were to be developed, then the ownership issue would need to be resolved at the federal level.

Second, there are areas of overlap where the different policy arenas are already collaborating and coordinating their efforts. This is especially true for the **EE and RE** policy

---

12 Some states (like California) have externality values reflecting environmental attributes that are used for resource procurement decisions. This currently does not include the monetary value of carbon reductions or credits.

13 Twenty states have established public benefit funds to pay for public benefit programs; see aceee.org/energy/pbf.htm.
arenas. At the program and building level, zero-energy homes (or near-zero energy homes), which produce as much electricity (or not quite as much total electricity) as the residents consume, integrate EE and RE in the construction of new homes (Vang and Hammon 2007; Anderson et al. 2007). At the policy level, builders of solar homes are required to exceed the current State’s EE standards’ (Title 24) performance by 15% under California’s New Solar Homes Partnership. And at the corporate level, the Pacific Gas & Electric (PG&E) Company has added a requirement for making the linkage between EE and RE even stronger: as of January 1, 2007, all existing residential and commercial customers must have an EE audit conducted on their existing home or building if they choose to apply for a solar incentive (Barros and Segerstrom 2007). Other areas of opportunity for integrating EE and RE include (1) the development of markets for tradable EE and RE credits, (2) EE resource standards and RE portfolio standards, and (3) the allocation of public benefits funds for EE and RE (Prindle et al. 2007).

Third, some organizations are already integrating EE, DR, RE, and CC. For example, PG&E markets a package of services to customers in the following order: EE, DR, and RE. Utility customers can also participate in a carbon offset program (“ClimateSmart”) where they would pay more on their monthly utility bills to offset GHG emissions so that they could become “carbon neutral.” Customers would be charged about $4.30 a month, based on the household’s or business’s energy usage, and PG&E would use the money to offset the carbon dioxide, starting with projects to replant trees and to buy and preserve forests in California. Finally, local governments address these issues, often separately, but more recently as an assemblage when deliberating over the design and implementation of sustainable cities and integrated solutions to EE, RE, wastewater, etc.

Conclusions

This paper has shown that the EE EM&V community has addressed and provided guidance on key evaluation issues that will need to be addressed in the evaluation of DR, RE, and CC programs: e.g., baseline and additionality, measurement of gross energy savings, adjustments to gross savings (free riders and program spillover), reliability, uncertainty and precision, and persistence. Similarly, EE evaluation approaches (impact evaluation, market effects evaluation, and process evaluation) will also be useful for evaluating DR, RE, and CC
programs. EE evaluation protocols are being expanded to evaluate DR, RE, and CC programs (e.g., by the CPUC, USEPA, and the National Action Plan for EE). Finally, policy mechanisms are being developed for integrating EE, RE, DR and CC programs: (1) GHG emissions reductions will need to come from EE, RE, and DR programs using similar and consistent EM&V methodologies and protocols that address the key evaluation issues identified above; (2) utilities are marketing EE, RE, DR and CC to customers; and (3) EE and RE policies are being more closely coordinated via ZENH, the development of markets for tradable EE and RE credits, EE resource standards and RE portfolio standards, and the allocation of public benefits funds for EE and RE.

The EE program evaluation community is at a critical juncture. DR, RE, and CC programs are becoming more widespread, and they will need to be evaluated by professional evaluators in order for the results of these programs to be credible. This opportunity will also bring challenges and frustrations as the different “energy cultures” learn from each other. One of the key issues will be who makes the final decision on key policies and technical issues at the state, regional, federal, and international levels, and how will these policies and agreements be coordinated? At the same time, the policy regulatory environment will need to change and be adaptive for integrating the policy silos that are interdependent but currently treated separately. Policy and regulatory initiatives are needed for fostering the integration of these silos, so that a more coherent and cohesive strategy can be developed for responding to the threat of climate change and for creating a more sustainable society.
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