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Introduction

This is the first in a series of papers on a particular class of practical methods for extracting an accurate estimate of a signal from noisy measurements. The problem, in the simplest form that will be considered, is that a signal $s(t)$ is measured at uniformly spaced discrete times $t_i$ for $i = 1$ to $N$. The measurements have random noise with known statistics. Throughout this paper it will assumed that the measurement noise is white. However, for a few years, the author been successfully using these methods for problems in which the noise is not white and not even stationary, and the sampling very nonuniform. This problem was first systematically studied in its modern form in [1]-[3], though closely related problems were studied by Gauss [4] as far back as 1804. The measured signal is represented as $y = s + e$, where $s$ is the true signal and $e$ is the vector of measurement errors. We estimate the signal with $\hat{s}$, where

$$\hat{s} = Py = Ps + Pe,$$  

where $P$ is a linear operator that is applied to the data to give an accurate estimate of the signal. The operator, $P$, is designed to smooth, or filter, the data to reduce the noise while not distorting the signal too much. The error in the recovered signal is given by $e$, with

$$e_s = s - \hat{s} = s - Ps - Pe = (I - P)s - Pe,$$  

where $I$ is the identity operator. In Equation (2) there are two sources of error, one resulting from the term $(I-P)s$ and one resulting for the term $Pe$. In this paper the first term is called the $F$-error (which could equally mean fitting error or filtering error). It is the error the smoothing operation introduces in the absence of measurement errors. The second term is called the $R$-error, which is the error in the reconstructed signal caused by the measurement errors. Since it is assumed that there is a known statistical distribution for $e$, the statistical distribution for $Pe$, the $R$-error, can be calculated. This paper deals entirely with estimating the $F$-error.

In [1]-[3] and hundreds of papers and textbooks written since then, a statistical distribution is assumed known for $s$, thus allowing the computation of a statistical distribution for $(I-P)s$, the $F$-error. In this situation it is possible, for any fixed $P$, to calculate the statistical distribution for $e_s$ and select an optimum $P$ using the minimum mean squared error (MMSE) criterion. The solution to this problem is well known (c.f. Chapter 12 of [5]).

It will be shown how to estimate statistical properties of the $F$-error without any a priori statistical knowledge about the signal. Of course, some knowledge about the signal must be assumed. It is assumed that the sampling rate is more than adequate to represent the
signal. Implicit in some of our calculations is that the sampling rate is a factor of five more than the minimum necessary. This assumption is relevant to practical problems, because in recent years the sampling rate and bandwidth of digital oscilloscopes has been increasing rapidly, but the noise level has remained constant or deteriorated. This makes the situation of high sampling rate and high noise level one of importance. It is also assumed that the unknown signal has four derivatives but no assumptions are made about the magnitudes of the derivatives.

The smoothing operators used are based on cubic spline functions. Let the interval over which the signal is measured be $T_1 \leq t \leq T_2$, and let $K$ be a sequence of time values, $t_k$, for $k = 1$ to $n < N$ satisfying $t_1 = T_1$, $t_{k+1} > t_k$ and $t_n = T_2$. A cubic spline with knots, $K$, is a function defined on the interval $[T_1, T_2]$ that is a polynomial of degree three on each sub-interval of the form $[t_k, t_{k+1}]$ and that has two continuous derivatives throughout the interval $[T_1, T_2]$. The symbol, $S_K$, denotes the vector space of cubic spline functions with knot sequence $K$. Because of the continuity requirement on the second derivatives, the dimension of $S_K$ is $n+2$. These functions and many algorithms for dealing with them are described in [6]. The algorithms in [6] are given in FORTRAN. The author used the MATLAB implementation of these algorithms [7].

**Proposed Approach**

The estimate, $\hat{s}$, for the signal is the least squares fit to the data by a cubic spline with a selected knot sequence $K$. Precisely,

$$\hat{s} \in S_K \text{ and minimizes } \sum_{i=1}^{N} (\hat{s}(t_i) - y_i)^2.$$  \hspace{1cm} (3)

The solution to this problem depends linearly on the data, and is written as

$$\hat{s} = P_K y.$$  \hspace{1cm} (4)

Of particular importance is how close the knots are to their neighbors. This is measured with the quantities

$$\Delta_k = t_{k+1} - t_k \text{ for } 1 \leq k \leq n - 1 \text{ and } t_k \in K.$$  \hspace{1cm} (5)

The quantity $\Delta_k$ is called the *mesh size* of the $k^{th}$ interval. The knot sequences are restricted to those for which $\Delta$ does not vary too rapidly, specifically it is required that

$$1/2 \leq \Delta_{k+1}/\Delta_k \leq 2.$$  \hspace{1cm} (6)

The operation (4) is a time-varying low-pass filter with bandwidth of (see [8] and [9])

$$BW \equiv \frac{1}{2\Delta_k} \text{ for } t \text{ near the knot } t_k.$$  \hspace{1cm} (7)

The optimal filtering will have the mesh size smaller where larger bandwidth is required to represent the signal and larger where smaller bandwidth is required. For a given knot sequence, the $R$-error can be directly numerically evaluated from the statistical
distribution of the errors. In this paper, a method for estimating the \( F\)-error is given and analyzed. In particular, for any time, \( t \), it is estimated with

\[
e_t = \sqrt{\mathbb{E}[(\hat{s}(t) - s(t))^2]} \quad \text{and} \quad e'_t = \sqrt{\mathbb{E}[(\hat{s}'(t) - s'(t))^2]},
\]

using only the data, without assuming statistics for the unknown signal. Here \( \mathbb{E} \) is the expectation operator and the primes denote the derivative with respect to time. The approach is as follows:

1. Construct the alternate knot sequence \( K_a \) with knots at \( T_1 \) and \( T_2 \) and halfway between the knots in \( K \). Note that \( K_a \) has one more knot than \( K \), and that, except near the two endpoints of the data, the local mesh size is the same for the two knot sequences.

2. Calculate the alternate signal estimate, \( \hat{s}_a(t) \), by applying (4) with the alternate knot sequence.

3. Calculate \( \lambda(t) = \max\{|\hat{s}_a(t') - \hat{s}(t')|: \text{for } t - \Delta_k / 2 \leq t' \leq t + \Delta_k / 2\} \), where \( \Delta_k \) is the largest of the two mesh sizes (from \( K \) and \( K_a \)) for the interval between two knots that contains \( t \).

4. Let \( e_t = 0.5\lambda(t) \).

The steps above give \( e_t \). To obtain \( e'_t \), replace the function values with the derivatives in Step 3 and change the constant in Step 4 from 0.5 to 0.4.

The paper will describe the intuitive basis for this approach, which is due to the fact that the errors for the two knot sequences have the opposite signs. Given here the results of Monte Carlo simulations that show how well the approach works.

**Results**

The method given in the previous section for estimating the filtering error was tested on over 100,000 signals using Monte Carlo simulations. The simulations were done with uniform knot spacing. It can easily be shown that the results, as presented here, are independent of the knot spacing. The filtering approach has no error for signals that are polynomials of degree three. Thus, by the Peano kernel theorem ([10] page 43 and [11] page 25), the approximation error depends only on the fourth derivative of the signal and depends linearly on it. The simulations were performed for signals whose fourth derivative was a Gaussian noise process with \( \text{rms} \) value of one and a power spectral density of the form

\[
S(\omega) = \frac{\tau}{\pi} \frac{1}{1 + (\omega \tau)^2}.
\]

The corresponding autocorrelation function is
\[ R(t) = \exp\left(-\frac{|t|}{\tau}\right). \]  

(10)

The value of the correlation time, \( \tau \), was varied between one-tenth of the mesh size and ten times the mesh size.

For each sample function generated, the filtering operation given by (4) and the errors, \( e(t) = \hat{s}(t) - s(t) \) and \( \epsilon'(t) = \hat{s}'(t) - s'(t) \) were calculated for \( t \) at the knots and \( t \) halfway between the knots. The error estimates, given by our proposed procedure, were also calculated at each of these times. The ratio of the actual error to the estimated standard deviation was saved in a histogram (one histogram for each value of \( \tau \)). Ideally, the \textit{rms} value of each of these histograms would be one. The actual values are shown in Figure 1 for signal errors and in Figure 2 for derivative errors.
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**Figure 1**
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**Figure 2**

The constants in Step 4 of the estimation procedure were chosen to make the plots more or less symmetric about unity, and they apply to correlation times of one-half to three-quarters of the mesh size. Slightly smaller or larger constants could be used depending on the particular situation. The paper will contain examples using known signals and use
large changes in mesh size over the measurement interval. These will demonstrate the applicability of the method in circumstances not covered by the Monte Carlo simulations.

The study of least squares fitting with splines to reduce noise in measured data appears in Chapter XIV of [6] and in [9]. The idea of varying the knot density to match the local smoothness of the function being approximated is studied in Chapter XII of [6]. However, these studies use a priori knowledge about the unknown function rather than the data itself. The determining of good knot sequences based solely on the data was studied in [12] and [13]. However, none of the previously published work produces error estimates for the $F$-error.
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