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Abstract

Constant-volume quantum molecular dynamics (QMD) simulations of uranium (U) have been carried out over a range of pressures and temperatures that span the experimentally observed solid orthorhombic α-U, body-centered cubic (bcc), and liquid phases, using an ab initio plane-wave pseudopotential method within the generalized gradient approximation of density functional theory. A robust U pseudopotential has been constructed for these simulations that treats the 14 valence and outer-core electrons per atom necessary to calculate accurate structural and thermodynamic properties up to 100 GPa. Its validity has been checked by comparing low-temperature results with experimental data and all-electron full-potential linear-muffin-tin-orbital calculations of several different uranium solid structures. Calculated QMD energies and pressures for the equation of state of uranium in the solid and liquid phases are given, along with results for the Grüneisen parameter and the specific heat. We also present results for the radial distribution function, bond-angle distribution function, electronic density of states, and liquid diffusion coefficient, as well as evidence for short-range order in the liquid.

PACS numbers: PACS: 71.15.Pd, 61.20.Ja, 71.20.Gj
I. INTRODUCTION

Quantum molecular dynamics (QMD) simulation methods based upon density functional theory\(^1,2\) (DFT) and the use of plane-wave \textit{ab initio} pseudopotentials\(^3-6\) have been very successful in simulating the high-pressure and -temperature properties of low-\(Z\) materials \((Z \leq 20)\), and more recently in several instances, higher-\(Z\) materials \((21 \leq Z \leq 82)\) as well. In the case of metals, this includes \(sp\)-bonded simple metals such as aluminum\(^7\) and tin\(^8\) and \(d\)-bonded transition metals such as iron,\(^9,10\) molybdenum,\(^11,12\) and tantalum.\(^13\) In these materials one has mostly close-packed high-symmetry structures in the solid: face-centered cubic (fcc), body-centered cubic (bcc), and hexagonal close-packed (hcp). To the best of our knowledge, there are no published reports of QMD studies for more complex metals in which \(f\) electrons participate in the bonding such as the early actinide elements, thorium through plutonium \((90 \leq Z \leq 94)\). These metals can be treated by DFT methods but are more challenging because they have narrow-band \(5f\) electrons with bandwidths of 1-3 eV, in comparison to transition metals with \(d\) bandwidths of 3-10 eV and simple metals with even larger \(sp\) bandwidths. These \(5f\) electrons have a dominate influence upon the electronic structure, imparting highly directional bonding and producing polymorphism and low-symmetry crystal structures not seen by other metals in the periodic table.\(^14-16\) In addition, any QMD simulation on an actinide metal is inherently more computationally demanding because of the number of electrons per atom that must be treated for accurate results: 12-16 (including the outer core \(5s\) and \(5p\) states), as compared to 1-4 for simple metals and 3-9 for transition metals. Since DFT-based QMD has been applied successfully in the latter cases, it is of great interest to know how this approach will fair when applied to the actinides. Uranium (U) is a good starting point for such investigations. It has an interesting high-pressure phase diagram as well as many unusual properties near ambient pressure, and because U is both nontoxic and naturally occurring, there exists a great deal of experimental data with which simulations can be compared.

The narrow band itinerant \(5f\) electrons near the Fermi level in uranium give rise to several interesting and unique physical properties. These bands lead to a symmetry-breaking mechanism similar to a Peierls or Jahn-Teller distortion that lowers the total energy and results in an open, low-symmetry ground-state structure, denoted as \(\alpha\)-U, that is face-centered orthorhombic with two atoms per primitive cell. Below the temperature of 43 K
uranium is unique among the elements in having a charge density wave (CDW) state\textsuperscript{17–19} that is not induced by a spin-density wave, as is the case in chromium.\textsuperscript{20,21} Theoretically, the CDW in uranium has been attributed to the opening of gaps,\textsuperscript{22} a Peierls-like transition, at the Fermi level with its lattice distortion arising from a strong nesting of the fairly narrow 5\textit{f} bands. Recent theoretical calculations have predicted\textsuperscript{23} that the narrow 5\textit{f} electrons of solid uranium, which is non-magnetic in the bulk, give rise to a surface magnetic moment on the (001) surface. Rhodium is the only elemental solid where a surface magnetic moment has been observed experimentally in a solid that is nonmagnetic in the bulk.\textsuperscript{24,25} The electron-phonon coupling in uranium is believed to be the source of additional unusual properties such as an intrinsically localized vibrational mode that was recently observed\textsuperscript{26} above 450 K, and its rich superconducting features.\textsuperscript{27} Reviews of the physical properties of uranium have been given by Fisher\textsuperscript{28} and Lander \textit{et al}.\textsuperscript{18}

Regarding high-pressure properties, the phase diagram and equation of state (EOS) of uranium have been studied in piston-cylinder\textsuperscript{29} and diamond-anvil-cell\textsuperscript{30–33} (DAC) experiments to 100 GPa. The \(\alpha\)-U structure is observed to remain the stable phase at room temperature over this entire pressure range,\textsuperscript{32} while above 1050 K there is a prominent high-temperature bcc (\(\gamma\)) phase\textsuperscript{34} that has been observed in the DAC to 60 GPa.\textsuperscript{33} Below 4 GPa, there is also an intermediate tetragonal (\(\beta\)) phase with a complex and still uncertain 30-atom per unit cell structure that exists over a small temperature range (940-1050 K at ambient pressure).\textsuperscript{35–37} An interesting feature of the bcc phase is that it is mechanically unstable at low temperature (with a negative \(C'\) shear modulus) over the whole 100 GPa pressure range, as DFT calculations have shown.\textsuperscript{16} Thus the bcc \(\gamma\) phase is only stabilized at high temperature by thermal contributions, e.g., large anharmonic phonon effects and/or large electron-thermal effects. This situation is analogous to that in the Group-IVB transition metals titanium, zirconium, and hafnium, which all have high temperature bcc phases that are mechanically unstable at low temperature. Also, as in the Group-IVB metals, uranium melts out of the bcc structure up to high pressures. The melt curve in U has been measured in laser-heated DAC experiments to 100 GPa.\textsuperscript{31,33}

Regarding corresponding high-pressure theory on uranium, there have been a number of DFT calculations of zero-temperature properties, as we shall discuss below. There has been comparatively little work, however, on the high-temperature phase diagram and EOS. One result of note was an early calculation of the melt curve\textsuperscript{31} using quantum-based effective
pair potentials derived from model generalized pseudopotential theory (MGPT). While this treatment did lead to a quite reasonable melt curve, the potentials themselves suffer from two main shortcomings. First, they neglect non-isotropic, angular forces associated with the 5f-electron directional bonding. As a consequence, neither the α-U ground state nor the mechanical instability of the bcc phase at low temperature are described. Second, no account of electron-thermal effects has been taken in either the potentials nor the melting calculation. Physically, one expects the high density of electronic states at the Fermi level arising from the narrow-band 5f electrons to produce a strong coupling between the ion- and electron-thermal degrees of freedom for temperatures as low as melt, leading to temperature-dependent forces on the ions and an impact on the melt curve. Using DFT-based QMD we believe these shortcomings can be overcome. This approach treats the electrons and ions on a fundamental and more equal footing, so both the directional 5f-bonding and the temperature-dependent forces are rigorously treated. In our QMD simulations, the electrons and the ions are held in thermodynamic equilibrium, and the forces felt by the ions are calculated self-consistently on the fly by computing the eigenstates of the electronic Hamiltonian for each instantaneous position of the ions.

At the same time, a direct and accurate QMD simulation of the melt curve remains a formidable challenge for any high-Z metal and to our knowledge none has yet been reported. In this regard, the melt-curve results published to date for simple and transition metals have all been indirectly determined, making extensive use of simple reference potentials and/or other approximate devices to obtain the result. In the present initial QMD study on uranium our focus will be on the high-temperature EOS in the relevant solid and liquid phases obtained using direct QMD simulations rather than on any such determination of the melt curve or other phase boundaries. Regarding such applications, we have also recently developed complementary multi-ion MGPT potentials for U, including three- and four-ion potentials but based on zero-temperature electrons, and we are working to develop a capability to obtain full temperature-dependent MGPT potentials using QMD simulations. This latter work will be reported separately at a later time.

The feasibility of the present QMD simulations has been made possible by the advances in both DFT methodology and computational capabilities that have occurred in the past two decades. This includes the development of robust all-electron and pseudopotential methods and the development of a parameter-free generalized gradient approximation (GGA) for
the exchange and correlation terms in DFT. This has resulted in a number of first-principles
calculations of the ground-state properties of the light actinides that are able to reproduce
the correct observed structures and obtain equilibrium volumes\textsuperscript{41–43} and elastic constants\textsuperscript{44,45}
in close agreement with experiment. These calculations have made use of accurate but
computationally expensive all-electron techniques such as full-potential linear muffin-tin
orbital (FP-LMTO), full-potential linearized augmented plane-wave (FLAPW), and linear
combinations of Gaussian-type orbitals fitting-function (LCGTO-FF). These methods have
been mainly limited to the study of structures of small size or high symmetry because
of their high computational cost. In addition, the difficulties within these approaches of
accurately calculating forces and stresses have limited their usefulness for QMD. Recently,
plane-wave pseudopotential calculations\textsuperscript{46} using GGA, but without the relativistic spin-orbit
coupling, produced structural properties of complex low-symmetry compounds containing
lanthanides and actinides, including uranium, with an accuracy comparable to that seen
using DFT in materials containing lighter elements of the periodic table. Additional plane-
wave pseudopotential DFT calculations\textsuperscript{47,48} of bulk uranium using GGA obtained the fully
relaxed $\alpha$-U with structural parameters that differed from experiment by only a few percent
and that compare favorably with previous all-electron calculations, putting uranium within
reach of QMD.

II. URANIUM PSEUDOPOTENTIAL AND LOW-TEMPERATURE PROPERTIES

To perform the QMD simulations discussed in this paper, we have constructed a plane-
wave-based pseudopotential for uranium within DFT and the GGA for exchange and corre-
lation of Perdew \textit{et al.}\textsuperscript{40} by solving for the all-electron uranium atom U\textsuperscript{2,25+} in the reference
state $6s^26p^66d^15f^2$. The energies of the core electrons were obtained by solving the scalar
relativistic equations, while the valence electrons were treated non-relativistically. The pseu-
dopotential was modeled in the non-local norm-conserving Troullier-Martins form,\textsuperscript{49} with a
total of 14 valence electrons generated using a plane-wave cutoff of 100 Ry. There is one
projector for each component of angular momentum. The cutoff radii for the pseudized or-
bital are 0.95, 1.06, 1.32, and 0.95 $\AA$ for the 6s, 6p, 6d, and 5f valence orbitals, respectively.
The $d$ component was chosen to be local. To improve the efficiency of our simulations, we
transformed the pseudopotential into the Kleinman-Bylander form.\textsuperscript{50}

The accuracy and transferability of our pseudopotential were tested by performing DFT calculations of the zero-temperature total energies of several different solid structures including bcc, fcc, hcp, body-centered tetragonal (bct), and $\alpha$-U. As noted above, $\alpha$-U is the stable phase of uranium at low temperatures up to pressures of 100 GPa, with a face-centered-orthorhombic ($Cmcm$) structure that can be described with two atoms per unit cell with the basis vectors

\[
\begin{align*}
\mathbf{B}_1 &= yb\hat{y} + \frac{1}{4}c\hat{z} \\
\mathbf{B}_2 &= -y\hat{b}\hat{y} - \frac{1}{4}c\hat{z},
\end{align*}
\]

where $b$ and $c$ are orthorhombic lattice parameters and $y$ is an internal parameter. The irreducible Brillouin zone was sampled using 44, 110, 150, 99, and 168 Monkhorst-Pack\textsuperscript{51} special $k$-points for the bcc, fcc, hcp, bct, and the $\alpha$-U structures, respectively. To improve convergence of the $k$-point integration, a Gaussian smearing of 0.02 Ry was used. Shown in Fig. 1 are the relative total energies for each of these structures computed at several different atomic volumes. At each volume the $c/a$ ratio in the bct structure was relaxed. The hcp structure was taken to be “ideal” with a fixed $c/a$ ratio of $\sqrt{8}/3$. The cell parameters $b/a$ and $c/a$ and the internal parameter $y$ of the $\alpha$-U were fully relaxed at each volume. We correctly obtained $\alpha$-U as the lowest-energy structure with an equilibrium atomic volume of 20.72 Å$^3$, in close agreement with the experimental value\textsuperscript{52} of 20.770 Å$^3$. Our result differs from previous calculations using different pseudopotentials constructed within the GGA, which obtained equilibrium volumes of 19.92 Å$^3$ with spin-orbit coupling included\textsuperscript{47} and 20.15 Å$^3$ without spin-orbit coupling.\textsuperscript{48} A Murnaghan fit\textsuperscript{53} to our total energy as a function of volume for $\alpha$-U yielded a bulk modulus of 133.5 GPa, which is larger than one reported experimental value\textsuperscript{52} of 104(2) GPa, but agrees closely with the DAC result of Yoo et al.\textsuperscript{33} of 135.5 GPa. Our pseudopotential results are also in close agreement with all-electron GGA FP-LMTO calculations\textsuperscript{44} on a fully relaxed $\alpha$-U structure, which gave an equilibrium volume of 20.67 Å$^3$ and a bulk modulus of 133.0 GPa. These latter calculations were fully relativistic and included spin-orbit coupling in a first-order variational treatment. Table I lists our calculated ground-state properties of $\alpha$-U compared with the FP-LMTO calculations and experimental data. Our calculated lattice parameters differ by at most 2% in comparison with experimental values and about 1% in comparison with the FP-LMTO
results.

Up to 100 GPa, uranium has not been found to exist in the fcc, hcp, or bct structures, whose energies are plotted in Fig. 1, although FP-LMTO calculations\textsuperscript{16} predict that these structures will have lower energies than $\alpha$-U at large enough densities. As a further check of both the validity of our pseudopotential in the 100 GPa pressure range and the impact of neglecting spin-orbit coupling, we have compared our calculated structural energies with the FP-LMTO results.\textsuperscript{16,44} Figure 2 shows that our pseudopotential is able to reproduce the correct energetic ordering of all five structures considered in comparison with FP-LMTO. This demonstrates that our plane-wave pseudopotential method is able to resolve the small energy differences between the high- and low-symmetry phases of uranium, even without including spin-orbit coupling. This is important for QMD simulations, where the local atomic environment can vary with time throughout the simulation cell.

Another useful validation test of our pseudopotential is to calculate structural energies along the continuous Bain path\textsuperscript{54} linking bcc and fcc at constant volume. Along this path, the bcc structure has one of its cubic directions labeled $c$ rather than $a$ to create a bct structure with variable $c/a$. When $c/a$ equals one the structure is bcc and when it equals $\sqrt{2}$ the structure is fcc. We performed Bain-path pseudopotential calculations at an atomic volume of 20.75 Å$^3$ with $c/a$ ranging between 0.75 and 1.8. As shown in Fig. 3, our results
TABLE I: Ground-state properties of α-U calculated from an all-electron FP-LTMO approach (Ref. 44) and from the present plane-wave pseudopotential approach, as compared with experiment. The equilibrium volume and the lattice constants $a$, $b$ and $c$ are in units of Å, while the bulk modulus is in GPa. The experimental results (Ref. 52) were measured at room temperature.

<table>
<thead>
<tr>
<th></th>
<th>FP-LMTO</th>
<th>pseudopotential</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>volume</td>
<td>20.67</td>
<td>20.72</td>
<td>20.770</td>
</tr>
<tr>
<td>$a$</td>
<td>2.845</td>
<td>2.86</td>
<td>2.8553</td>
</tr>
<tr>
<td>$b$</td>
<td>5.816</td>
<td>5.77</td>
<td>5.8702</td>
</tr>
<tr>
<td>$c$</td>
<td>4.996</td>
<td>5.01</td>
<td>4.9568</td>
</tr>
<tr>
<td>$y$</td>
<td>0.1025</td>
<td>0.104</td>
<td>0.102</td>
</tr>
<tr>
<td>$B$</td>
<td>133.0</td>
<td>133.5</td>
<td>104(2), 135.5$^a$</td>
</tr>
<tr>
<td>$B'$</td>
<td>5.4</td>
<td>5.0</td>
<td>6.2, 3.8$^a$</td>
</tr>
</tbody>
</table>

$^a$Ref. 33

reproduce the qualitative behavior, and for $c/a$ between 0.75 and 1.08 the quantitative behavior, that is seen in corresponding FP-LMTO calculations,$^{16}$ including a minimum in the total energy at the same $c/a$ ratio near 0.82. The bcc structure is found to be mechanically unstable to tetragonal distortions in both calculations, with a negative curvature in the Bain path at $c/a = 1$ and a negative $C'$ elastic constant directly calculated. Thus in our QMD simulations we indeed expect bcc to be mechanically unstable at low temperature.

III. QMD RESULTS AND DISCUSSION

In QMD the ions move according to Newton’s classical equations of motion in which the forces acting on the ions are computed “on-the-fly” by solving the DFT quantum mechanical equations for the electrons at each discrete time step. Newton’s time-dependent equation was discretized using a Verlet leap-frog algorithm.$^{55,56}$ We have used Born-Oppenheimer QMD in which the low lying single-particle electronic eigenstates are computed by solving the self-consistent DFT Kohn-Sham equations$^2$ within the framework of Mermin’s finite temperature density functional theory.$^{57}$ To accomplish this we used a preconditioned conjugate gradient method$^{3,58,59}$ to fully relax the electronic wavefunctions at each time step. An efficient fast
FIG. 2: Energy differences for uranium in the $\alpha$-U, body-centered tetragonal (bct), hexagonal-closed pack (hcp), and the face-centered cubic (fcc) structures relative to body-centered cubic (bcc), in units of mRy/atom as a function of volume per atom (Å$^3$). Solid lines are the energy differences computed using GGA FP-LMTO with spin-orbit coupling (Refs. 44 and 16). Dashed lines are our computed energy differences using a GGA pseudopotential without spin-orbit coupling.

FIG. 3: The calculated constant-volume Bain path for uranium at an atomic volume 20.75 Å$^3$, which is close to the experimental equilibrium atomic volume at ambient conditions 20.770 Å$^3$ (Ref. 52). The solid line was computed using FP-LMTO (Ref. 16), while the dashed line was calculated using our present pseudopotential. Here $c/a = 1$ and $c/a = \sqrt{2}$ correspond to the bcc and fcc structures, respectively.
Fourier transform algorithm was used for the conversion of the wave functions between real and reciprocal spaces. The electronic eigenstates were thermally occupied using the Fermi-Dirac distribution function at a temperature $T_{\text{electron}}$ equivalent to the ion temperature. The use of a pseudopotential along with a plane-wave basis allowed us to accurately calculate the forces acting on the ions. We have performed all of our QMD simulations in an NVT ensemble in which the volume is held constant within a fixed-shape simulation cell and the temperature is controlled using a Nose-Hoover thermostat.

We have obtained full QMD results at nine chosen temperature-volume points using a cubic simulation cell containing 54 uranium atoms with periodic boundary conditions, a single $k$ point for Brillouin-zone averaging in reciprocal space, and a time-step of 1.2 fs. The chosen temperatures and corresponding calculated pressures are shown as circles and diamonds superimposed onto the experimental phase diagram of uranium in Fig. 4. The temperatures and volumes of the QMD simulations were chosen to span the observed solid $\alpha$-orthorhombic and $\gamma$-bcc phases and the liquid phase. Our small cubic simulation cell is readily commensurate with the high-temperature bcc and liquid phases, and we have observed these phases free of any external strains. This is not the case, however, for the low-temperature orthorhombic $\alpha$-U phase. As discussed below, we believe that we never actually achieved a relaxed $\alpha$-U structure in our QMD simulations nor the expected $\alpha$-U to bcc solid-solid phase transition. More likely, our low-temperature structure was bct or some simple distortion of bct, consistent with Figs. 2 and 3, and that this structure transformed continuously to bcc at high temperature. In contrast, clear evidence of melting from bcc to liquid was seen in our two highest temperature points, as also discussed below.

The starting ionic configuration for our lowest temperature simulation at 330 K was the bcc structure. Because bcc is mechanically unstable at these conditions, this structure immediately relaxed to a local energy minimum, which was undetermined but presumably bct-like. This metastable configuration was then thermalized for 0.5 ps before statistics were accumulated. The final configuration from this simulation was used as the starting configuration at 490 K, which was again thermalized for 0.5 ps before statistics were accumulated. This procedure was repeated for each successively higher temperature simulation performed at the atomic volume 20.45 Å$^3$. In addition, to ensure that a good equilibrium was established for the two liquid states, we repeated the simulations for these states with different starting ionic configurations. These states were first brought to approximately
FIG. 4: Phase diagram of uranium to 100 GPa determined from in situ diamond-anvil-cell x-ray/laser-heating experiments\textsuperscript{31,33} together with the present calculated EOS points. The circles (atomic volume 20.45 Å\textsuperscript{3}), and diamonds (atomic volume 17.53 Å\textsuperscript{3}) are positioned at the chosen temperatures and calculated pressures obtained using NVT-ensemble quantum molecular dynamics simulations. The statistical error bars in the pressures are smaller than the size of the symbols.

Twice their respective final temperatures, 4000 and 6000 K, and then thermalized at the higher temperatures for 0.5 ps before being slowly cooled down to 2150 and 2990 K and equilibrated to accumulate statistics. These liquid state results were independent, to within statistics, of the starting ionic configurations. The seven QMD data points shown as circles in Fig. 4 were simulated for times ranging from 1 ps (solid states) to 3-3.5 ps (liquid states). The two points shown as diamonds in Fig. 4 had a constant atomic volume of 17.53 Å\textsuperscript{3} and were simulated for 3.7 ps, after starting each simulation in a bcc structure that was first thermalized for 0.5 ps.

In all of these QMD simulations, we expanded our electronic wavefunctions in a plane-wave basis with either an 80 Ry cutoff (solid states at 20.45 Å\textsuperscript{3}) or a 100 Ry cutoff (remaining states). We found that these cutoffs were sufficient to reproduce the calculated pressures to within our statistical error bars that were obtained using 100 or 120 Ry cutoffs, respectively. Table II lists the nine pressures and total energies that were so computed on the equation of state of uranium.

An extremely useful quantity in characterizing the theoretical high-pressure equation of state of a material is the Grüneisen parameter $\gamma_G$ and its volume and temperature depen-
TABLE II: Constant-temperature, constant-volume quantum molecular dynamics results for the
equation of state of uranium computed at a range of chosen temperatures $T$ and atomic volumes
$V$. Included are the calculated pressures $P$ and total energies $E$.

<table>
<thead>
<tr>
<th>$T$ (K)</th>
<th>$V$ ($\text{Å}^3$/atom)</th>
<th>$P$ (GPa)</th>
<th>$E$ (Ry/atom)</th>
</tr>
</thead>
<tbody>
<tr>
<td>330</td>
<td>20.45</td>
<td>4.8</td>
<td>-102.573(1)</td>
</tr>
<tr>
<td>490</td>
<td>20.45</td>
<td>6.1</td>
<td>-102.570(1)</td>
</tr>
<tr>
<td>800</td>
<td>20.45</td>
<td>7.2</td>
<td>-102.562(1)</td>
</tr>
<tr>
<td>1200</td>
<td>20.45</td>
<td>8.8</td>
<td>-102.551(2)</td>
</tr>
<tr>
<td>1680</td>
<td>20.45</td>
<td>11.0</td>
<td>-102.542(2)</td>
</tr>
<tr>
<td>2150</td>
<td>20.45</td>
<td>13.0</td>
<td>-102.530(2)</td>
</tr>
<tr>
<td>2990</td>
<td>20.45</td>
<td>18.1</td>
<td>-102.554(2)</td>
</tr>
<tr>
<td>1400</td>
<td>17.53</td>
<td>36.0</td>
<td>-102.541(1)</td>
</tr>
<tr>
<td>2000</td>
<td>17.53</td>
<td>42.0</td>
<td>-102.533(1)</td>
</tr>
</tbody>
</table>

dence. The Grüneisen parameter is defined as

$$\gamma_G = V \left(\frac{\partial P}{\partial E}\right)_V,$$

(1)

which via the chain rule can be written in terms of the temperature derivatives of the
pressure, $\partial P/\partial T$, and the total energy, $\partial E/\partial T$, at constant volume. From the QMD data
presented in Fig. 4 and Table II, it can be seen that $P$ and $E$ vary smoothly and almost
linearly with temperature at constant volume, even across phase boundaries, indicating
a near constant value of $\gamma_G$ at those conditions. Assuming an exact linear temperature
dependence at the atomic volume 20.45 $\text{Å}^3$, we calculate $\gamma_G$ to be 1.7 for uranium. For
comparison, the experimental value of $\gamma_G$ at ambient conditions in the $\alpha$-U phase is 2.16, a
value corresponding to an atomic volume of 20.77 $\text{Å}^3$ and obtained from the thermodynamic
relation

$$\gamma_G = \frac{V \beta B_S}{C_P}$$

(2)

through measured values of the thermal expansion coefficient $\beta$, adiabatic bulk modulus $B_S$
and constant-pressure specific heat $C_P$.\textsuperscript{61} Similarly in the liquid at $T = 1810$ K and $P = 0.12$ GPa, the experimental value\textsuperscript{62} determined for $\gamma_G$ is 2.29, corresponding to an atomic
volume of 25.06 Å³. If one assumes a local linear variation of $\gamma_G$ with volume,

$$\gamma_G(V) = \gamma_G^0 V/V_0,$$

then this latter value reduces to 1.87 at an atomic volume of 20.45 Å³, which is indeed close to our calculated result of 1.7. In this regard, Yoo, et al.\textsuperscript{31} found that the melting curve of uranium below 50 GPa obeyed a Lindemann scaling law based on an ion-Güneisen parameter with a linear volume dependence as in Eq. (3).

As noted above, the total energies from Table II at the atomic volume 20.45 Å³ depend nearly linearly on the temperature. From the slope of this line we calculated the specific heat at constant volume,

$$C_V = \left(\frac{\partial E}{\partial T}\right)_V,$$

(4) to be 130 J/kg·K. Using the experimental specific heats ratio $C_P/C_V = 1.5$ determined at $T = 1810$ K in the liquid\textsuperscript{62} we estimate $C_P$ to be 195 J/kg·K in liquid uranium. This compares favorably with the experimental value for $C_P$ of 210 J/kg·K in the liquid state obtained at the atomic volume 25.06 Å³ from isobaric expansion measurements.\textsuperscript{63}

In addition to thermodynamic properties, we have also obtained a large quantity of atomic and electronic structural information as well as liquid transport properties from our QMD simulations. We have calculated both radial and angular distribution functions at each of our nine temperature-volume points. In Fig. 5 we show the calculated radial distribution function $g(r)$ for uranium at the atomic volume 20.45 Å³ and the four temperatures 330, 1680, 2150, and 2990 K. Corresponding results for the bond-angle distribution function $g_3(\theta)$ are shown in Fig. 6. Here $g_3(\theta)$ has been calculated with a cutoff radius of 3.9 Å, which corresponds to the first minimum in $g(r)$. At the constant volume of 20.45 Å³/atom, both $g(r)$ and $g_3(\theta)$ changed smoothly with increasing temperature between 330 and 2990 K. In the solid, we did not see changes in either function with increasing temperature that would indicate a solid-solid structural phase transition, such as that expected in uranium from the orthorhombic $\alpha$-U phase to the bcc $\gamma$ phase. At 1680 K, the radial and bond-angle distribution functions are very characteristic of the high-temperature bcc solid.\textsuperscript{64} In contrast at 330 K, the distribution functions, while similar, are too broad and with additional shoulders to be those of a low-temperature bcc or other crystalline structure. These observations are consistent with a scenario of a distorted bct-like structure at low temperature continuously evolving into bcc at high temperature. Finally, at our two highest temperatures, 2150 and 2990 K, clear
FIG. 5: Radial distribution function $g(r)$ for uranium calculated using QMD at an atomic volume of 20.45 Å$^3$ and the temperatures 330 K (solid line), 1680 K (dot-dashed line), 2150 K (dashed line), and 2990 K (thin solid line with shaded area).

FIG. 6: Bond-angle distribution function $g_3(\theta)$ for uranium from QMD simulations at an atomic volume of 20.45 Å$^3$ and temperatures 330 K (solid line), 1680 K (dot-dashed line), 2150 K (dashed line), and 2990 K (thin solid line with shaded area).

evidence of melting and transition to a liquid state, $l$-U, is seen. In $g(r)$ this evidence comes from the first minimum near 3.9 Å, which is deep and near zero for the solid, but is considerably higher for the liquid. In $g_3(\theta)$, the small signature peak near 180°, which is characteristic of a cubic or tetragonal solid, is no longer present in the 2150- and 2990-K simulations.
FIG. 7: Snapshot of the \( l \)-U structure at \( T = 2990 \) K showing a network of tetrahedra with a common vertex, which is a characteristic of short-range order (SRO) in the liquid.

At the same time, it is interesting to note that the liquid uranium \((l\text{-}U)\) states in our QMD results do show characteristics of short-range order (SRO). This can be seen in terms of the bond-angle distribution function \( g_3(\theta) \) displayed in Fig. 6. The first peak in \( g_3(\theta) \), at about 60°, corresponds to equilateral triangles, and the second peak, at around 109°, corresponds to the angle between tetrahedral edges that share a common face. Thus, the local structure with SRO in \( l \)-U is a collection of tetrahedra with a common vertex, as can be seen in the QMD snapshot presented in Fig. 7. The evolution of the SRO in the two \( l \)-U states we have simulated is also seen through the temperature dependence of \( g_3(\theta) \). The amplitudes of the two peaks in \( g_3(\theta) \) decrease with increasing temperature indicating a reduction in SRO as temperature increases. A more subtle feature is the shoulder around 150° that appears in \( g_3(\theta) \) at 2150 K but is absent at 2990 K. The appearance of the shoulder suggests decreased stability and that one is near the freezing point for the liquid or even possibly in an under-cooled metastable state. From Fig. 4 one sees that at 2150 K one is only a few hundred degrees above the experimental melt curve.

Additional confirmation of the liquid nature of our two highest temperature \( l \)-U states can be seen from the calculated mean square displacement (MSD) for the ions at long time, as is shown in Fig. 8. A positive slope to the asymptote of the MSD curve corresponds to diffusion of the ions away from their initial positions. From the long-time MSD slope one
can calculate the liquid diffusion coefficient $D$ through the Einstein relation

$$6D = \lim_{t \to \infty} \frac{d}{dt} \langle |r_i(t) - r_i(0)|^2 \rangle. \quad (5)$$

As expected, a higher diffusion coefficient ($1.71 \times 10^{-4}$ cm$^2$ s$^{-1}$) is calculated for $l$-U at $T = 2990$ K than that at $T = 2150$ K, where $D = 0.92 \times 10^{-4}$ cm$^2$ s$^{-1}$.

Finally, the calculated total electronic densities of states from our $l$-U QMD simulations are shown in Fig. 9. The corresponding results for the solid $\alpha$-U and bcc structures at $T = 0$ are also displayed for comparison. Overall, the density of states (DOS) does not show any dramatic changes with increasing temperature or phase change from solid phases to the liquid states, except that the temperature smooths the sharp features in the DOS and slightly broadens the band widths in the solid phases, with the strongest effects on the band of localized $6p$ states around 18 eV below the Fermi level.

**IV. CONCLUSIONS**

To summarize, we have carried out 54-atom constant-volume, constant-temperature QMD simulations of uranium at two different volumes and a range of temperatures covering the observed $\alpha$-U, bcc, and liquid phases up to 2000 K and 42 GPa. To our knowledge these are the first reported QMD simulations of an actinide element. We believe that the present
FIG. 9: Total electronic density of states (DOS) for uranium calculated from the present QMD simulations at an atomic volume of 20.45 Å³ and temperatures 2150 K (solid line) and 2990 K (dashed line). The DOS for solid α-U (dotted line) and bcc (dot-dashed) structures at $T = 0$ are shown for comparison. The abrupt drop in the QMD DOS at 2 eV is an artifact of using a limit number of unoccupied states. There are three main features in each DOS: the low lying 6s states around -42 eV, the 6p states around -18 eV, and the higher energy 7s, 6d, and 5f valence states near the Fermi level.

plane-wave based pseudopotential approach within GGA of DFT gives an accurate description of uranium, and the specific pseudopotential we have developed for this work has been validated to 100 GPa. We have presented U simulation results for the equation of state, the Grüneisen parameter and specific heat, the radial and bond-angle distribution functions, the liquid diffusion constant, and the electronic density of states. From the bond-angle distribution for the liquid uranium states, we have found that the local atomic structure displays short range order. Among other things, these results should aid in the development of accurate multi-ion MGPT interatomic potentials that are valid at high temperatures and pressures, and can be used for in depth studies of additional structural, thermodynamic, defect and mechanical properties of uranium.

The primary limitation in our QMD simulations has been the necessary use of a small, fixed-shape (cubic) simulation cell. In the low and intermediate-temperature solid, this places external strains upon the system when the orthorhombic α-U structure is the energetically preferred phase, although this is not the case at high temperature when uranium is
in the bcc or liquid phases. The future development of constant-pressure, variable-cell QMD simulations may rectify the former difficulty, but this remains very challenging. In principle, such simulations could accommodate the $\alpha$-U phase and its large thermal anisotropy,\(^{36}\) and permit the direct observation of the $\alpha$-U to bcc phase transition.
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