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Abstract

We report on recent developments with the Purgatorio code, a new implementation of Liberman’s Inferno model. This fully relativistic average atom code uses phase shift tracking and an efficient refinement scheme to provide an accurate description of continuum states. The resulting equations of state accurately represent the atomic shell-related features which are absent in Thomas-Fermi-based approaches. We discuss various representations of the exchange potential and some of the ambiguities in the choice of the effective charge $Z^*$ in average atom models, both of which affect predictions of electrical conductivities and radiative properties.
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1 Introduction

Accurate modeling of astrophysical and laboratory plasmas requires accurate equation of state (EOS) data for a variety of elements over a wide range of material conditions, from the solid state to the rare plasma and high energy-density regimes. However, precise EOS measurements exist only for a restricted set of materials at select temperature-density points. Equation of state models which give reliable data, constrained by experiments, are needed to fill in the gaps between data points. Ideally, such models should be valid for all elements and apply over a wide temperature and density range.
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Equation of state models typically consist of three parts: the cold curve, the ion-thermal contribution and the electron-thermal contribution. The Purgatorio code [1] is a recent implementation of Liberman’s Inferno model [2], which belongs to a family of historically successful ion-in-cell or neutral-pseudo-atom (NPA) approaches to the electron-thermal contribution to the EOS [see, for example, Refs. [3–6]]. These models represent a significant advance in complexity beyond the commonly used Thomas-Fermi and related approaches [7–10].

We will briefly describe the Purgatorio code and its application to EOS and transport calculations. We also discuss some of the uncertainties associated with the model and its application, including the effects of changing the exchange and correlation potential and using various definitions of the average ion charge in transport calculations.

2 The Purgatorio model

Purgatorio numerically solves the Dirac equation for the major and minor components of the wave functions normalized to unity over all space, with analytic forms employed outside the Wigner-Seitz cell radius, $R_{WS}$, where the potential is set to zero. Continuum wave functions are computed on an adaptive energy grid to resolve detailed information on the density of states. Matching the numerical wave functions to analytic forms at $R_{WS}$ gives phase shifts $\delta_i$, which are used in conductivity calculations. The energy grid, initially logarithmic, is refined to capture resonances which form in the continuum when bound states are destroyed by pressure ionization. Capturing the resonances is essential for a self-consistent calculation and is ensured either by the refinement described in Ref. [1] or by tracking changes in the phase shifts [6].

The bound and continuum electron densities are determined by populating the wave functions according to their statistical weights, modulated by the Fermi distribution function $f(\epsilon, \mu) = [1 + e^{(\epsilon - \mu)/kT}]^{-1}$, with the chemical potential $\mu$ varied to ensure charge neutrality within $R_{WS}$:

$$\int_0^{R_{WS}} 4\pi r^2 \rho_{tot}(r) dr = Z \quad (1)$$

with

$$\rho_{tot}(r) = \rho_{bound}(r) + \rho_{continuum}(r) \quad (2)$$

$$4\pi r^2 \rho_{bound}(r) = \sum_i f(\epsilon_i, \mu)2|\kappa_i|\{P_i^2(r) + Q_i^2(r)\} \quad (3)$$
\[ 4\pi r^2 \rho_{\text{continuum}}(r) = \int_{0}^{\infty} d\epsilon f(\epsilon, \mu) \sum_{\kappa} 2|\kappa| \{ P_{\kappa,\epsilon}^2(r) + Q_{\kappa,\epsilon}^2(r) \} \]

(4)

where \( P \) and \( Q \) are the major and minor components of the wave function respectively.

The potential is determined from the total electron density and iterated to self-consistency using a Local Density Approximation (LDA) to the exchange and correlation potential [11].

Converged values of the electron density and its bound and continuum components are illustrated in Fig. 1(a) for Cu at solid density and a temperature of 1 eV. The bound electrons have a clear shell structure, as labeled on the figure, which is absent in the Thomas-Fermi description (gray lines). The continuum electron distribution, which in the Thomas-Fermi approximation would be a smooth increasing function of \( r \), shows a pronounced feature associated with the unbound 3\( d \) state. Figure 1(b) shows the density-of-state like quantity \( X(\epsilon) \) for this case, where the bound states are represented by delta functions at their negative-energy eigenvalues and the continuum \( X(\epsilon) \) is given by

\[ X(\epsilon) = \int_{0}^{R_{WS}} dr \sum_{\kappa} 2|\kappa| \{ P_{\kappa,\epsilon}^2(r) + Q_{\kappa,\epsilon}^2(r) \} \]

(5)

In solid-density Cu, the 3\( d \) state is pressure ionized and appears as a resonance in the continuum, causing a significant deviation from the equivalent quantity for free waves \( X^{\text{ideal}}(\epsilon) = p(1 + \alpha^2 \epsilon)/(\pi^2 n) \), where \( n \) is the ion density.

Previous calculations [1] used an adaptive energy grid method based on Gaussian quadrature to resolve detailed resonance structure in the density of states. We have now augmented this with a phase-shift-tracking method to ensure that all such resonance features are accurately represented. Figure 2 illustrates the ability of this combined approach to resolve resonance features in the density of states. This leads to greatly improved stability in energy differences between adjacent density-temperature points, resulting in significant improvements in the smoothness and consistency of the EOS.

3 Equation of state data

The accurate treatment of continuum electrons and the stringent numerical tolerances in Purgatorio permit the extraction of thermodynamic quantities,
such as free energy, pressure and entropy, either directly or by numerical differ-
entiation. Prototypical results from Purgatorio, including the principal Hugo-
niots of Be and Al and pressure vs. energy isochores for low-density Al, have
been published recently [1].

The EOS quantities are susceptible to changes in the choice of exchange and
correlation potentials. This is illustrated in Fig. 3, in which Hugoniot curves
are compared for the Thomas-Fermi-based QEOS model [10], Purgatorio using
Hedin-Lundqvist (HL) LDA form for exchange and correlation, and Purgato-
rio with a Gupta-Rajagopal temperature-dependent exchange potential [12].
A simple ideal-gas ion-thermal contribution has been added to the Purgatorio
results; this accounts for the differences between the HL results and QEOS at
low pressures where ion-thermal contributions dominate the EOS. At higher
pressures, where the temperatures are correspondingly higher, the electron-
thermal contribution to the EOS becomes dominant. The differences in the
curves are then primarily due to differences in the treatment of the electron
thermal components. In region of maximum compressibility on the Hugoniot,
around 300 Mbar, the Purgatorio results indicate a more compressible EOS
than QEOS. The temperature-dependent exchange term predicts a signifi-
cantly more compressible Hugoniot than either the QEOS or the HL-based
Purgatorio calculation, demonstrating the potentially strong sensitivity to the
choice of exchange-correlation in these calculations.

The choice of exchange-correlation potential can also affect related quantities,
such as density and temperature at which bound states become resonant in
the calculation, thereby affecting the electron occupation probabilities. For ex-
ample, in the Be Hugoniot calculations, the temperature-dependent exchange
potential pushes the energy at which the 1s state becomes resonant to higher
density at a given temperature, resulting in a more compressible Hugoniot.
Such sensitivity to the exact location of ionization features can affect other
quantities, such as electrical conductivities, as we will see in the next section.

Another point of uncertainty is the average ion charge $Z^*$, which, unlike other
thermodynamic quantities, does not have a unique thermodynamically con-
sistent definition. The most straightforward definition sets $Z^*$ to be the total
number of continuum electrons:

$$Z_{\text{continuum}} = \int_0^{R_{WS}} 4\pi r^2 \rho_{\text{continuum}} dr = \int_0^\infty f(\epsilon, \mu) X(\epsilon) d\epsilon$$  \hspace{1cm} (6)

This definition includes both the electrons in the ideal density of states, which
have wave functions distributed throughout the material, and the quasi-bound
electrons in the resonance features, whose wave functions have extensive tails
but are fairly localized about the ion center (see Fig. 1). An alternative def-
inition counts only the free electrons in the ideal density of states, excluding the population of quasi-bound or resonant states:

\[
Z_{\text{background}} = \int_{0}^{\infty} f(\epsilon, \mu) X^{\text{ideal}}(\epsilon) d\epsilon
\]  

(7)

Finally, we can define the free electrons to be those on the surface of the Wigner-Seitz sphere:

\[
Z_{WS} = 4\pi R_{WS}^{2} \rho_{\text{tot}}(R_{WS})/n
\]  

(8)

This definition largely excludes electrons in continuum resonances but can include a portion of any negative-energy bound states that leak out of the ion sphere. The electrons on the surface of the ion sphere are free to move between ions and can thus be considered extensive.

In most cases, \(Z_{WS}\) and \(Z_{\text{background}}\) are close to each other, and all three values tend to converge at high temperature and low density. However, at densities high enough to pressure ionize valence orbitals and temperatures low enough to significantly populate resonance states, the three quantities can differ widely: for example, in the case shown in Fig. 1, \(Z_{\text{continuum}} = 11\), \(Z_{WS} = 2.21\), and \(Z_{\text{background}} = 1.65\).

A comparison of the three definitions of the free electron density with experimental data obtained from x-ray scattering of Be targets [13] is given in Fig. 4. The low-temperature points agree best with \(Z_{\text{continuum}}\), while the high temperature point agrees with the calculations excluding continuum resonances. These results are similar to those in Fig. 6 of Ref. [5], which shows SCAALP calculations that fall very near the Purgatorio \(Z_{\text{continuum}}\) values, along with ACTEX [4] and NPA [3] calculations that broadly agree with the experimental data across the given temperature range.

4 Transport quantities

With knowledge of the self-consistent potential and the scattering phase shifts \(\delta_{k}\), we can construct the differential scattering cross sections. From these, we can calculate collision times, electrical resistivities [14] and other transport quantities through the extended Ziman formulation [15] following previous implementations in average-atom and NPA models [3,16–18]. The availability of the free wave functions should also enable us to calculate dynamic conductivities [21], which are closely related to opacities.
The extended Ziman formulation for the electrical resistivity of liquid metals is based on linear response theory, where free electrons in a metal are uniformly accelerated until they collide with an ion and are scattered. The expression for the resistivity takes on a Drude-like form:

$$\eta = \frac{1}{nZ_i} \langle \frac{1}{\tau} \rangle$$

(9)

with \( nZ_i \) is the charge carrier density and \( \langle 1/\tau \rangle \) an average electron-ion collision time which depends on the scattering cross section \( \sigma(\epsilon) \) and the velocity distribution of the free electrons:

$$\langle \frac{1}{\tau} \rangle = \frac{1}{3\pi Z_0} \int_0^\infty \sigma(\epsilon) \frac{\partial f(\epsilon, \mu)}{\partial \epsilon} d\epsilon$$

(10)

While \( Z_0 \), the number of free electrons per atom, is constrained on variational grounds to be identical to \( Z_{\text{background}} \) when the Boltzmann equation is valid [16], there is no similar constraint on the number of charge carriers \( Z_i \). We will therefore consider all three possible \( Z_i \) values identified in the previous section in our conductivity calculations.

The scattering cross section is computed by integrating the differential cross section \( d\sigma(p, \theta)/d\theta \), determined in the t-matrix formulation [15], over all possible scattering angles \( \theta \):

$$\sigma(\epsilon) = \int_0^\infty q^2 \frac{d\sigma(p, \theta)}{d\theta} S(q) dq$$

(11)

with

$$\frac{d\sigma(p, \theta)}{d\theta} = \frac{1}{p^2} \left( \left| \sum_\kappa |k| e^{i\delta_\kappa(p)} \sin[\delta_\kappa(p)] P_\ell(\cos\theta) \right|^2 + \left| \frac{|k|}{i\kappa} e^{i\delta_\kappa(p)} \sin[\delta_\kappa(p)] P_\ell(\cos\theta) \right|^2 \right)$$

(12)

where \( \ell = \kappa \) for \( \ell > 0 \) and \( \ell = -\kappa - 1 \) for \( \ell < 0 \), \( P_\ell \) and \( P_\ell^1 \) are the Legendre and associated Legendre polynomials, respectively, the relativistic dispersion relation \( p^2 = \epsilon(2 + \epsilon\alpha^2) \) is assumed, and the integration is performed over the momentum transfer vector \( q^2 = 2p^2(1 - \cos\theta) \). In order to obtain the proper behavior of calculated resistivities in the strong coupling regime, we integrate Eq. (11) using only the inelastic portion of the structure factor \( S(q) \), following Refs.[19,20]. A complete description of the dependence on \( S(q) \) is given in Ref. [14].
Calculated resistivities for Al and Cu using the three possible $Z_i$ are given in Fig. 5 along with experimental values obtained by DeSilva and Katsouros in wire vaporization experiments [22]. At the lowest densities, the three values are nearly equal and the calculated resistivities agree well with the data. But as the density increases, the pressure ionization of valence orbitals leads to resonance structure in the continuum, causing significant variation in the predicted density at which the metal-non-metal transition occurs with its characteristic sharp drop in resistivity. The variations are larger in Cu, with 11 electrons in its $3d$ resonance, than for Al, with 3 electrons in $3p$.

The large differences between the three definitions of $Z^*$ in the solid state and warm dense matter conditions can help to establish the proper choice of $Z^*$ for distributed transport quantities. This may not be the same as the $Z^*$ determined by microscopic probes such as the x-ray scattering data shown in Fig. 4. In fact, comparisons with measured conductivities of transition metals at standard conditions suggest that $Z_{\text{continuum}}$ is the least reliable choice for the number of charge carriers; experiments in the warm dense matter regime also support this conclusion [23]. Finally, we note that the predicted density of the metal-non-metal transition is also quite sensitive to the choice of exchange and correlation potential because of the strong influence of this potential on the electronic structure.

5 Conclusions

We have described the code Purgatorio, a new implementation of the Inferno model with a highly accurate treatment of continuum wave functions and stringent numerical tolerances. Purgatorio can provide the electron-thermal component of equation of state data for use in hydrodynamic modeling, including electrical conductivity data. The ability to calculate conductivity opens up a wide range of experimental data for comparison which can help to define ambiguous quantities such as the average ion charge and refine the model parameters, in particular the exchange and correlation potentials. Investigations into improvements to the LDA treatment of exchange and correlation potentials are ongoing.
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Fig. 1. Calculations for Cu at 1 eV and solid density (8.92 g/cm³). (a) Electron distributions within the Wigner-Seitz cell. The gray line is the distribution in the Thomas-Fermi approximation. (b) Bound state energy eigenvalues ($\epsilon < 0$) and continuum $X(\epsilon > 0)$, which exhibits a resonance feature corresponding to the pressure-ionized 3$d$ orbital.
Fig. 2. Phase shifts and density of states for Mo at temperature 100keV and density 0.14 g/cc (a) Phase shifts for partial waves with $|\kappa| \leq 15$. (b) DOS calculated using Gauss-quadrature-based adaptive energy grid only. Note missing peaks between 8 and 10 eV. (c) DOS calculated using phase-shift-tracking and adaptive energy grid.
Fig. 3. Beryllium principal Hugoniots calculated with Hedin-Lundquist (HL) and temperature-dependent exchange potentials compared with the Thomas-Fermi-based QEOS model result.
Fig. 4. Electron density of 1.85 g/cm$^3$ Be as measured by x-ray scattering [13] and calculated by Purgatorio with three different formulations of the average ion charge.
Fig. 5. Comparison of calculated electrical resistivities for Al and Cu as a function of material density showing the effect of different selections for the number of charge carriers $Z_i$. Data points are from Ref [22].