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Abstract

Localized shear deformation plays an important role in a number of geotechnical and geological processes. Slope failures, the formation and propagation of faults, cracking in concrete dams, and shear fractures in subsiding hydrocarbon reservoirs are examples of important effects of shear localization. Traditional engineering analyses of
these phenomena, such as limit equilibrium techniques, make certain assumptions on the shape of the failure surface as well as other simplifications. While these methods may be adequate for the applications for which they were designed, it is difficult to extrapolate the results to more general scenarios.

An alternative approach is to use a numerical modeling technique, such as the finite element method, to predict localization. While standard finite elements can model a wide variety of loading situations and geometries quite well, for numerical reasons they have difficulty capturing the softening and anisotropic damage that accompanies localization. By introducing an enhancement to the element in the form of a fracture surface at an arbitrary position and orientation in the element, we can regularize the solution, model the weakening response, and track the relative motion of the surfaces.

To properly model the slip along these surfaces, the traction-displacement response must be properly captured. This report focuses on the development of a constitutive model appropriate to localizing geomaterials, and the embedding of this model into the enhanced finite element framework. This modeling covers two distinct phases. The first, usually brief, phase is the weakening response as the material transitions from intact continuum to a body with a cohesionless fractured surface. Once the cohesion has been eliminated, the response along the surface is completely frictional. We have focused on a rate- and state-dependent frictional model that captures stable and unstable slip along the surface. This model is embedded numerically into the element using a generalized trapezoidal formulation. While the focus is on the constitutive model of interest, the framework is also developed for a general surface response.

This report summarizes the major research and development accomplishments for the LDRD project titled “Cohesive Zone Modeling of Failure in Geomaterials: Formulation and Implementation of a Strong Discontinuity Model Incorporating the Effect of Slip Speed on Frictional Resistance”. This project supported a strategic partnership between Sandia National Laboratories and Stanford University by providing funding for the lead author, Craig Foster, during his doctoral research.
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Chapter 1

Introduction

This report summarizes the major research and development accomplishments for the LDRD project titled “Cohesive Zone Modeling of Failure in Geomaterials: Formulation and Implementation of a Strong Discontinuity Model Incorporating the Effect of Slip Speed on Frictional Resistance”. This project supported a strategic partnership between Sandia National Laboratories and Stanford University by providing funding for the lead author, Craig Foster, during his doctoral research.

1.1 Background and motivation

The phenomenon of localized deformation has received a great deal of attention in the engineering and science communities over the past few decades. Localized deformation refers to intense straining over narrow regions in a body, while the majority of the body is undergoing far less deformation. This type of deformation has been observed in a variety of materials. Examples include shear banding and necking in metals, necking in polymers, and shear fracturing in bulk metallic glasses. In geomaterials we observe shear, compaction, and dilatation bands in porous rocks; shear and tensile fractures in more brittle rocks, ceramics, and concrete; shear bands in sands, and cracking in heavily overconsolidated clays.

The importance of localization is two-fold. First, the intense straining can lead to large displacements that significantly change shape of the structure, altering how it performs. Perhaps more importantly, the intense straining affects the properties of the material, and hence the structure. Compaction bands decrease the porosity of the material, and hence the permeability across the band. This change has implications to the recovery of fluids from hydrocarbon reservoirs, and also changes the drainage of the site. Dilatation bands have the opposite effect on permeability. While in both of these examples the mechanical properties of these material may also change, the change in mechanical response is typically more dramatic for materials undergoing shear localization. In this case, any cohesive strength of the parent material is typically degraded, often rapidly depending on the material’s ductility. The weakening along these bands can be responsible for structural failure. Slope failures, fractures in concrete dams, rock fall and rock burst in tunnel excavations, and folding and faulting
of geological formations are examples of some of the results of localized deformation in geomaterials.

1.2 Mechanics of localization

The prediction of localized deformation and its effects is still a non-trivial task, especially in geomaterials where considerable uncertainty may exist in the characterization of the material. Roughly, we can divide the problem into four areas. First, to understand when a material will localize we must be able to accurately model its pre-localization continuum, or bulk, behavior. The bulk behavior of geomaterials is complex, and was studied at the outset of this project, with results summarized in Chapter 2 of [1] and [2]. Those results will not be repeated here, but additional discussion on plasticity models for geomaterials and their implementation may be found in [3–6].

After we understand how stresses and strains will distribute in a body, we are in a position to determine where, and in what manner, localization will initiate. Several criteria have been explored to predict localization in materials. Simple stress- or strain-based criteria have been used; for example the maximum tensile stress in concrete. Fracture mechanics has shown significant promise, provided that some information is given about the flaw size and orientation in the material. For larger continuum simulations, bifurcation theory has been widely applied. The essence of this theory is that at some points, the stress-strain relationship may become non-unique, allowing for an arbitrary strain or displacement jump in the material. Hadamard [7] was one of the pioneers of this theory, with subsequent contributions by Thomas [8], Nadai [9], and Hill [10]. The work of Rice and Rudnicki [11–13] is now considered classic for geomaterials. In the finite deformation regime, this analysis has been extended by Borja [14] and others. This work has been extended to look at instabilities related to compaction and dilatation bands [15, 16], and liquefaction [17], but this dissertation will focus on shear and dilatant shear modes of localization. Another important characteristic of bifurcation theory is that once bifurcation is detected, the character of the governing partial differential equations changes, creating and boundary value problem that is ill-posed. This change can create a spurious dependence on mesh or interval size for numerical techniques.

Once localization has begun, the intense straining generally affects the mechanical properties of the materials. For quasi-brittle material like rock, concrete, and ceramics, the cohesive strength degrades to zero rapidly, typically over slip distances on the order of 0.5 mm [18]. The stress drop in this ‘slip weakening’ regime is approximately linear. Once the cohesion has been completely eliminated, the response in these materials is purely frictional.

The frictional response of these materials, however, is not constant. This observation
is widely recognized in the geosciences community, but is less studied in geotechnical engineering. The friction between two surfaces can vary as a function of the slip speed, temperature, fluid or gouge material on the interface, wear on a changing population of contacts, and other factors. To capture these effects, a phenomenological rate- and state-dependent friction model has been developed by Rice, Dieterich, Ruina, and others [19–22]. This model has several variations, including some that explicitly account for temperature [23, 24], which are beyond the scope of the project.

1.3 The numerical modeling of localization

Once the bulk behavior, localization condition, and post-localization response have been characterized at the constitutive level, there is still the matter of applying this knowledge to complex boundary value problems where the stresses and deformations may vary across a body. In traditional geotechnical engineering applications, so-called ‘limit equilibrium’ techniques have been developed to determine when a geotechnical structure might fail. While these approaches yield fairly reliable, if conservative, results for traditional applications such as slope stability problems, they leave out much of the complex physics discussed above. They also make assumptions on the shape of the failure surface and give no information about post-localization movement.

For more general problems, analytical solutions would prove quite unwieldy, especially with the complexity of the constitutive behavior involved. Hence we turn to numerical modeling techniques. While finite difference, boundary elements and host of other techniques have their benefits, the finite element method is a promising approach to this problem quite well for two reasons. First, the technique captures a wide range of geometries and loading conditions well. Second, the finite element method is one of the easiest frameworks for embedding complex constitutive properties.

As mentioned previously, however, when bifurcation occurs, the governing PDEs become ill-posed. This change in character results in a spurious mesh dependence for the method. In other words, the results become meaningless. To address this issue, two broad classes of techniques have been developed to regularize the solution. The first set of techniques add information to the equations to keep their character constant. These techniques include viscous regularization [25, 26], nonlocal [27, 28] and gradient plasticity [29–31], and Cosserat continua [32]. All of these techniques can regularize the solution. They are very promising in capturing localized deformation patterns of finite dimension, and the best of these techniques are linked to physically-based phenomena. A major drawback of these methods, however, is that they require several elements across the thickness of the band to accurately resolve the deformation. When the location of the localized region is not known a priori, this resolution requirement can result in meshes that are prohibitively expensive to solve computationally. The expense may be particularly acute in geotechnical and geological problems where the difference in length scales between the localized region
(millimeters to centimeters) and the problem of interest (meters or kilometers) is several orders of magnitude.

An alternative approach to this type of modeling is to approximate the localized area as a surface. Since the difference in length scales is so extreme, we can justify this approximation provided that we properly incorporate the physics of the problem onto the surface [33]. For more brittle materials, such as rock, concrete, and ceramics, the concept of a slip surface may be more appropriate already. There are at least two ways to incorporate a localized surface into a finite element framework. If the propagation path of the localized surface can be predicted, such as at a weak interface between two layers of rock, the mesh can be aligned with the path and contact elements [34, 35] or cohesive surface elements [1, 36] can be inserted along the path.

However, in many situations it is not possible to predict the orientation and path of the localized surface. For this situation, a class of finite elements have been developed that allow for a surface to be inserted at an arbitrary orientation and, in many cases, position within the element [33, 37–66]. Many of these elements also have the ability to track the propagation of the band across element boundaries in a continuous fashion. The formulation in this report follows the enhanced strain formulation of Simo and co-workers [38, 39], and more closely the reformulation of Borja and Regueiro [51–56], which is described in more detail in Section 3.3. Other sub-classes of this element type have been described and differ primarily in the way the extra degrees of freedom are condensed; see [48, 57] for reviews of the various types of these elements.

The majority of the studies with these elements, however, use relatively simple constitutive laws. Friction models with rate- and state- dependence have not been addressed. One of the key contributions of this project is the embedding of this frictional response on the slip surface. The combined constitutive response is formulated using a generalized trapezoidal scheme. One of the advantages of this scheme is that the implementation is suitable not only for the strong discontinuity element, but is readily adaptable to a variety of numerical techniques. These techniques simply must be able to determine how the shear and normal stress in the body relax with slip, which is necessary for any model with a discrete surface.

1.4 The structure of this report

The goal of this project, then, is to formulate an appropriate constitutive response for geomaterials undergoing localization and embed this model into a strong discontinuity finite element. The report has been split into two major sections. The development of the coupled slip weakening-frictional response for geomaterials is the subject of Chapter 2. Chapter 3 focuses on the formulation of an enhanced finite element capable of capturing such complex surface constitutive responses. Chapter 4 summarizes the accomplishments and suggests directions for future research.
1.5 Notation

Before continuing, it is helpful to briefly present some of the notational conventions used in the report. The summation convention, or Einstein's notation, will be used throughout the report where not explicitly stated otherwise by the note (no sum). For example, $\sigma_{ii} = \sigma_{11} + \sigma_{22} + \sigma_{33}$.

Vector and tensor quantities will be written in symbolic form using boldface. Scalar quantities will not be boldface. Vector and tensor products are defined as follows: The symbol $\cdot$ implies the contraction over the inner index of two vectors or tensors. For example, for vectors $\mathbf{a}$ and $\mathbf{b}$, $\mathbf{a} \cdot \mathbf{b} = a_i b_i$, and for second-order tensors $\mathbf{\alpha}$ and $\mathbf{\beta}$, $(\mathbf{\alpha} \cdot \mathbf{\beta})_{ij} = \alpha_{ik} \beta_{kj}$. Similarly, the symbol $:\$ represents the contraction of the innermost two indices of two tensor quantities. For example, $\mathbf{\alpha} : \mathbf{\beta} = \alpha_{ij} \beta_{ij}$ or $(\mathbf{C} : \mathbf{\epsilon})_{ij} = C_{ijkl} \epsilon_{kl}$. The symbol symbol $\otimes$ denotes an outer or tensor product, with no contraction on any of the indices, such that $(\mathbf{a} \otimes \mathbf{b})_{ij} = a_i b_j$ and $(\mathbf{\alpha} \otimes \mathbf{\beta})_{ijkl} = \alpha_{ij} \beta_{kl}$. 
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Chapter 2

Continuum Mathematical Modeling of Slip Weakening in Geological Systems

2.1 Introduction

Deformation of the Earth’s crust from tectonic forces involves both diffuse elastic and plastic strains, rigid body translations and rotations, and localized deformations concentrated along narrow fault zones [67, 68]. Movement along fault zones may occur slowly by creep and/or differential slippage, as well as by sudden rupture [69, 70]. Earthquake ground motion induced by tectonic forces is interpreted to be caused by dynamic slip instability associated with rupture propagation along fault zones causing a sudden drop in shear stress [13]. The magnitude of the stress drop and the amount of slip required to realize this stress drop is quantified by the shear fracture energy and is commonly correlated with the size of an earthquake [18, 68, 71, 72].

Slip weakening is the process used to describe the strength degradation within the fault zone during the initial stage of slip instability. The concept was motivated by the cohesive zone models for tensile fracture developed by Barenblatt [73], Dugdale [74], and Bilby, et al. [75], and extended to the shear fracture problem by Ida [76] and Palmer and Rice [77]. As the Earth’s crust is deformed the stress increases until it reaches a peak resistance. For intact or relatively undamaged rocks this peak resistance may consist of frictional and cohesive components along potential faults, whereas for previously faulted rocks the peak resistance may be predominantly frictional in nature, although the coefficient of friction may have increased as a result of aging of the contact. Once the peak resistance is reached intact rocks may fail by development of a new fault zone, whereas previously faulted rocks may deform by reactivation of an old fault zone or the creation of a new one depending on the current loading direction. The shear strength then decays to a lower level on those segments of the fault that slipped. This ‘residual’ strength is commonly interpreted to be purely frictional in nature with the coefficient of friction at the residual state being generally lower than the peak value for previously faulted rocks.
To better understand the process of slip weakening in earthquake fault zones, specimens of rocks have been tested in the laboratory and values of the shear fracture energy have been inferred from measurements [13, 18, 78–80]. While these experiments do not capture all of the processes of a fault on geologic scale, they do yield some insight into fracture and post-fracture behavior of rocks. However, the analysis of the test data is not trivial because the stress paths are different for each type of test. For example, in the biaxial tests performed by Okubo and Dieterich [79] the normal stress on the fault zone was held constant, whereas in the triaxial test results analyzed by Wong [18] and Rice [13] the normal stress was steadily decreasing during the slip weakening. Furthermore, the coefficient of friction may be changing during the slip-weakening process [19, 20], although this latter factor may have second-order effects compared to a variable normal stress which is first-order. Nevertheless, from a static equilibrium configuration to the initial activation of a fault the coefficient of friction increases rapidly from zero to a nearly steady-state value, and so within this very narrow time interval the effect of a variable coefficient of friction also could be first-order.

Construction of a slip-weakening model from compression test data on initially intact rock specimens requires transformation of post-failure data to infer the shear stress versus shear slip responses [18, 80]. A common slip-weakening law describing the degradation of shear stress on fault zones is provided by a linear function of slip with the total shear stress dropping linearly from a peak value $\tau^0$ to a residual value $\tau^+$ over a cumulative slip $\zeta^+$ [76]. During the slip nucleation process the frictional resistance picks up but its exact variation remains unknown until after the segment has slipped enough for the fault to be well defined, i.e., when the slip has reached the critical value $\zeta^+$. Thus, whereas the slope of the straight line can be explicitly calculated from test results after the fact, it cannot be supplied as a given parameter in the analysis of a general boundary-value problem because it is actually a state variable whose value depends on the final frictional resistance at residual state.

This chapter formulates the linear slip-weakening law implicitly by expressing the unknown frictional resistance at residual state in terms of its current value, plus some higher-order contributions arising from a Taylor series expansion. The truncated Taylor series relies on the slope of the stress path on the normal stress-shear stress ($\sigma, \tau$) plane, $d\sigma/d\tau$, which is constant in conventional triaxial compression tests but could vary in a complicated way for a general 3D loading condition. For the latter case we propose an alternative simplified slip-weakening law that captures the straight line variation only in an approximate way, but does not utilize the slope $d\sigma/d\tau$. The formulation has the advantage in that the linear slip-weakening law can be captured either exactly or approximately without explicitly prescribing the slope of the line.

Experimental observations also suggest that the coefficient of friction for fault zones is a function of the slip speed and a state variable reflecting the maturity of contact [19, 20]. Therefore, the frictional resistance at the residual state must also reflect this aspect in principle. Unfortunately, incorporating velocity- and state-dependent
friction is not suitable for manual calculations because they are so involved mathematically. In the first place, the time integration can only be done numerically in most cases because of the coupling between slip velocity and the state variable. In the second place, the linearization that must be done to solve the inverse problem (i.e., given the load, find the displacement) with Newton iteration must reflect the coupling between these two variables. Therefore, we propose the use of nonlinear finite element calculations for the solution of general boundary-value problems involving faulting, as discussed in the next chapter.

The problems in this chapter analyzed quasi-statically even though rupture propagation is inherently a dynamic process. Dynamic rupture propagation, commonly encountered in earthquake fault modeling, involves fast sliding velocities and slips that are much larger than those commonly encountered in laboratory experiments. These large slips and slip rates could activate additional weakening mechanisms such as flash heating, for example, resulting in a much lower frictional resistance during dynamic sliding [81]. In such a case, the Dieterich-Ruina rate and state friction law may have to be modified to permit much stronger weakening at high slip velocities and/or large slips, see also [82]. This chapter focuses only on slow slip velocities and laboratory-derived friction laws.

2.2 Inelastic continuum modeling of rock mechanical behavior

The mechanical behavior of most rock types of interest to the earth scientist varies considerably with temperature, confining pressure, and strain rate. In order to limit the scope of this chapter, we shall restrict the discussion to rock materials tested in the laboratory at constant temperature and under a range of confining pressures that is currently supported by available testing equipment (e.g. up to around 1,000 MPa) [83]. The mechanical behavior of these materials is typically represented by a stress-strain curve that is initially linear and has a steep slope. This stage of deformation is the elastic region because when the stress is removed the original dimension of the material is recovered completely. Some rocks may suddenly fracture, or fail in brittle mode, while still deforming in the elastic regime. The value of the stress at this point is known as the brittle strength [84, 85]. If fracture creates a shear failure plane, then the ruptured material will subsequently slip along this plane. We denote the complete Cauchy stress tensor at the point of fracture by the symbol $\sigma_{ij}$.

If the rock is not brittle, then the slope of the stress-strain curve flattens out at some point of deformation. This stage of deformation is commonly called the inelastic (or plastic) regime because when the load is removed a certain portion of deformation remains. The stress-strain curve may continue to exhibit a positive slope until eventually it reaches a certain peak stress. Typically the peak stress is accompanied by the appearance of a thin zone of shear strain localization in the sample commonly called
a shear band, although this terminology has been superseded as of late by a more general term 'deformation band' to reflect the fact that other modes of deformation, such as dilatation and compaction, may also be present in addition to shearing within the localized zone. We also denote the complete Cauchy stress tensor at the point of initial appearance of a deformation band by the same symbol $\sigma_{ij}^0$. Hence, $\sigma_{ij}^0$ generally represents the transition stress between an intact state to a state characterized by strain localization.

For a general three-dimensional loading condition the elastic region is assumed to be bounded by a so-called yield surface defined by the equation

$$F(\sigma_{ij}, \kappa) = 0$$

(2.1)

where $\sigma_{ij}$ is the symmetric Cauchy stress tensor and $\kappa$ is a plastic variable describing the extent of the elastic region. Since plastic yielding reflects a material's constitutive behavior, the yield surface should not depend on the reference frame (i.e., it is frame-invariant). For more details on plasticity models for geomaterials, the reader is again referred such references as [1–6].

The onset of a shear band in an intact rock signifies the end of a homogeneous deformation response. Viewed as a material instability, shear bands had been investigated in the past based on the works of Hadamard [7], Hill [10], Thomas [8] and Mandel [86] within the context of acceleration waves in solids. For geological materials, Rudnicki and Rice [11] presented a condition for the onset of a shear band, embodied by the classical equation

$$\det(Q) = 0, \quad Q_{ik} = n_j c_{ijkl}^p n_l$$

(2.2)

where $c_{ijkl}^p$ is the rank-four elastoplastic constitutive operator; and $n_j$ and $n_k$ define components of the unit normal vector $n$ to the band. The rank-two tensor $Q$ is known in the literature as the acoustic tensor, and the determinant of this tensor as the localization function.

The localization function is assumed to be initially positive for any orientation $n$. As the material deforms and its stiffness degrades, the value of the localization function decreases. At a certain point in the loading history where the localization function crosses the value zero, bifurcation into a shear band occurs, and the orientation of the emerging shear band is described by the vector $n$. Because the material is yielding at this particular point of deformation, the stress point is instantaneously on the yield surface, and so we have

$$F(\sigma_{ij}^\circ, \kappa^\circ) = 0$$

(2.3)

where $\kappa^\circ$ defines the size of the elastic region at the point of bifurcation, and $\sigma_{ij}^\circ$ is the bifurcation stress.
### 2.3 Formulation of slip-weakening model: linear and simplified laws

We assume that the slip surface is defined by a unit normal vector \( \bm{n} \) (with components \( n_i \)). If \( \sigma_{ij} \) is the continuum stress tensor, then the resolved normal and tangential shear stresses (\( \sigma \) and \( \tau \), respectively) on the slip surface may be calculated as

\[
\begin{align*}
\sigma &= \sigma_{ij} n_i n_j, \\
\tau &= \sqrt{t_i t_i}, \\
t_i &= \sigma_{ij} n_j - \sigma n_i
\end{align*}
\] (2.4)

Here we have used the strength of materials convention for the Cauchy stress where a normal stress component is positive under tension. For later use we define the stress path on the \( \sigma-\tau \) plane by the slope

\[
\frac{\delta \sigma}{\delta \tau} = \frac{n_i n_j \delta \sigma_{ij}}{\xi_{km} \delta \sigma_{km}}, \quad \delta \tau \neq 0
\] (2.5)

where

\[
\xi_{km} = \frac{1}{2} (l_k n_m + l_m n_k), \quad l_k = t_k / \tau
\] (2.6)

We identify \( l_k \) as a component of a (normalized) unit traction vector tangent to the slip surface. In the above expression for the stress path we assume that deformations are sufficiently small so that the orientation vector \( \bm{n} \) for the slip surface may be considered essentially constant during the slip weakening. Furthermore, the case \( \delta \tau = 0 \) is simply a “horizontal” stress path.

Next we define the slip velocity vector as

\[
[\mathbf{v}] = \dot{\zeta} \mathbf{m}
\] (2.7)

where \( \mathbf{m} \) is a unit vector in the direction of slip, and \( \dot{\zeta} \) is the magnitude of the slip rate. For shear fractures, \( \mathbf{m} \) is typically tangent to the slip surface although some minor variations may be observed on a smaller scale depending on the interaction of comminuted particles with the slip surface. The cumulative slip is defined by the integral

\[
\zeta = \int_0^t \dot{\zeta} dt
\] (2.8)

where the integration is taken over the slip path.

To make the above equations more physically meaningful, we consider an initially intact rock sample subjected to triaxial loading with \( \sigma_1, \sigma_2, \) and \( \sigma_3 \) representing the major, intermediate, and minor compressive principal stresses, respectively, as shown in Fig. 2.1a. All of these principal stresses act on the faces of the specimen, with \( \sigma_2 \) representing the out-of-plane normal stress. A slip surface forms on the plane defined by \( \sigma_1 \) and \( \sigma_3 \) and inclined at an angle \( \vartheta \) relative to \( \sigma_1 \). The normal and shear stresses on the slip plane are given by

\[
\begin{align*}
\sigma &= \sigma_1 \sin^2 \vartheta + \sigma_3 \cos^2 \vartheta, \\
\tau &= \frac{1}{2} (\sigma_3 - \sigma_1) \sin 2\vartheta
\end{align*}
\] (2.9)
During the slip weakening the compressive stress $\sigma_1$ is reduced while $\sigma_3$ remains fixed; hence the stress path is given by the constant slope

$$\frac{\delta \sigma}{\delta \tau} = -\frac{2 \sin^2 \vartheta}{\sin 2\vartheta} = -\tan \vartheta$$

(2.10)

On the other hand, Fig. 2.1b shows that if the sliding blocks are relatively rigid the slip $\zeta$ can be related to the incremental axial shortening $\Delta \ell$ according to the approximate relation

$$\zeta = \Delta \ell / \cos \vartheta$$

(2.11)
As the slip $\zeta$ builds up the resolved shear stress $\tau$ decreases until it reaches a steady-state value called the residual shear stress $\tau^+$ when the slip has reached the critical value $\zeta^+$. We are interested in developing a slip-weakening constitutive law describing the reduction of shear stress $\tau$ with slip over the region $\zeta \in [0, \zeta^+]$.

Figures 2.1c,d demonstrate how to transform the stress-displacement test data to infer the post-localization $\tau$-$\zeta$ response (see [18, 80]). The overall specimen response depicted in Fig. 2.1c represents a class I behavior in which the maximum principal stress difference decreases so dramatically at post-localization, assumed in the figure to occur at the peak point, that the stress-displacement curve turns over so far as to follow a positive slope [87, 88]. This is in contrast to a more regular class II stress drop with a negative slope. Assuming that the elastic Young’s modulus remains constant during the test, then $\Delta \ell$ at post-localization is calculated as shown in Fig. 2.1c, and the shear strength-slip displacement curve may be constructed as shown in Fig. 2.1d.

The shear stress-slip curve shown in Fig. 2.1d has a peak value of $\tau^+$ at the beginning of the slip weakening. The shear strength mobilized on the slip plane then decreases until it stabilizes to a residual value $\tau^+$ when the slip has reached a value approximately equal to $\zeta^+ \approx 0.5$ mm for most rocks [18]. Thereafter, the shear stress remains essentially constant at this residual value. By comparison, Ohnaka et al. [89] presented a shear stress-slip curve for faulting in an initially intact rock with the shear stress first increasing to a peak value at “apparent” slip displacement equal to $D_a$, then dropping to the residual value at $\zeta^+$. The Ohnaka et al. curve was obtained by subtracting the linear elastic response but not the bulk plastic response prior to localization, and so in principle their peak stress takes the same meaning as the stress $\tau^+$ used in the present chapter. Although the slip-weakening curve may exhibit some slight irregularities, a linear slip-weakening law is usually assumed and takes the form [76, 90–92]

$$\tau = \tau^+ - (\tau^+ - \tau^+) \frac{\zeta}{\zeta^+}, \quad \zeta \in [0, \zeta^+] \quad (2.12)$$

This law satisfies the essential conditions $\tau = \tau^+$ at $\zeta = 0$, and $\tau = \tau^+$ at $\zeta = \zeta^+$. The given parameters are $\tau^+$, which we determine from (2.4) at the transition stress $\sigma_{ij}^+$, and the critical slip distance $\zeta^+$.

The problem with equation (2.12) is that neither the residual shear stress $\tau^+$ nor the slope $-(\tau^+ - \tau^+)/\zeta^+$ is known since the constitutive properties of the slip surface as well as the normal stress acting on this surface may be changing during the slip weakening process. Hence, it is not possible to compute the total stress drop $\Delta \tau = \tau^+ - \tau^+$ until after the residual shear stress has already been calculated. On the other hand, the residual shear stress $\tau^+$ in rock faults arises only from pure friction, so if we assume a coefficient of friction on the slip surface $\mu$ then the frictional shear resistance is $f = -\mu \sigma$, and hence $\tau^+ = f^+ = -\mu^+ \sigma^+$. The current value of $f$ is always known during the slip weakening process, so our objective is then to express $f^+$ in terms of the known value of the frictional shear stress $f$. The key point here is to treat the slope $-\Delta \tau/\zeta^+$ implicitly, rather than explicitly, as demonstrated below.
Expanding $f^+$ about $f$ using the Taylor series expansion gives

$$
\tau^+ = f^+ = f + \frac{\partial f}{\partial \zeta} (\zeta^+ - \zeta) + \frac{1}{2!} \frac{\partial^2 f}{\partial \zeta^2} (\zeta^+ - \zeta)^2 + \ldots
$$

(2.13)

$$
\approx f + \frac{\partial f}{\partial \zeta} (\zeta^+ - \zeta)
$$

(2.14)

where we have ignored the terms in the Taylor series involving the second and higher derivatives. The coefficient of friction $\mu$ may also depend on the slip rate, as elaborated further in the next section, but its effect is usually second-order in comparison to that of a variable $\sigma$, so ignoring the variation of $\mu$ we simply write

$$
\frac{\partial f}{\partial \zeta} = -\frac{\partial \sigma}{\partial \zeta} = -\mu \frac{d \sigma}{d \tau} \frac{\partial \tau}{\partial \zeta}
$$

(2.15)

where $d \sigma/d\tau$ is the slope of the stress path given by equation (2.5) for a general 3D continuum loading. For continued slip weakening $\tau = \tau_{f}$, so imposing the linear slip weakening law we get

$$
\frac{\partial f}{\partial \zeta} = -\frac{d \sigma}{d \tau} \frac{\partial \tau}{\partial \zeta} = -\mu \frac{d \sigma}{d \tau} \left( \frac{\tau_i - \tau^o}{\zeta} \right), \quad \zeta \neq 0
$$

(2.16)

where the quantity inside the parentheses represents the constant slope $\partial \tau_i/\partial \zeta$ implied by the linear slip-weakening constitutive law, see Fig. 2.2. Note that this slope is also equal to $(\tau^+ - \tau^o)/\zeta^+$, as shown in Fig. 2.2, but as noted before $\tau^+$ is yet to be calculated so this latter expression cannot be used.

Substituting this result into (2.14) yields

$$
\tau^+ = f - \mu \frac{d \sigma}{d \tau} \left( \frac{\tau_i - \tau^o}{\zeta} \right) (\zeta^+ - \zeta), \quad \zeta \neq 0
$$

(2.17)

The above expression depends only on the current state variables $\zeta$, $f$, $\tau_{f}$, and the slope $d \sigma/d\tau$. Inserting this expression into the linear slip-weakening constitutive law (2.12) then gives

$$
\tau_{f} = \chi^{-1} \tau^o (1 - \eta) \left( 1 + \mu \frac{d \sigma}{d \tau} \right) + \chi^{-1} f \eta
$$

(2.18)

where

$$
\chi = 1 + \mu (1 - \eta) \frac{d \sigma}{d \tau}, \quad \eta = \zeta/\zeta^+
$$

(2.19)

Like equation (2.12), equation (2.18) also satisfies the conditions $\tau_{f} = \tau^o$ at $\eta = 0$, and $\tau_{f} = f^+$ at $\eta = 1$.

To elucidate the above slip-weakening law, we consider a triaxial compression test reported by Wong [80] on Sample G3 of San Marcos gabbro. The test was conducted by varying the major compressive stress $\sigma_1$ while holding $\sigma_2$ and $\sigma_3$ fixed. Assuming
Figure 2.2: Graphical representation of linear slip weakening: as shear stress weakens linearly to residual value, frictional resistance picks up while cohesion decays to zero. The shear fracture energy is represented by the shaded area of triangle.

the principal stress directions remained fixed during the test, the instantaneous stress path is given by the slope $d\sigma/d\tau = -\tan \vartheta$, where the physical significance of $\vartheta$ is shown in Fig. 2.1. Wong [80] reported a confining stress $\sigma_3 = -250$ MPa, which was held constant during the test. At peak, the stresses were $\tau^\circ = 433$ MPa and $\sigma^\circ = -500$ MPa; at residual, they were $\tau^+ = 326$ MPa and $\sigma^+ = -439$ MPa. We back-figure the coefficient of friction at residual state to be $\mu^+ = -\tau^+/\sigma^+ = 0.743$, which we assumed constant in the present analysis. The total drops in the normal and shear stresses were $\Delta\sigma = \sigma^+ - \sigma^\circ = 61$ MPa and $\Delta\tau = \tau^+ - \tau^\circ = -107$ MPa, respectively, and so from (2.10) we calculated $\vartheta = \tan^{-1}(-\Delta\sigma/\Delta\tau) = 30^\circ$. This agrees with a reported angle of $\alpha = 90^\circ - \vartheta = 60^\circ$ in Table 1 of [80], see Fig. 2.1a for the physical significance of the angle $\alpha$.

Now we use equation (2.18) to predict the slip-weakening response. First, we substitute $d\sigma/d\tau = -\tan \vartheta$ into (2.18) and (2.19). Since the material is slipping continually, $\tau_1 = \tau$. Inserting (2.9) into the expressions for $f = -\mu \sigma$ and $\tau$, and ignoring the variation of $\mu$, we obtain the expected variation of $\sigma_1$ during this test as follows:

\[
\sigma_1 = \frac{\sigma_3 \left[ \mu \eta \cos^2 \vartheta + (\chi \sin 2\vartheta)/2 \right] - \tau^\circ (1 - \eta) (1 - \mu \tan \vartheta)}{(\chi \sin 2\vartheta)/2 - \mu \eta \sin^2 \vartheta} - \frac{2\tau^\circ}{\sin 2\vartheta} (1 - \eta)
\]

(2.20

\[
\sigma_1 = \sigma_3 \left[ 1 + \frac{2\mu}{(1 - \mu \tan \vartheta) \sin 2\vartheta \eta} \right] - \frac{2\tau^\circ}{\sin 2\vartheta} (1 - \eta)
\]

(2.21

25
where $\chi = 1 - \mu(1 - \eta) \tan \theta$. The second line of equation (2.21) describes a linear drop of $\sigma_1$ with $\eta = \zeta / \zeta^+$. That we recover a linear drop exactly is hardly surprising since $\tau$ is postulated to drop linearly with $\eta$, so $\sigma$ will also drop linearly since we assumed a constant coefficient of friction $\mu$ and $d\sigma/d\tau$ is constant. This implies that $f$ will also vary linearly with $\eta$, and so only the first derivative of $f$ in the Taylor series is needed to determine the exact residual value $f^+$. 

Figure 2.3: Linear drop of major principal stress during triaxial testing of San Marcos gabbro (Sample G3) manifested by 10 and 100 load step solutions. The two solutions are identical to machine precision.

Figure 2.3 shows a plot of equation (2.21) for Sample G3 of San Marcos gabbro. For this simulation, ten- and 100-increment solutions were performed and the predicted variation of $\sigma_1$ is perfectly linear for either case. We emphasize that the calculations shown in Fig. 2.3 did not make use of the residual shear stress $\tau^+$ even though this information was provided by Wong [80]. In fact, substituting (2.21) into the expression for $\tau$ in (2.9) gives the following linear slip weakening constitutive law for the triaxial compression test performed by Wong:

$$\tau_f = \tau^o(1 - \eta) - \frac{\mu \sigma_3}{1 - \mu \tan \theta} \eta$$

Again, this equation meets both end conditions with $\tau_f = \tau^o$ at $\eta = 0$, and $\tau_f = -\mu \sigma^+$ at $\eta = 1$ after noting that $\sigma^+ = \sigma_3/(1 - \mu \tan \theta)$ for $\sigma_1$ obeying (2.21). For completeness we show in Fig. 2.4 a 3D plot in the $(\zeta, f, \tau_f)$ space of equation (2.18) for this test.
Figure 2.4: Predicted drop of major principal stress during triaxial testing of San Marcos gabbro (Sample G3). The simplified law is concave downwards relative to the linear law since \( f \) decreases during slip weakening for this test.

For a general boundary-value problem equation (2.18) requires the evaluation of the slope \( d\sigma/d\tau \) of the stress path, which could make the calculations unwieldy. For the triaxial test example described above this slope was constant, but in a general 3D continuum problem this slope is expected to vary in an unpredictable way. Furthermore, if the motion of the continuum is large so as to alter the orientation of the slip surface, then even the unit vector \( n \) is expected to vary, thus making the evaluation of the slope \( d\sigma/d\tau \) very cumbersome. To alleviate this difficulty, we drop the first derivative in the Taylor series altogether and simply write \( \tau^+ \approx f \). This leads to a simplified slip-weakening constitutive law of the form

\[
\tau_f = \tau^0 - (\tau^0 - f) \frac{\zeta}{\zeta^+}
\]  

(2.23)

This equation is simpler than (2.18); however, it does not recover completely the linear slip-weakening law since the Taylor series expansion was short by one term. On the other hand, equation (3.18) still satisfies the two essential end conditions at \( \tau^0 \) and \( \tau^+ = f^+ \). Hence, under normal conditions we expect the deviation of (2.23) from a linear constitutive law to be ‘mild.’
Repeating the analysis of the previous example, we set $\tau_f = \tau$ and $f = -\mu\sigma$, and again substitute equation (2.9) into the simplified law (2.23) to obtain the expected drop of $\sigma_1$ with slip for Sample G3 of San Marcos gabbro as follows:

$$\sigma_1 = \frac{\sigma_3 [\mu\eta \cos^2 \vartheta + (\sin 2\vartheta)/2] - \tau^0 (1 - \eta)}{(\sin 2\vartheta)/2 - \mu\eta \sin^2 \vartheta}, \quad \eta = \zeta/\zeta^+ \quad (2.24)$$

Figure 2.5 compares the simplified slip-weakening relation (2.23) with the linear law and suggests that $\sigma_1$ drops more slowly in the beginning but catches up toward the end as the slip reaches the critical value $\zeta^+$. The shear fracture energy, represented in Fig. 2.1d by the shaded area and denoted by the symbol $G_{II}$, is thus over-predicted by about 15% relative to that computed with the linear law. Figure 2.6 shows a three-dimensional plot of (2.23) in the ($\zeta, f, \tau_f$) space and defines a warped surface. It suggests that if $f$ increases (alternatively, decreases) during the slip weakening, then the projection of the state path on the ($\tau_f, \zeta$) plane is slightly concave upwards (alternatively, downwards). The deviation from the linear law depends on how drastically the normal stress $\sigma$ varies during the slip weakening. Interestingly, Ida [76] also considered similar nonlinear slip-weakening laws exhibiting upward and downward concavities relative to the linear law.
2.4 Variable friction model

Figure 2.7 represents pictorially the slip-weakening process on the deviatoric plane. We assume here that the slip surface is triggered by a shear band-type bifurcation, so the transition stress $\sigma_{ij}^\ast$ lies on the yield surface $F(\sigma_{ij}^\ast, \kappa^\ast) = 0$. The figure shows two cross-sections of a conical three-invariant yield surface, one cutting through a plane $\sigma_1 + \sigma_2 + \sigma_3 = \sigma_{ii}^\ast = C < 0$ (light curve) at the point of bifurcation, and a second cutting through the $\pi$-plane defined by the equation $\sigma_1 + \sigma_2 + \sigma_3 = 0$ (heavy curve). The stress paths are all projected to the $\pi$-plane. We assume that the initial shear resistance acting on the emerging shear band is of the Mohr-Coulomb type,

$$\tau_i = c - \mu \sigma$$

where $c$ is cohesion. At the bifurcation stress the shear stress on the band is $\tau^\circ = c^\circ - \mu^\circ \sigma^\circ$, while at the residual state a purely frictional resistance gives $\tau^+ = -\mu^+ \sigma^+$. During the slip weakening the cohesive resistance dies out to zero while the frictional resistance picks up. This feature is also manifested in Fig. 2.2 which further shows that this frictional resistance generally could vary during the slip weakening process in an unpredictable way. This interplay between the two types of resistance is represented in Fig. 2.7 by the changing slopes of lines representing equation (2.25). In this section we provide an in-depth look into this interplay between the two types of resistance in a more quantitative way.
Early experimental observations suggest that the coefficient of friction $\mu$ mobilized on the surface of discontinuity between two contacting bodies subjected to a slowly increasing load is a function of the slip speed $\dot{\zeta}$ and a state variable $\theta$ reflecting the maturity of the contact. Under conditions of fixed temperature an empirical law of the following form has been proposed by Dieterich [19], Ruina [20], and Dieterich and Linker [21],

$$\mu = \mu_0 + A \ln \left( \frac{\dot{\zeta}}{V^*} \right) + B \ln \left( \frac{\theta}{\theta^*} \right)$$

(2.26)

where $\mu_0$, $A$, and $B$ are experimentally determined constants, and $V^*$ and $\theta^*$ are normalizing constants. For rocks typical values of $A$ and $B$ range from 0.005 to 0.015.

The variation of $\mu$ in an ideal velocity stepping test is depicted in Fig. 2.8. As the velocity increases instantaneously from $\dot{\zeta}_1$ to $\dot{\zeta}_2$, the coefficient of friction increases instantaneously by an amount $A \ln(\dot{\zeta}_2/\dot{\zeta}_1)$. This momentary increase is followed by a decrease over a characteristic sliding displacement $D_c$, a material parameter, required to stabilize friction. The parameter $D_c$ may be interpreted as the characteristic slip required to replace a contact population representative of a previous sliding condition with a contact population created under a new sliding condition; it may be approximated as the mean contact diameter on the order of 10 $\mu$m [93]. The role of $\theta$ is to

Figure 2.7: Pictorial representation of slip weakening on the $\pi$-plane. Fan of straight lines represents the Mohr-Coulomb failure criterion for a planar fault; at residual state the cohesion decays to zero, hence the failure criterion passes through the origin.
reflect contact aging, or lifetime. An empirical evolution equation for $\theta$ first proposed by Ruina [20] takes the form

$$\frac{d\theta}{dt} = 1 - \frac{\theta \dot{\zeta}}{D_c}$$

(2.27)

This law allows for friction hardening of the material over time and is known as the healing form of the evolution equation. If $\dot{\zeta} = 0$, then (2.27) indicates that $\theta$ increases by an amount equal to the elapsed time of stationary contact, reflecting contact aging.

If $\frac{dH}{dt} = 0$, then the steady-state value of $H$ is $H_{ss} = \frac{D_c}{\dot{\zeta}}$. Substituting this value in (2.26) gives

$$\mu_{ss}\dot{\zeta} = \mu_{ss}\dot{\zeta} + (A - B) \ln \left( \frac{\dot{\zeta}_2}{\dot{\zeta}_1} \right)$$

(2.28)

If the requirement that steady-state friction decreasing with slip speed is imposed, then the relation $A < B$ must hold [20, 94].

A drawback of the logarithmic form of friction law is that this expression is singular when the slip velocity is zero. Hence, it cannot be used to describe what occurs during initiation of a slip surface. Although based solely on empirical observations, this expression, however, has a theoretical basis if one considers friction sliding as a rate process [23, 92, 95, 96]. By doing so, one can add terms related to the possibility of random backward jumps [97, 98], resulting in

$$\mu = A \sinh^{-1} \left\{ \frac{\dot{\zeta}}{2V^*} \exp \left[ \frac{\mu_0}{A} + \frac{B}{A} \ln \left( \frac{\theta}{\theta^*} \right) \right] \right\}$$

(2.29)

This regularized form for $\mu$ has been used by Rice and Ben-Zion [22] and Ben-Zion and Rice [98]. Equation (2.29) may be combined with the evolution law for $\theta$ given by (2.27) to obtain a direct constitutive law between $\mu$ and $\zeta$, eliminating $\theta$ as an
independent variable in the process. This may be done either analytically or numerically.

Figure 2.9: Variation of coefficient of friction: (a) variation during slip weakening; (b) comparison between arcsinh and logarithmic functions.

Figure 2.9 compares expressions (2.26) and (2.29) for Sample G3 of San Marcos gabbro analyzed earlier. To make the comparison, these two expressions were combined with Ruina’s healing law (2.27) and solved numerically by trapezoidal integration.
The material parameters used were $A = 0.012$, $B = 0.0135$, $D_c = 2.25$ microns, 
$\mu_0 = 0.743$, $V^* = 1 \mu m/s$, and $\theta^* = 2.25$. The value of $\mu_0$ was selected so that at a 
slip speed of 1 $\mu m/s$ we recover the steady-state coefficient of friction of 0.743 (see 
Sec. 2.3); otherwise, the remaining parameters were taken from fits to experimental 
data for a granite [99]. Note that for the most part the two expressions for $\mu$ result in 
curves that lie one on top of the other except at extremely small slip displacements 
(near-zero velocity) where expression (2.26) becomes singular.

As noted in equation (2.15) the variation in $\mu$ is second-order compared to the variation 
of the normal stress (except at very small slip displacements on the order $\zeta < D_c$), 
so the linear slip-weakening form (2.18) holds even for a variable coefficient of friction. 
Combining this with (2.25) yields an expression for cohesion of the form

$$
c = \chi^{-1}\tau^\circ(1 - \eta)\left(1 + \mu\frac{d\sigma}{d\tau}\right) + \chi^{-1}f\eta + \mu\sigma 
$$

(2.30)

where $\chi$ is given in equation (2.19). On the other hand, if we use the simplified 
slip-weakening law (2.23), then we get the following evolution for $c$:

$$
c = \tau^\circ - (\tau^\circ - f)\frac{\zeta}{\zeta^+} + \mu\sigma = (\tau^\circ + \mu\sigma)\left(1 - \frac{\zeta}{\zeta^+}\right) 
$$

(2.31)

In either case, as the frictional resistance picks up the cohesion $c$ inherits the ‘softening’ character of $\tau_f$ since it is simply equal to $\tau_f$ translated by the distance $\mu\sigma$.

### 2.5 Conclusions

We have presented a framework for mathematical modeling of slip weakening in an 
initially intact rock due to shear strain localization along any arbitrary slip plane. 
The framework includes a closed-form expression for a linear evolution of shear stress 
with slip up until the full development of a fault, given the stress path on the normal 
stress-shear stress plane for this fault. The formulation also includes a variable co-
efficient of friction, which can be implemented into a finite element framework using 
an embedded strong discontinuity approach, as discussed in the next chapter. The 
finite element model may be used not only to analyze rock test data but also to 
simulate faulting of the Earth’s crust on a much larger scale. Work is underway to 
icorporate dynamic slip instability associated with rupture propagation along fault 
zones to better understand the influence of tectonic forces and fault properties on the 
ensuing seismic ground motion. Work is also underway to augment the capabilities 
of the element to include opening degrees of freedom to properly model local areas of 
tension as well as curvature along a fault.
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Chapter 3

Embedded strong discontinuity finite elements for fractured geomaterials with variable friction

3.1 Introduction

Strain localization, characterized by intense deformation across a narrow region, plays an important role in the behavior of many solid materials. Examples include necking and shear banding in metals, shear banding in soils, and fracturing in rocks and concrete. In addition to potentially significant displacements, an associated rapid loss of strength makes strain localization an important area of study, as this loss of strength can lead to structural failure or other unstable behaviors.

In quasi-brittle materials like many rocks, concretes, frozen soils, and heavily over-consolidated clays, strain localization often takes the form of fractured surface in the body. Kinematically, this surface is represented by a jump in the displacement field, and is termed a ‘strong discontinuity.’ This type of strain localization is distinct from a localized region of finite thickness, such as a shear band forming in dense sands that can be a few grain diameters thick. A localized region of finite thickness may have a jump in the strain field, or ‘weak discontinuity,’ but the displacement field remains continuous. It has been suggested [33, 100] that a strong discontinuity may be used to approximate a weak discontinuity provided that the physics of the band can be properly incorporated onto the surface [33]. This paper will focus on the strong discontinuity case. Although a framework for a general constitutive model will be discussed, we will not attempt to derive a constitutive model appropriate for weak discontinuities in this report.

Because the location and propagation path of a slip surface or region may be difficult to determine for complex geotechnical structures, one often uses the finite element method to analyze these problems. However, while standard finite element methods have proven useful for a wide variety of geometries, loading, and deformation patterns, modeling localized deformation using standard elements is difficult and can lead to inaccurate results. Classical associative and non-associative plasticity models could
lead to non-unique strain rate fields [11, 16], requiring a special treatment of the local bifurcation and accompanying strain localization that typically cuts through and across the finite element.

To create a stable solution and capture the anisotropic damage and movement on the fracture surfaces, we turn to a finite element that can be enhanced by inserting a surface at an arbitrary orientation and location, and allowing a displacement jump across that surface. The element employed was developed by Simo and coworkers [38, 39], and follows the recent reformulation by Borja and Regueiro [51–56]. These works, however, assumed a constant coefficient of friction along the slip surface.

The main contribution of this chapter is the incorporation of a variable coefficient of friction into the strong discontinuity formulation. A variable coefficient of friction is atypical in computational mechanics literature where a constant coefficient of friction is almost always assumed. However, it is widely recognized in geophysics and in many branches of geoscience that the coefficient of friction may depend not only on slip speed but also on a state parameter representing the maturity of contact. Thus, it cannot be assumed to be constant for important applications such as earthquake fault rupture processes. In this chapter we focus on a velocity- and state-dependent coefficient of friction applicable to slow slip velocities and laboratory-derived state and friction laws, along with the strong discontinuity finite element formulation.

The remainder of this chapter is structured as follows: We briefly review in Section 3.2 the kinematical assumptions for a strong discontinuity in the context of small strain deformation and the resulting bifurcation condition. In Section 3.3, we present the framework for enhanced strain element and its implementation. We present the numerical formulation for determining the slip in Section 3.4, and the resulting consistent stiffness formulation in Section 3.5. Numerical examples and concluding remarks close out the chapter.

### 3.2 Kinematics

As a point of departure, we examine kinematics that include a strong discontinuity. For the purposes of this chapter, we will use small strain assumptions. Strong discontinuity kinematics in a finite deformation setting are described in more detail in [56] and [40].

Consider a body with an otherwise smooth displacement field that contains a displacement jump across the surface $S$ in the body. In other words

$$\mathbf{u} = \mathbf{\bar{u}} + [\mathbf{u}]H_S \quad \text{(3.1)}$$

$$= \mathbf{\bar{u}} + \zeta \mathbf{m} H_S \quad \text{(3.2)}$$
where $H_S$ is a Heaviside function across $S$. The vector $\mathbf{u}$ is referred to as the regular part of the displacement, while $[\mathbf{u}]H_S$ is the displacement jump. The magnitude of the jump is $\zeta$, in the direction $\mathbf{m}$. In granular materials, dilatation on cracks is observed due to asperity mismatch and the formation of gouge material, and has been shown to have important impacts on crack behavior [101]. Hence, the slip direction is expected to not be exactly perpendicular to the normal to the slip surface. As slip continues, however, there is less further dilatation, and $\mathbf{m}$ becomes closer to parallel to being the band.

In the infinitesimal regime, the strain field becomes

\[
\epsilon = \nabla^s \mathbf{u} = \nabla^s \hat{\mathbf{u}} + \nabla^s (\zeta \mathbf{m}) H_S + \zeta (\mathbf{m} \otimes \mathbf{n})^s \delta_S
\]  

with $\mathbf{n}$ as the normal to $S$, $\delta_S$ the Dirac delta distribution across $S$, and $(\bullet)^s$ denoting the symmetric part of the tensor $(\bullet)$. The spatial gradient of the jump will generally be quite small compared to the jump itself. In the finite element approximation, we consider the jumps to be constant within a given element, so the second term disappears, leaving

\[
\epsilon = \nabla^s \mathbf{u} = \nabla^s \hat{\mathbf{u}} + \zeta (\mathbf{m} \otimes \mathbf{n})^s \delta_S
\]  

For the finite element formulation, it is convenient to reformulate the displacement field as

\[
\mathbf{u} = \mathbf{\hat{u}} + \mathbf{f}_h
\]

\[
= \mathbf{\hat{u}} + [\mathbf{u}]M_S
\]

\[
= (\mathbf{\hat{u}} + f^h [\mathbf{u}]) + [\mathbf{u}] (H_S - f^h)
\]

Here $f^h$ is an arbitrary smooth function that is equal to zero at all the element nodes on the “passive” side of the element, where $H_S = 0$, and unity at all the nodes on the “active” side, where $H_S = 1$.

We use a convenient and typical form for $f^h$, the sum of the shape functions of the active nodes

\[
f^h = \sum_{A=1}^{n_{cn}} N_A H_S (x_A)
\]
where \( n_{en} \) is the number of nodes for a particular element, and \( N_A \) are the standard finite element shape functions. This form is useful because now \( \tilde{u} \) can be written in the standard finite element form

\[
\tilde{u}^h = \sum_{A=1}^{n_{en}} N_A x_A
\]  

(3.9)

Thus, with this choice of \( f^h \), the component \( \tilde{u} \) of the displacement is referred to as the conforming displacement, since it conforms to the standard finite element shape functions. The vector \( \tilde{u} \) is referred to as the displacement enhancement.

### 3.2.1 Localization condition

Given the above kinematics, it is possible to derive the conditions for localization from principles of continuum mechanics.

Consider a material undergoing standard bulk plasticity, which may follow a nonassociative flow rule. Without reviewing specific plasticity models, the model is described by a yield function \( F = F(\sigma, q) \), where \( q \) is a vector of internal state variables, a plastic potential function \( G = G(\sigma, q) \), which may be different from \( F \), and a hardening/softening law. If \( F = G \), the flow rule is associative.

To form or propagate a discontinuity on a given surface, the traction and traction rate must be continuous across that surface. The traction rate may be written

\[
\dot{t} = n \cdot \sigma = n \cdot c^p : \varepsilon^e
\]  

(3.10)

\[
= n \cdot c^p : \left( \dot{\varepsilon} - \dot{\lambda} \frac{\partial G}{\partial \sigma} \right)
\]  

(3.11)

\[
= n \cdot c^p : \nabla^s \dot{\tilde{u}} + n \cdot c^{ep} : (\tilde{u} \otimes n)^s \delta_S
\]  

(3.12)

where \( c^{ep} \) is the elastic-perfectly plastic modulus as shown in [51]. Hence the quantity \( n \cdot c^{ep} : (\tilde{u} \otimes n)^s \) must be zero. Exploiting the minor symmetry of \( c^{ep} \), this condition may be rewritten as

\[
Q \cdot [\tilde{u}] = 0
\]  

(3.13)
where $Q = n \cdot c^p \cdot n$ is the elastic-perfectly plastic acoustic tensor. Hence a bifurcation of the type described by the kinematics in the previous section may occur only when

$$\det Q = 0$$

(3.14)

for some normal $n$. If we let $[\hat{u}] = \hat{\zeta} m$, where $m$ is a unit vector in the direction of the jump, then $m$ becomes the normalized zero eigenvector for $Q$. Hence, the localization condition returns the direction of the jump at bifurcation. This condition is similar to the weak discontinuity (strain jump) condition formulated in [11].

Localization may occur for any normal $n$. To determine a critical normal, a numerical search algorithm in three dimensions as described in [37] and [64] is employed. A reduced version of the same algorithm has also been developed for two-dimensional problems. These algorithms are modified somewhat from the original form, as plasticity models for geomaterials often have nonassociative or kinematically hardening components. These features destroy the major symmetry of the tangent modulus assumed in the above formulations. Fortunately, the patch is relatively simple and can be accomplished simply by symmeterizing the matrix referred to as $J$ in [37].

### 3.2.2 Plastic potential

In addition to the yield function, the plastic potential must also change on localization. As shown in [51], the post-localization plastic potential, $\Gamma$, exists such that plastic strain $\varepsilon^p$ evolves according to

$$\dot{\varepsilon}^p = \lambda \frac{\partial \Gamma}{\partial \sigma}$$

(3.15)

This is similar bulk plasticity, but the plastic strain now takes a different form. If we assume that post-localization all plasticity occurs on the band while the bulk material unloads elastically, then the plastic consistency parameter $\lambda$ can be written

$$\lambda = \lambda_0 \delta S$$

(3.16)

Regueiro and Borja [51] show that any slip on the band is rigidly plastic. Hence, the stress rate can be written

39
\[ \dot{\sigma} = c^e : (\dot{\varepsilon} - \dot{\varepsilon}^p) \]  
\[ = c^e : \left[ \nabla^s \dot{u} + ([u] \otimes n)^s \delta_S - \lambda_s \delta_S \frac{\partial \Gamma}{\partial \sigma} \right] \]  
\[ = c^e : \nabla^s \dot{u} + c^e : \left( ([u] \otimes n)^s - \lambda_s \frac{\partial \Gamma}{\partial \sigma} \right) \delta_S \]  
Since the stress rate must be bounded, this implies that

\[ \lambda_s \frac{\partial \Gamma}{\partial \sigma} = ([u] \otimes n)^s \]  
\[ = \dot{\zeta} (m \otimes n)^s \]  
If we examine this equation more closely, we see that \( \dot{\zeta} \propto \lambda_s \), and therefore it can be used as an alternative plastic consistency parameter for the band, with \( \partial \Gamma / \partial \sigma = (m \otimes n)^s \). This will be convenient later, since the plastic consistency parameter now has a physical significance, and slip rate and slip distance are important parameters in many models of frictional resistance with cohesion softening. Notice that this also implies

\[ \dot{\sigma} = c^e : \nabla^s \dot{u} \]  
In other words, the stress in the bulk material depends only on the regular part of the strain, and the slip does not affect it directly.

### 3.3 Background on enhanced strain element

The element used is adapted from [54] and [55]. The reader is referred to those papers for more detailed formulation of the element. The idea is that a jump in the displacement field is allowed across the element at arbitrary location, and with a slip direction \( m \), as shown in Figure 3.1. The jumps are piecewise constant across each element, and hence are not meant to capture stresses at the level of the crack tip fields. Some of the relevant details to our discussion are included below.
Figure 3.1: (a) Quadrilateral element showing potential slip surface. (b) Localized element with undeformed shape (fine lines), total deformed shape (bold lines), regular deformation (dotted lines), and conforming deformation (dash-dotted lines).

The Galerkin form of the equations with the enhanced strain field [54] may be written

\[ \int_{\Omega^h} \nabla^s \tilde{\eta}^h : \sigma^h \, d\Omega = \int_{\Omega^h} \tilde{\eta}^h : b^h \, d\Omega + \int_{\Gamma^h_t} \tilde{\eta}^h : t^h \, d\Gamma \]

\[ \int_{\Omega^h_{loc}} \tilde{\gamma} : \sigma^h \, d\Omega = 0 \]  

(3.23)  
(3.24)

where \( \Omega^h_{loc} \) is the domain of localized elements, \( b \) is the body force vector, and the surface traction \( t \) may be specified over some part of the boundary \( \Gamma^h_t \). The weighting functions are decomposed

\[ \eta^h = \delta u^h = \tilde{\eta}^h + \dot{\eta} \]  
\[ \nabla^s \eta^h = \delta \varepsilon^h = \nabla^s \tilde{\eta}^h + \nabla^s \dot{\eta} \]  
\[ = \nabla^s \tilde{\eta}^h + \dot{\gamma} \]  

(3.25)  
(3.26)  
(3.27)

where \( \tilde{\eta}^h \) is the conforming part of the virtual displacement, and has the same shape functions as the conforming displacements, i.e., the standard finite element shape functions. The enhanced part of the virtual displacement, \( \dot{\eta} \), has a slightly different form from the enhanced displacement to ensure compatibility, as discussed below. To ensure stability, it is necessary for these spaces to have a null intersection [102]. Since the enhancement, as discussed below, has a delta distribution, this requirement is satisfied trivially.
The first of these equations is the standard balance of linear momentum for the quasi-static, small strain kinematics. The second equation arises from the strong discontinuity and the choice of shape functions, and allows us to determine the tractions on the discontinuity surface.

### 3.3.1 The stress on the band

Since the slip direction is prescribed and the amount of the slip is considered spatially constant across the element, there is a single extra degree of freedom, the slip, in each element. The slip rate is a function of the stress along the slip surface and the constitutive traction-displacement relationship along the surface. The constitutive models are discussed in later sections. It is equation (3.24), the second equation of the Galerkin form, that allows us to determine the stress on the band. In particular, we are interested the average stress along the slip surface, which we denote \( \sigma_{\text{band}} \).

We choose as our shape function for the enhancement on an element \( e \)

\[
\hat{\gamma}_c^h = \left( \delta_s - \frac{l_e}{a^e} \right) (\beta^e \otimes n)^s
\]  

(3.28)

where \( l_e \) is the length of the shear band in the element, \( a^e \) is the element area, \( \beta^e \in \mathbb{R}^{n \times d} \) is the vector of weights. This function is chosen in part because it passes the patch test for piecewise constant stress fields, i.e.

\[
\int_{\Omega_{loc}^h} \hat{\gamma} \, d\Omega = 0
\]  

(3.29)

Substituting (3.28) into (3.24), we obtain

\[
\int_{\Omega_e} \sigma : \left( \delta_s - \frac{l_e}{a^e} \right) (\beta^e \otimes n)^s \, d\Omega = 
\]

\[
\beta^e \cdot \left( \int_S \sigma \cdot n \, dS - \frac{l_e}{a^e} \int_{\Omega_e} \sigma \cdot n \, d\Omega \right) = 0
\]

(3.30)  

(3.31)

This implies
\[
\frac{1}{a^e} \int_{\Omega_e} \sigma \cdot n \, d\Omega = \frac{1}{l_S^e} \int_S \sigma \cdot n \, dS = \sigma^{\text{band}} \cdot n
\] 

(3.32)

Hence the tractions on the band can be found by averaging those components of the stress over the element. This approximation arises from our choice of shape functions. As a mesh is refined and the element stresses approach a constant value, this approximation approaches the exact value of the stress on the element. For constant stress elements, the finite element stress is exactly recovered.

The above formulation is the small strain version of the formulation in [40]. As noted in that paper, the length of the band is never actually needed in the implementation. It is worth noting that this formulation differs slightly from [1, 54], in which

\[
\dot{\gamma}^h = \beta^e \left( \delta_S - \frac{l_S^e}{a^e} \right) \frac{\partial \Phi}{\partial \sigma}
\] 

(3.33)

where \( \Phi \) is the yield function on the surface. This formulation is also adequate, but only ensures that the stress component in the direction of \( \partial \Phi / \partial \sigma \) is equal to the average value over the element. The vector-based formulation is slightly more general, allowing for future implementation of more complex models that may have both open and sliding degrees of freedom. The numerical implementation, however, is the same for both cases.

### 3.4 Determining the slip on the band

Given the element technology discussed, and a constitutive model such as the simplified model presented in Section 2.3 coupled with the friction model of Section 2.4, we now have the background to solve for the slip rate on the band as well as the evolution of the internal state variables. Since this solution occurs at the element level for a given global iteration, for this determination we can consider the displacements, and hence the conforming strains, as fixed. The displacements come back into play in determining the stiffness matrix for the global iteration, discussed in the next section.

Solving for the evolution of the band exactly is a difficult task. Much like bulk plasticity, the task of finding a closed-form solution is difficult if not impossible for many models. So instead we rely on numerical time integration. In this paper the approach is based on a generalized trapezoidal scheme. We will look at the numerical
time integration scheme in two parts: first for a general friction model, and second for the particular model of interest. We have found for the latter case that some simplifications can be made. In each case, we follow the spirit of the plasticity-like formulation in [51–55].

### 3.4.1 Slip on the band for a general model

Assume that at some time $t_n$ a solution is known. We wish to solve for the condition of the band at some later time $t_{n+1}$. Consider a general yield condition on the band at that time

$$
\Phi_{n+1} = \Phi(\zeta_{n+1}, \dot{\zeta}_{n+1}, \theta_{n+1}, \dot{\theta}_{n+1}) = 0
$$

(3.34)

where $(\cdot)_n$ represents the numerical solution of the variable $(\cdot)$ at time $t_n$, and $\theta$ is a vector of internal state variables, each with its own well-defined evolution laws

$$
\dot{\theta}^i = \dot{\Theta}^i(\zeta, \dot{\zeta}, \theta, \dot{\theta})
$$

(3.35)

We approach the problem using a generalized trapezoidal scheme. Given $\zeta_n$, $\dot{\zeta}_n$, $\theta_n$, and $\dot{\theta}_n$, we approximate the time integration as

$$
\Delta \zeta_{n+1} = \Delta t \left[ (1 - \beta_\zeta) \dot{\zeta}_n + \beta_\zeta \dot{\zeta}_{n+1} \right]
$$

(3.36)

$$
\theta^i_{n+1} = \theta^i_n + \Delta t \left[ (1 - \beta^i_\theta) \dot{\theta}^i_n + \beta^i_\theta \dot{\theta}^i_{n+1} \right]
$$

(3.37)

$\beta_\zeta$ and $\beta^i_\theta$ are integration parameters, generally chosen between 0 and 1. If all these parameters are set to zero, the scheme is equivalent to Explicit (Forward) Euler and first-order accurate; if they are all 1 the scheme is Implicit (Backward) Euler and is first-order accurate; and if they are all 1/2 the scheme is Crank-Nicolson and is second-order accurate. For generality, we let each variable have its own time integration parameter. This strategy may be useful, for example, if one of the variables exhibited little nonlinearity and could be treated explicitly without seriously affecting
the convergence of the solution. However, for second-order accuracy, $\beta_\zeta$ and each $\beta^i_\theta$ would need to be equal to 1/2, and all would need to be greater than 1/2 to guarantee unconditional stability. It is expected that in most cases, all the time integration parameters would be set to the same value.

Whatever the values of the time integration parameters, we normally expect that $\zeta$ and $\theta$ are easily written in terms of the other variables, and hence they can be eliminated from an iterative solution. To solve the system of equations, first we check for yielding, i.e. whether

$$\Phi \left( \zeta_{n+1}^{tr}, \theta_{n+1}^{tr}, \dot{\theta}_{n+1}^{tr} \right) > 0 \quad (3.38)$$

where $\zeta_{n+1}^{tr}$ and $\theta_{n+1}^{tr}$, and $\theta_{n+1}^{tr}$ are the values if there is no yielding at time $t_{n+1}$, i.e. of $\zeta_{n+1} = 0$. Clearly, $\zeta_{n+1}^{tr} = \zeta_n + (1 - \beta_\zeta) \zeta_n \Delta t_{n+1}$. For a traditional plasticity-type model, where the internal state variables remain constant if there is no yielding, $\dot{\theta}_{n+1}^{tr} = 0$, and $\theta_{n+1}^{tr} = \theta_n + (1 - \beta^i_\theta) \theta_n \Delta t_{n+1}$. However, in the model discussed previously, the internal state variables do evolve even when no yielding exists.

If yielding is detected, then we must iterate to determine the final state. This can be accomplished by a standard Newton-Raphson technique. For a given set of displacements, then, we have a set of unknowns

$$X_{n+1} = \left\{ \begin{array}{c} \dot{\theta}_{n+1} \\ \dot{\zeta}_{n+1} \end{array} \right\} \quad (3.39)$$

and a corresponding number of equations

$$Z = \left\{ \Theta^i \left( \zeta_{n+1}, \dot{\zeta}_{n+1}, \theta_{n+1}, \dot{\theta}_{n+1} \right) - \Phi_{n+1} \right\} = 0 \quad (3.40)$$

with an initial guess

$$X_{n+1}^0 = \left\{ \begin{array}{c} \dot{\theta}_{n+1}^{tr} \\ 0 \end{array} \right\} \quad (3.41)$$
We iterate by the standard formula

\[ X_{n+1}^{k+1} = X_{n+1}^k - \left( \frac{DZ}{DX} \right)^{-1} Z_{n+1}^k \] (3.42)

until there is convergence to within some relative tolerance. The inverse here is symbolic. In the implementation a linear equation solver is used.

### 3.4.2 Slip for combined weakening and frictional model

In the case of the rate- and state- friction model of interest, we find we can use the properties of the friction model to make some simplifications, and thus reduce the computational cost of the algorithm.

The velocity on the band is unknown when checking for yielding. For zero velocity, the coefficient of friction is zero, and can go no lower (the coefficient becomes negative for negative velocities, but this is equivalent to yielding in the opposite direction). Hence, yielding occurs when

\[ \Phi = (n \otimes l)^s : \sigma - \tau_0 \left( 1 - \frac{\zeta_n}{\zeta^+} \right) \geq 0 \quad \text{if} \quad 0 \leq \zeta_n \leq \zeta^+ \] (3.43)

For simplicity in this section, \( \sigma \) will refer to the stress on the band, \( \sigma^{band} \) in previous sections. The direction of \( l \) is chosen such that the shear stress \( (n \otimes l)^s : \sigma \) is positive. Hence, once the residual cohesion disappears, the band yields automatically. Low shear stresses will result in far lower velocities, giving the appearance of minimal slip. It is a property of the friction model, however, that slip will occur under any condition with non-zero shear stress.

Once slip is detected, the magnitude of the slip must be determined. Since the integration over a time step is complicated, we will implement an approximate integration scheme of the generalized trapezoidal form. The incremental consistency condition becomes

\[ 0 = \Phi_{n+1} = \Phi_{n+1}^* + \mu_{n+1} (n \otimes n) : \sigma_{n+1} - c_{n+1} \] (3.44)

where
\[ \mu_{n+1} = A \text{arcsinh} \left( \frac{\zeta_{n+1}}{2V^*} \exp \left( \frac{\mu^* + B \ln (\theta_{n+1}/\theta^*)}{A} \right) \right) \] (3.46)

\[ c_{n+1} = \begin{cases} (1 - \zeta_{n+1}/\zeta^+) (\tau_0 - \mu_{n+1} \sigma_{n+1}) & \text{if } 0 \leq \zeta_{n+1} \leq \zeta^+ \\ 0 & \text{if } \zeta_{n+1} > \zeta^+ \end{cases} \] (3.47)

\[ \sigma_{n+1} = \sigma_n + c^e : [\Delta \ddot{e} - \Delta \zeta_{n+1} (\nabla f^h \otimes m)^s] \] (3.48)

After a given global iteration the displacements, and hence the conforming strains, are given. This will differ from the determination of the consistent stiffness matrix, which will be discussed later. Hence, the remaining equations become

\[ \Delta \zeta_{n+1} = \Delta t \left[ (1 - \beta_\zeta) \dot{\zeta}_n + \beta_\zeta \dot{\zeta}_{n+1} \right] \] (3.49)

\[ \dot{\theta}_{n+1} = 1 - \frac{\theta_{n+1} \dot{\zeta}_{n+1}}{D_c} \] (3.50)

\[ \theta_{n+1} = \theta_n + \Delta t \left[ (1 - \beta_\theta) \dot{\theta}_n + \beta_\theta \dot{\theta}_{n+1} \right] \] (3.51)

Here again, the time integration parameters \( \beta_\zeta \) and \( \beta_\theta \) may be different if one wishes to treat the time evolution of the slip and internal variable in a different manner.

For this model it is not difficult to simplify the formulation and consider only a single independent variable. In this case, it is easiest to choose the slip rate \( \dot{\zeta}_{n+1} \). To start, let us combine equations (3.50) and (3.51).

\[ \theta_{n+1} = \theta_n + \Delta t \left[ (1 - \beta_\theta) \dot{\theta}_n + \beta_\theta \left( 1 - \frac{\theta_{n+1} \dot{\zeta}_{n+1}}{D_c} \right) \right] \] (3.52)

\[ \left( 1 + \frac{\beta_\theta \dot{\zeta}_{n+1} \Delta t}{D_c} \right) \theta_{n+1} = \theta_n + \Delta t \left[ (1 - \beta_\theta) \dot{\theta}_n + \beta_\theta \right] \] (3.53)

\[ (D_c + \beta_\theta \dot{\zeta}_{n+1} \Delta t) \theta_{n+1} = D_c \left\{ \theta_n + \Delta t \left[ (1 - \beta_\theta) \dot{\theta}_n + \beta_\theta \right] \right\} \] (3.54)

\[ \theta_{n+1} = \frac{D_c \left\{ \theta_n + \Delta t \left[ (1 - \beta_\theta) \dot{\theta}_n + \beta_\theta \right] \right\}}{D_c + \beta_\theta \dot{\zeta}_{n+1} \Delta t} \] (3.55)
The remaining variables in (3.45) are then functions only of \( \dot{\zeta}_{n+1} \). Hence we can set up a single-variable Newton-Raphson iteration. To do this we need only derivative \( \partial \Phi_{n+1}/\partial \dot{\zeta}_{n+1} \), which is given in Appendix A.

There are two differences from the traditional implicit Euler implementation for bulk plasticity that are worth noting. First, if at time \( t_{n+1} \) there is no yielding \( (\dot{\zeta} = 0) \), there may still be plastic slip over the step if there was yielding in the previous step and \( \beta \neq 1 \). This property may be seen by examining at equation (3.49). For \( \zeta = 0 \), this becomes

\[
\Delta \zeta_{n+1} = \Delta t (1 - \beta \zeta) \dot{\zeta}_n
\]  

(3.56)

The conforming strain increment used to check for yielding at \( t_{n+1} \) may then be different from the regular strain increment at that time.

The second note is that, since we have chosen the healing form of the evolution equations, the internal state variables evolve even over a fully elastic step. The equations for evolution for the state variable become

\[
\dot{\theta}_{n+1} = 1 \tag{3.57}
\]
\[
\theta_{n+1} = \theta_n + \Delta t \left[ (1 - \beta \theta) \dot{\theta}_n + \beta \theta \right] \tag{3.58}
\]

Notice that the state variable evolves even if there is no yielding over several steps. This formulation could cause numerical problems were it not for the fact the actual yield condition (3.43) is independent of \( \theta \). If this were not the case, one may have to verify convexity over stress space \( \times \) loading space, which would likely be nontrivial.

We have now reduced the problem to a single-variable Newton-Raphson iteration. A summary of the algorithm appears in the Box 3.1.

### 3.5 Consistent stiffness matrix

To solve the global finite element problem, we must form a stiffness matrix for this element. Since we have performed a numerical time integration scheme, this tangent stiffness should be consistent with the time stepping for quadratic convergence. This consistency is analogous to the consistent or algorithmic tangent modulus for continuum algorithms.

Similarly to [55], we will see that the slip rate and internal state variables can be eliminated at the element level by modifying the element stiffness matrix. Hence the
Box 3.1 Summary of incremental jump algorithm

| Step 1. Compute $\sigma_{n+1} = \sigma_n + \Delta \epsilon^{conf}$ |
| Step 2. Check yielding: is $\sigma_{tr} : (n \otimes l) > \tau_0 (1 - \zeta_n / \zeta^+)$? |
| If no, band is inactive. Set |
| $\sigma_{n+1} = \sigma_{tr, n+1}$, |
| $\zeta_{n+1} = 0$, |
| $\Delta \zeta_{n+1} = \Delta t (1 - \beta) \zeta_n$, |
| $\theta_{n+1} = 1$, |
| $\theta_{n+1} = \theta_n + \Delta t \left( (1 - \beta \theta) \theta_n + \beta \theta \right)$, |
| and exit. |
| Step 3. Set $\zeta_0 = V^*$, |
| Step 4. Iterate |
| $\Delta \zeta_{n+1} = \Delta t \left( (1 - \beta \zeta) \dot{\zeta}_n + \beta \dot{\zeta}_{n+1} \right)$ |
| $\dot{\theta}_{n+1} = D_c \left\{ \theta_n + \Delta t \left[ (1 - \beta \theta) \dot{\theta}_n + \beta \dot{\theta} \right] \right\}/ \left( D_c + \beta \theta \dot{\zeta}_{n+1} \Delta t \right)$ |
| $\dot{\zeta}_{n+1} = \dot{\zeta}_{n+1} - \Phi \left( \dot{\zeta}_{n+1}, \Delta \zeta_{n+1}, \theta_{n+1} \right) / \left[ \partial \Phi \left( \dot{\zeta}_{n+1}, \Delta \zeta_{n+1}, \theta_{n+1} \right) / \partial \zeta \right]$ |
| until $|\Phi_{n+1}| / |\Phi^0_{n+1}| < \text{tol}$ |
| Step 5. Store $\zeta_{n+1}$, $\Delta \zeta_{n+1}$, $\theta_{n+1}$ and $\theta_{n+1} = 1 - \theta_{n+1} \dot{\zeta}_{n+1} / D_c$ exit. |

other element-level variables need not be added to the global solution routine, and the finite element program can solve for the displacements without modification.

3.5.1 Stiffness matrix for a general model

Following the implementation of a general friction model in the previous section, we discuss here how to modify the stiffness matrix for the case of yielding. The governing equations are similar, but we now consider that the element nodes may also move, so we add the balance of linear momentum for the small strain quasi-static loading. The equations become:

\begin{align*}
\mathbf{r}^e &= \int_{\Omega^e} \mathbf{B}^t : \mathbf{\sigma} d\Omega - \int_{\Gamma^e} \mathbf{N}^t \mathbf{b} d\Gamma - \int_{\Gamma^e} \mathbf{N}^t \mathbf{t} d\Gamma = 0 \\
\mathbf{\dot{\varphi}} &= \mathbf{\Theta} \left( \zeta_{n+1}, \dot{\zeta}_{n+1}, \theta_{n+1}, \dot{\theta}_{n+1} \right) - \dot{\theta}_{n+1} = 0 \\
\Phi_{n+1} &= 0
\end{align*}  \tag{3.59} \tag{3.60} \tag{3.61}

where $\mathbf{N}$ is the standard matrix of finite element shape functions, and we consider $\mathbf{B}$ here as the third-order strain-displacement tensor, i.e. $B_{ijk} d_k = \epsilon_{ij}$. In the implement, the corresponding matrix forms are used for computational efficiency.
Taking variations of these quantities, we arrive at

\[
\begin{align*}
\delta r^e &= K^e_{dd} \delta d^e + K^e_{dd} \delta \theta + K^e_{d\dot{\zeta}} \delta \dot{\zeta} \\
\delta \theta &= K^e_{\theta\theta} \delta d^e + K^e_{\theta\theta} \delta \theta + K^e_{\theta\zeta} \delta \dot{\zeta} \\
\delta \Phi &= K^e_{\xi\theta} \delta d^e + K^e_{\xi\theta} \delta \theta + K^e_{\xi\zeta} \delta \dot{\zeta}
\end{align*}
\]  

The first quantity, \( K^e_{dd} \), is the standard element stiffness matrix. The four parts of the stiffness comprising the lower righthand portion,

\[
\begin{align*}
K^e_{\theta\theta} &= \frac{\partial \theta}{\partial \theta} \\
K^e_{\theta\zeta} &= \frac{\partial \theta}{\partial \zeta} \\
K^e_{\xi\theta} &= \frac{\partial \Phi}{\partial \theta} \\
K^e_{\xi\zeta} &= \frac{\partial \Phi}{\partial \zeta}
\end{align*}
\]

are the same quantities used to determine the slip on the band, and the same code can be reused. The final four quantities are

\[
\begin{align*}
K^e_{d\dot{\theta}} &= \frac{\partial r^e}{\partial \theta} \\
K^e_{d\zeta} &= \frac{\partial r^e}{\partial \zeta} = - \int_{\Omega^e} B^t : \mathbf{c}^e : (\nabla f^h \otimes \mathbf{m})^* \, d\Omega \beta \Delta t \\
K^e_{\theta d} &= \frac{\partial \Phi}{\partial d^e} \\
K^e_{\xi d} &= \frac{\partial \Phi}{\partial \dot{\zeta}}
\end{align*}
\]

Most of the quantities above depend on the constitutive response, and cannot be specified further in this section. In some cases, we can provide more information. For example, if the state variables are only affected by the nodal displacements through the stress, then
Finally, we note that, since the state variables and the slip rate are element quantities that do not affect surrounding elements, we can statically condense the stiffness matrix, following Borja and Regueiro [55].

\[
K^e_{\theta \theta} = \frac{\partial \vec{\theta}}{\partial \vec{\sigma}} : \frac{\partial \vec{\sigma}}{\partial \vec{d}^e} = \frac{1}{a^e} \int_{\Omega^e} \frac{\partial \vec{\theta}}{\partial \vec{\sigma}} : \vec{c}^e : B^e d\Omega
\]  

(3.73)

The great advantage of this strategy is that all variables except the nodal displacements are condensed out at the element level, so the global solution algorithm can simply input the element stiffness matrix (3.74) with no modification.

3.5.2 Stiffness matrix for combined weakening and frictional model

Once the jump increment and internal state variable \( \theta \) have been solved for for a given set of displacements, the tangent stiffness matrix consistent with this algorithm falls out with relatively little modification if we follow [55]. Two conditions must be met

\[
r^e = \int_{\Omega^e} B^t : \vec{\sigma} d\Omega - \int_{\Omega^e} N^t b d\Omega - \int_{\Gamma^e} N^t t d\Gamma = 0
\]

(3.75)

\[
\Phi_{n+1} = 0
\]

(3.76)

Since we now have only the variables \( d \) and \( \dot{\zeta} \) as independent, taking a variation on these equations results in

\[
\delta r^e = K^e_{dd} \delta d^e + K^e_{d\dot{\zeta}} \delta \dot{\zeta}^e
\]

(3.77)

\[
\delta \Phi = K^e_{\zeta d} \delta d^e + K^e_{\zeta \dot{\zeta}} \delta \dot{\zeta}^e
\]

(3.78)
where

\[
K^e_{dd} = \int_{\Omega^e} B^t : c^e : B \, d\Omega
\]

(3.79)

\[
K^e_{d\xi} = -\int_{\Omega^e} B^t : c^e : (\nabla f^b_e \otimes m)^b \, d\Omega \beta_\xi \Delta t
\]

(3.80)

\[
K^e_{\xi d} = \frac{\partial \Phi}{\partial d}
\]

(3.81)

\[
K^e_{\xi \xi} = \frac{\partial \Phi}{\partial \xi}
\]

(3.82)

The last quantity we already have. The third quantity is:

\[
\frac{\partial \Phi}{\partial d} = \frac{1}{a^e} \int_{\Omega^e} \frac{\partial \Phi}{\partial \sigma} : c^e : B \, d\Omega
\]

(3.83)

\[
= \begin{cases} 
(a^e)^{-1} \int_{\Omega^e} [(n \otimes l)^s + \xi^\mu (n \otimes n)] : c^e : B \, d\Omega & \text{if } \xi \leq \xi^+ \\
(a^e)^{-1} \int_{\Omega^e} [(n \otimes l)^s + \mu (n \otimes n)] : c^e : B \, d\Omega & \text{if } \xi > \xi^+
\end{cases}
\]

(3.84)

where the subscripts \( n + 1 \) have been omitted for convenience. As before, the slip rate can be statically condensed out, and the resulting element stiffness matrix is

\[
K^e = K^e_{dd} - K^e_{d\xi} K^{-1}_{\xi \xi} K^e_{\xi d}
\]

(3.85)

### 3.6 Band tracking algorithm

The band tracking strategy employed is of the type that Oliver and coworkers have termed a local strategy. This method is in contrast to a global strategy described in [48, 49], or level-set methods employed in [62]. The idea is to track the band as it propagates from element to element, explicitly keeping track of the coordinates where the band intersects an element edge.

Prior to the onset of localization, the bifurcation condition is checked at the end of each time step. Once localization is detected in at least one element, the band tracking
begins. First, a root element must be determined. Usually, we choose the element that has the least value of \( \det Q \) as the first root element. However, for special cases such as homogeneous deformation, we choose a root element or elements. For homogeneous deformation, all the elements bifurcate at the same time. In reality though, some perturbation will trigger earlier localization in some location or locations, which for the sake of those problems we specify.

Once a root element is detected, that element is traced through the centroid using the critical normal, and the endpoints of the band are calculated and recorded. To determine the points of intersection, we note that the edges intersected by the discontinuity are those with an active node at one end and an inactive node at the other. Since the active nodes are already needed to determine the function \( f^h \), it is computationally trivial to loop over the edges to find the edges of intersection. Assuming the element edges are straight, the intersection point \( x \) can be determined from the system of equations

\[
\begin{align*}
    x &= x_s^e + \alpha l \\
    x &= \beta (x_a^e - x_b^e)
\end{align*}
\]

(3.86) (3.87)

where \( x_a^e \) and \( x_b^e \) are the coordinates end nodes of that edge, \( x_s^e \) are the coordinates of a point on discontinuity surface, and \( \alpha \) and \( \beta \) are initially undetermined scalars. The vector \( x_s^e \) is taken to be the centroid of the element for a root element, otherwise it is the point of intersection of the edge and failure surface from the adjacent element. By substituting the value of \( x \) from (3.87) into (3.86), and then solving that system of two equations for \( \alpha \), we get

\[
\alpha = \frac{\| (x_a^e - x_b^e) \times (x_s^e - x_c^e) \|}{\| l \times (x_a^e - x_b^e) \|}
\]

(3.88)

Once \( \alpha \) is determined, we can use equation (3.86) to solve for the point of intersection.

The next elements we check are those that are adjacent to the root element at the end of the band. If these elements have localized, we want to ensure that the band is continuous across element boundaries. To find these elements, we construct an element neighbors (EN) array from the standard IEN array [103]. This array is constructed such that EN\((i, j)\) is the number of the element adjacent to element \( i \) at local face \( j \). If there is no neighbor there, i.e., that face is at the boundary of the body, then \(-1\) is returned.
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We use active and passive nodes of the element to locate the local edge that contains the band. Looping over the edges of an element $i$, if we find an edge $j$ between an active and a passive node, then we check that

1) the EN array does not return $-1$
2) the element number is not already in the array, and
3) the element is not already traced.

If all these criteria are satisfied, we add the element number $EN(i, j)$ to a variable length edge-of-band-elements array along with the coordinates of the end of the band.

We then go to the first element in the edge-of-band-elements array and check for localization. If localization is detected we trace that element, find the new neighbor, and add it to the end of the array. We then proceed to the next element, and so forth until we reach the end of the array, which may be growing throughout the tracking process.

If we are fairly certain that one band will form, we can stop there, and at subsequent time steps only check the elements in the edge-of-band-elements array. If we allow for the possibility of multiple bands, however, we now check the remaining elements for localization. If other elements have localized, we determine a new root element, and propagate a new band in the same way. We can use a single edge-of-band-elements array for this process.

At subsequent time steps, it is important to check for elements in the edge-of-band-elements array before proceeding to check for new root elements. This ensures that newly localized elements are added to existing bands. The algorithm is summarized in Box 3.2.

3.7 Numerical examples

3.7.1 Sliding of a pre-fractured block

The first example consists of a 1-meter $\times$ 1-meter block, discretized into 9 elements, and with a strong discontinuity inserted horizontally through the center. The exaggerated conforming deformations are shown in Figure 3.2. The mesh was then refined to 81 elements. As the sample is pre-fractured, the initial shear stress is zero. The ability to pre-fracture a sample was added to the code to test the convergence of the friction algorithm and to verify the properties of the friction model.

The material properties are listed in Table 3.1. These properties are taken to simulate a granite, with most of the frictional properties taken from [21], except for $\mu^*$ and
Box 3.2. Summary of band tracking algorithm, performed at the end of each time step

Step 1. If localization has not begun, check for localization of all elements. If localization is detected, choose element with the least value of \( \det Q \), and perform \textit{localize} subroutine. If not, exit.

Step 2. Move to first element of edge-of-band-elements array. If the array is empty, exit. Otherwise, go to step 3.

Step 3. Check for localization of element in array. If localization detected, perform \textit{localize} subroutine and delete from array.

Step 4. Move to next element in array. If at the end, exit. Otherwise, go to step 3.

Step 5. If allowing for multiple bands: Check for remaining, untraced elements that may have localized. If localization is detected, choose element with least value of \( \det Q \), and perform \textit{localize} subroutine and go to step 3. If not, exit.

\textit{localize} subroutine

Step 1. Trace element according to normal and coordinate (either from information in edge-of-band-elements array or centroid)

Step 2. Go to first element edge.

Step 3. If current edge has one active and one inactive end node \textit{and} neighbor element exists \textit{and} that element has not yet been traced \textit{and} that element is not already in the edge-of-band elements array, determine coordinates of intersection of band and element edge, and add to edge-of-band-elements array.

Step 4. If all edges have been check or both ends of band have been found, exit. Otherwise, go to step 3.

the elastic properties, which are taken from typical values for granite.

As Figure 3.3 shows, the finite element model captures the variation in the coefficient of friction exhibited by the friction model. As motion starts, the friction coefficient rapidly rises and dips to steady state. We might expect a faster rise in the friction coefficient, but there is little shear stress to drive this rise initially. As the slip speed is increased, the characteristic spike and drop to a lower steady-state value is seen. Similarly, when the velocity is dropped again, the coefficient of friction dips and then rises to a new, higher value. The elastic parameters are quite stiff compared to the frictional parameters, and hence the elasticity plays little role in the material behavior. The refinement shows results that are quite comparable to the initial run. The response is initially slightly stiffer, but shows less of a peak in the initial rise. Once the friction reaches steady state for the first time, the solutions are nearly identical.
Figure 3.2: Deformed shape for example 1 showing conforming displacements, multiplied 100 times. The failure surface passes horizontally through the center of the three center elements. Since the global finite element needs no information about the band, the postprocessor uses standard nodal interpolations.

Table 3.2 shows the convergence rate for the various methods, using the coefficient of friction as the parameter of interest. We use a time of 4.2 seconds, when the friction coefficient is still changing, as our gauge. At the end of the run, the solution is too close to steady state and the convergence rates tend to look better than the methods would predict. Explicit Euler, Crank-Nicolson, and Implicit Euler runs were each made with time steps of 0.2, 0.02, and 0.002 seconds. The “exact” solution was then obtained by running a Crank-Nicolson simulation with a time step of 0.0002 seconds.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>symbol</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young’s Modulus</td>
<td>$E$</td>
<td>5500 MPa</td>
</tr>
<tr>
<td>Poisson’s Ratio</td>
<td>$\nu$</td>
<td>0.25</td>
</tr>
<tr>
<td>Reference Friction Coefficient</td>
<td>$\mu^*$</td>
<td>0.72</td>
</tr>
<tr>
<td>Velocity Variation Coefficient</td>
<td>$\Lambda$</td>
<td>0.0012</td>
</tr>
<tr>
<td>State Variable Variation Coefficient</td>
<td>$B$</td>
<td>0.00135</td>
</tr>
<tr>
<td>Velocity Normalizing Constant</td>
<td>$V^*$</td>
<td>1.0 $\mu$m/s</td>
</tr>
<tr>
<td>State Variable Normalizing Constant</td>
<td>$\theta^*$</td>
<td>2.25</td>
</tr>
<tr>
<td>Characteristic Sliding Distance</td>
<td>$D_c$</td>
<td>$\mu$m</td>
</tr>
</tbody>
</table>
Figure 3.3: Coefficient of friction as a function of time under the prescribed displacements for direct shear example.

Not surprisingly, the explicit simulation diverged for large time steps. Only the last run converged, leaving no comparisons to check the convergence rate. However, the error is of the same order as the Implicit Euler run for that time step, which suggests that the method is behaving as expected. Implicit Euler shows the expected first-order convergence, while the Crank-Nicolson scheme shows convergence slightly faster than second-order rate would predict. The Crank-Nicolson simulation with a time step of 0.2 seconds failed to converge in a Newton iteration, which is not related to the stability of the problem. This problem could have been solved by step cutting, but this process would affect the error. The results are shown in Table 3.2.

### 3.7.2 Plane strain compression of a laboratory sample

The second example is a plane strain compression simulation of San Marcos gabbro. This test is meant to recreate a two-dimensional version of the triaxial test G3 described in Wong [80] in the slip weakening stage. The simulation was initially reported

<table>
<thead>
<tr>
<th>Number of time steps</th>
<th>Explicit Euler</th>
<th>Crank-Nicolson</th>
<th>Implicit Euler</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>*</td>
<td>*</td>
<td>3.0431E − 03</td>
</tr>
<tr>
<td>300</td>
<td>*</td>
<td>1.1540E − 03</td>
<td>6.6593E − 04</td>
</tr>
<tr>
<td>3000</td>
<td>7.8128E − 05</td>
<td>1.1749E − 06</td>
<td>7.1984E − 05</td>
</tr>
</tbody>
</table>

Table 3.2: Error as a function of the number of time steps at 4.2 seconds. Error calculated using an “exact” solution of 30000 time steps with the Crank-Nicolson scheme. Entries with a * did not converge.
in [97]. The material parameters are shown in Table 3.3. The elastic parameters are taken from typical values for gabbro. The plasticity model is a Drucker-Prager model with linear hardening (here, softening). The parameters are set to reproduce, to the best of the information given, the forces measured in the experiment. The reference friction coefficient \( \mu^* \) is taken to satisfy the recorded strength and failure geometry from the experiments. The remaining friction parameters are from a granite sample discussed in [21]. A confining pressure of 250 MPa is applied to the sides, and then the sample is compressed vertically.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>symbol</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young’s Modulus</td>
<td>( E )</td>
<td>5500 MPa</td>
</tr>
<tr>
<td>Poisson’s Ratio</td>
<td>( \nu )</td>
<td>0.25</td>
</tr>
<tr>
<td>Cohesive Strength Parameter</td>
<td>( \alpha )</td>
<td>8.034 MPa</td>
</tr>
<tr>
<td>Friction Parameter</td>
<td>( \beta )</td>
<td>0.633</td>
</tr>
<tr>
<td>Dilatation Parameter</td>
<td>( b )</td>
<td>0.633</td>
</tr>
<tr>
<td>Hardening Modulus</td>
<td>( H )</td>
<td>-10 MPa</td>
</tr>
<tr>
<td>Reference Friction</td>
<td>( \mu^* )</td>
<td>0.72</td>
</tr>
<tr>
<td>Velocity Variation Coefficient</td>
<td>( A )</td>
<td>0.0012</td>
</tr>
<tr>
<td>State Variable Variation Coefficient</td>
<td>( B )</td>
<td>0.00135</td>
</tr>
<tr>
<td>Velocity Normalizing Constant</td>
<td>( V^* )</td>
<td>1.0 ( \mu m/s )</td>
</tr>
<tr>
<td>State Variable Normalizing Constant</td>
<td>( \theta^* )</td>
<td>2.25</td>
</tr>
<tr>
<td>Characteristic Sliding Distance</td>
<td>( D_c )</td>
<td>( \mu m/s )</td>
</tr>
</tbody>
</table>

The results are shown in Figures 3.4 and 3.5. The specimen at first behaves elastically, then plastically until bifurcation is detected. Since the deformation is homogeneous, a seed element is chosen in the middle and a single band propagates from that element. For these material properties, the failure surface forms at sixty degrees from the horizontal, but could form either direction. The choice of band direction is made by an algorithm as described in [52], but in this case both choices are equally likely. In a physical specimen the direction of propagation would be chosen by flaws or slight variations in the material properties. Since we do not have information at that level for our simulation and the direction is not important for our study, we let the algorithm choose the normal based on machine roundoff error.

Once the surfaces are inserted, the sample unloads under slip weakening. The experimental information concludes noting only a final friction coefficient. However, to demonstrate the properties of the friction model at post-weakening, we add a velocity jump to the simulation. Initially, the vertical compression rate is 0.866 \( \mu m/s \), which at steady state slipping would give a slip velocity of 1 \( \mu m/s \) on the band. However, some unstable slip occurs at first that otherwise would not be predicted by rigid block
models. This slip is a function of the stiffness of the sample and the friction parameters, and is analogous to the spring-slider examples discussed in [20]. A velocity step is added at 2 mm total vertical displacement, resulting in the jump and dip of the friction coefficient. At the higher speed that is ten times the initial rate, slip rapidly becomes stable, as predicted by the model.

This problem was run with 1, 15, and 128 elements. Since the problem is homoge-

Figure 3.4: Force-displacement curve for plane strain compression showing behavior in different stages of deformation.

Figure 3.5: Deformed shape at the end of simulation for plane strain compression example. Black outline in background shows initial configuration.
neous, it is not surprising that the solutions are nearly identical. The relative error in the vertical force between the 15- and 128-element solutions is shown in Figure 3.6. The error in the localized phase is similar to that in the plastic phase. This error is due to the convergence tolerance in the local and element-level solutions, and the solution of the global system of equations.

![Figure 3.6: Relative error in force between 15- and 128-element solution as a function of time. The error is a result of the tolerance in the iterations, and the solution of the global equations. The error in the plastic and localized phases is comparable.](image)

3.7.3 Shearing of sample with a hole

![Figure 3.7: Deformed shape of the shear example with a hole, 576-element case. a) when the band is allowed to propagate in the critical direction, locking effects lead to additional bulk plasticity and new bands. Notice the increased bulk dilatation over b) where the sample unloads elastically after the straight band propagates. Undeformed shape shown in background in black outline.](image)
Figure 3.8: Force-displacement curve for shearing of example with hole in it. If the band is forced to propagate in a straight line, the resistance drops to a purely frictional response. If the band is allowed to propagate in the critical direction, it initially softens, but locking effects due to the changing direction eventually create hardening.

As we move to more complex problems, some interesting issues arise. We start by simulating the shearing of an 80-×100-cm block with a hole in it as shown in Figure 3.7 to test the tracking of multiple bands. In this case the friction coefficient is constant, and material properties are listed in Table 3.4.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>symbol</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young’s Modulus</td>
<td>$E$</td>
<td>9000 MPa</td>
</tr>
<tr>
<td>Poisson’s Ratio</td>
<td>$\nu$</td>
<td>0.15</td>
</tr>
<tr>
<td>Cohesive Strength Parameter</td>
<td>$\alpha$</td>
<td>8.034 MPa</td>
</tr>
<tr>
<td>Friction Parameter</td>
<td>$\beta$</td>
<td>0.633</td>
</tr>
<tr>
<td>Dilatation Parameter</td>
<td>$b$</td>
<td>0.3165</td>
</tr>
<tr>
<td>Hardening Modulus</td>
<td>$H$</td>
<td>0 MPa</td>
</tr>
<tr>
<td>Friction Coefficient</td>
<td>$\mu$</td>
<td>0.6</td>
</tr>
</tbody>
</table>

The initial results show that the band propagates through the sample and initially there is significant softening (see Figure 3.8), but this is followed by hardening. This hardening is due to a locking effect as surfaces in adjacent elements attempt to slip in different directions. To some extent, this reflects a physical process in that changing directions on surfaces do create an increased resistance to slip. Elements with opening
and perhaps rotational degrees of freedom to the surface, such as [48, 66], could change the kinematics of slip, allowing for local areas of opening. For comparison, we also rerun the problem but force the band to propagate in a straight line. In this case the sample softens to a purely frictional response, and little bulk plasticity is seen in the rest of the sample. The original simulation shows significant bulk plasticity, including dilatation, and even creates newly localized bands (these new bands do not slip very much and hence are not visible in the deformed shape).

The problem is run with 144 and 576 elements. The response is slightly softer for the 576-element case, but similar. The refined mesh naturally detects plasticity and localization earlier, as there are more points to sample. In the straight band case, the initial angle of the band is slightly more vertical, resulting in a lower frictional response. In the curved band case, the refinement shows slightly less softening before the stress locking occurs, but the residual slope is lower.

### 3.7.4 Compression of sample with a hole

![Figure 3.9: Deformed shape for compression of sample with hole in it, 336-element case.](image)

We also run a compression test of a 50-× 70-cm sample with a hole in it, shown in Figure 3.9. The frictional variation is the same as the San Marcos gabbro sample. When compressed, bands propagate from the interior corners of the sample. Similarly to the shear example, if the band is allowed to change direction in different elements, there is a locking effect after some initial softening. The locking results again in significant bulk deformation and plasticity later on in the deformation process. Again, if the bands are forced to propagate in a straight line, the sample unloads elastically after bifurcation. A comparison of the force-displacement responses is shown in Figure 3.10.
Figure 3.10: Force-displacement curve for compression of example with hole in it, 336-element case. If the band is forced to propagate in a straight line, the resistance drops to a purely frictional response. If the band is allowed to propagate in the critical direction, it initially softens, but locking effects due to the changing direction eventually create hardening.

Mesh refinements show similar responses. The problem was run with 48-, 336-, and 2734-element meshes. For the straight band case (Figure 3.11) the only significant difference between the 336- and 2734-element meshes is that band seems to stop propagating for a couple steps in the 336-element case. This behavior disappears upon refinement. In the curved band case (Figure 3.12) locking shows up sooner, as may be expected when the elements are smaller, but the residual slope of the force-displacement curve is less.

### 3.7.5 Plane strain example with GeoModel

Finally, we combine the enhanced strain element with the GeoModel described in [2]. The problem is a plane strain compression problem with the same geometry and frictional properties as the first plane strain example. The bulk material properties are taken from the limestone properties reported in that paper.

The resulting force-displacement curve is shown in Figure 3.13, with a close-up of the oscillations shown in Figure 3.14. Since the elastic properties are stiffer, there is less oscillation. The other significant difference is that there is more bulk plasticity before localization. Since the model as implemented is associative and has no softening, there is no localization until perfect plasticity is reached. An implementation of the non-associative formulation may predict earlier localization.

The deformed shape is shown in Figure 3.15. The critical angle, although still greater
Figure 3.11: Results of mesh refinement for compression example with a hole in it for straight band. The results appear to converge. The only significant difference between the 336- and 2734-element solutions is one point in the 336-element solution where the band stops propagating momentarily.

Figure 3.12: Results of mesh refinement for compression example with a hole in it for curving band. As the mesh is refined, locking occurs earlier, but the residual slope of the force-displacement curve decreases.
Figure 3.13: Force-displacement curve for GeoModel, showing elasticity, bulk plasticity, slip weakening and friction response.

Figure 3.14: Close-up of oscillations in force-displacement curve for GeoModel. Since the material is stiffer, there is less oscillation than the gabbro example.
than 45 degrees, is less than that predicted for the gabbro example.

Figure 3.15: Deformed shape of plane strain compression of limestone, showing localized deformation. Note that these material properties predict a lower critical angle.

3.8 Conclusions

In this chapter we have presented a novel algorithm for implementing a general traction-displacement model into an enhanced strain element. The specific model considered combines slip weakening during nucleation of a strong discontinuity and frictional response appropriate for geomaterials and other materials exhibiting velocity- and state-dependent coefficient of friction. The constitutive model chosen to represent a variable coefficient of friction applies to slow slip velocities and laboratory-derived state and friction laws, where variations in the coefficient of friction are generally small. However, for large slips and slip rates, a much lower coefficient of friction may be activated by additional weakening mechanisms such as flash heating [81, 82]. The framework presented in this paper is a first step toward implementing such friction models, including those encountered in earthquake fault modeling. Work in this area is in progress.

Numerical examples demonstrate that the formulation converges at the rate mathematical analysis predicts. They also demonstrate some of the advantages of implementing this element into a continuum framework such as the finite element method.
Such a formulation can predict the direction and timing of crack propagation through a body as the forces redistribute. It also endows the body with a finite stiffness, which is critical for determining whether the slip along the surface is stable or unstable. A rigid approximation of the bulk material would be unable to predict these conditions.

Finally, a locking effect occurs when bands change direction as they propagate. While some of this may be physical, additional enhancements may be needed to overcome the additional resistance that the formulation artificially generates, such as that arising from an opening crack mode.
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Chapter 4

Conclusions and Future Work

4.1 Conclusions

This report presents a framework for the numerical modeling of shear localization in geomaterials. Using the finite element method as a basis, this framework includes the continuum elastic and elasto-plastic pre-failure behavior, a localization condition, a constitutive model for slip weakening and frictional response, and the numerical formulation and implementation of this model into a finite element with an embedded strong discontinuity. While similar frameworks have been proposed [54, 55], several specific extensions have been made.

The bifurcation condition has been used for some time for detecting the onset of localization. However, closed-form solutions for the bifurcation condition such as those described in [54] for simple models are harder to derive for more complex and accurate geomaterial models. Since the bifurcation could occur for any normal $\mathbf{n}$, a numerical search must be performed for a critical normal. We modify the numerical search algorithm described in [37] and [64] for nonassociative or kinematically hardening models that have nonsymmetric tangent operators.

For shear fractures, we must understand the constitutive behavior along the fracture surface after bifurcation. We have developed a combined slip-weakening and frictional model appropriate for this kind of localization. During the slip weakening phase, the cohesive strength falls as the intergranular (and sometimes intragranular) bonds are broken, and the microcracks coalesce to form a coherent macrocrack. At the same time, the frictional resistance builds, with the response becoming completely frictional after the cohesion degrades completely. The constitutive model is formulated in such a way that it can accommodate a general frictional model, and we have focused on a rate- and state-dependent friction model developed in the geosciences community.

This surface constitutive response has been embedded in the strong discontinuity element to determine the slip. The element technology allows a slip surface to be inserted at an arbitrary orientation and position within the element. The bifurcation condition gives the orientation of the surface, while the band tracking algorithm determines the location, tracing the propagation of the surface through the element. The tracking algorithm allows for multiple surfaces to propagate through the body.
We employ a generalized trapezoidal scheme for time integration of the constitutive equation along the slip surface to determine the slip. This scheme allows us to embed an arbitrary surface response into the element, and hence is quite general. For the constitutive model we have developed, we find that we can increase the efficiency of the algorithm by reducing the problem to a single-variable Newton-Raphson iteration. Both the general and specific formulations have the advantage that they can be implemented in a general numerical framework. The method employed only needs to specify how the shear and normal stress change with slip. A simple “stress-point” model has been implemented that assumes spatially constant traction across the surface and rigid bulk material. With some modification, the formulation is also appropriate for contact algorithms, cohesive surface formulations, extended finite elements, and meshfree methods.

Numerical examples are able to capture the slip weakening and frictional responses reported by experimental investigations and predicted by the constitutive models. The finite element implementation has the ability to capture pre-bifurcation elastic and plastic deformation, post-localization weakening, and the stable and unstable slip properties predicted by the friction model. The last result is something that could not be captured with simple rigid approximation to the bulk material, since the instability relies very much on the stiffness of the bulk material. Further examples demonstrate the ability of the formulation to handle multiple, non-intersecting bands. Under continued slip, these examples also reveal a “kinematic locking” phenomenon related to the opening of the band. Convergence in both time and space is observed, except in the case of locking phenomenon.

While this formulation has applications to several areas, one of particular interest is the formation, propagation and slip along fault systems. While there is still some work to be done, the model presented in this report lays much of the foundation and presents significant progress in many of the numerical issues associated with such a task. The ability to capture the propagation of bands and unstable slip is particularly promising.

4.2 Future work

There are several interesting ways to take this research forward. The first issue is allowing the element to overcome the locking exhibited. While one expects increased resistance on a band that is not straight, the element currently has limited means to overcome this resistance. Adding an extra opening degree of freedom to the element, and perhaps a rotational degree of freedom as well, would allow the element to slide more easily. Such modeling will also aid in more accurate modeling of faulting, where local tension, wing cracks, and other phenomena are observed. Extending
the formulation to the finite deformation regime, where the bands may rotate in space, would also help. Another extension worth investigating is the development of a three-dimensional version of the element. Such an element will allow the analysis of a broader class of problems more realistically. Research in this area is already under way [1].

One of the major motivations of this investigation is the desire to capture the initiation, propagation, and slip behavior of fault systems. While significant progress has been made, there remain some aspects of this system that are not yet adequately modeled. Temperature dependence has been shown to have a great effect on the slip behavior of faults, especially in the form of flash heating. This could be approached with a coupled thermal-mechanical model of the fault system. Fluid flow on faults also plays an important role in some cases, and the coupled fluid-slip relationship deserves exploration.
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Appendix A

Derivative of the post-localization yield function

For completeness, we include the derivative of the time-discretized post-localization yield function (3.45) with respect to the slip rate:

\[
\frac{\partial \Phi_{n+1}}{\partial \dot{\zeta}_{n+1}} = [(n \otimes l)^s + \mu_{n+1} (n \otimes n)] : \frac{\partial \sigma_{n+1}}{\partial \dot{\zeta}_{n+1}} + \frac{\partial \mu_{n+1}}{\partial \dot{\zeta}_{n+1}} (n \otimes n) : \sigma_{n+1} - \frac{\partial c_{n+1}}{\partial \dot{\zeta}_{n+1}} \tag{A.1}
\]

where

\[
\frac{\partial c_{n+1}}{\partial \dot{\zeta}_{n+1}} = \begin{cases} 
-x - y & \text{if } 0 \leq \zeta_{n+1} \leq \zeta^+ \\
0 & \text{if } \zeta_{n+1} > \zeta^+ 
\end{cases} \tag{A.2}
\]

and

\[
x = \left(1 - \frac{\zeta_{n+1}}{\zeta^+}\right) \left( \sigma_{n+1} \frac{\partial \mu_{n+1}}{\partial \dot{\zeta}_{n+1}} + \mu_{n+1} \frac{\partial \sigma_{n+1}}{\partial \dot{\zeta}_{n+1}} \right) \tag{A.3}
\]

\[
y = \frac{\partial \zeta_{n+1}}{\partial \dot{\zeta}_{n+1}} \left( \tau_0 - \mu \sigma_{n+1} \right) \tag{A.4}
\]

\[
\frac{\partial \Delta \zeta_{n+1}}{\partial \dot{\zeta}_{n+1}} = \beta \Delta t \tag{A.5}
\]

\[
\frac{\partial \sigma_{n+1}}{\partial \dot{\zeta}_{n+1}} = -c^e : (\nabla f^h \otimes m) \frac{\partial \Delta \zeta_{n+1}}{\partial \dot{\zeta}_{n+1}} \tag{A.6}
\]
If we define

$$\alpha = \frac{1}{2V^*} \exp \left( \frac{\mu^* + B \ln (\theta_{n+1}/\theta^*)}{A} \right)$$

(A.7)

then

$$\frac{\partial \mu_{n+1}}{\partial \dot{\zeta}_{n+1}} = \frac{A}{\sqrt{1 + \left(\dot{\zeta}_{n+1} \alpha\right)^2}} * \left( \alpha + \dot{\zeta}_{n+1} \alpha B A \frac{\partial \theta_{n+1}}{\partial \dot{\zeta}_{n+1}} \right)$$

(A.8)

$$= \frac{A \alpha}{\sqrt{1 + \left(\dot{\zeta}_{n+1} \alpha\right)^2}} \left( 1 + \dot{\zeta}_{n+1} B A \frac{\partial \theta_{n+1}}{\partial \dot{\zeta}_{n+1}} \right)$$

(A.9)

$$\frac{\partial \theta_{n+1}}{\partial \dot{\zeta}_{n+1}} = \frac{\beta_0 \Delta t D_c}{\left(D_c + \beta_0 \dot{\zeta}_{n+1} \Delta t \right)^2} \left\{ \theta_n + \Delta t \left[ (1 - \beta_0) \dot{\theta}_n + \beta_0 \right] \right\}$$

(A.10)
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