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CHAPTER I

Theoretical Motivation

This thesis describes a search for a W ′ boson decaying into an electron

and neutrino pair. A W ′ boson is a charged heavy vector boson that appears

in the enlarged SU(2)L × U(1)Y gauge group of the standard model. Of

the extended standard models, left-right symmetric models [1] feature a

right-handed SU(2) and corresponding new gauge bosons including a heavy

right-handed W ′ denoted WR. This analysis has been performed assuming

that a right-handed neutrino decayed from the W ′ boson is kinematically

allowed (mν ≪ MW ′). Here, the simplest left-right symmetric extensions of

the standard model, which merely expand the gauge boson and Higgs boson

sectors, will be briefly discussed.

1.1 Left-Right Symmetric Model

The left-right (LR) symmetric theories [1] predict physics beyond the

standard model. The LR theories provide a renormalizable framework for

1



describing the origin of parity violation in weak interactions. They incor-

porate the U(1) generator of electroweak symmetry in terms of the baryon

number minus lepton (B−L) [2]. For an appropriately chosen Higgs sector,

they explain a smallness of the ordinary neutrino masses [3] by relating this

smallness to the observed suppression of V +A currents in low energy weak

processes.

The LR symmetric models are based on the gauge group SU(2)L ×

SU(2)R × U(1)B−L with the quarks and leptons assigned to multiplets

with quantum numbers as QL : (1
2
, 0, 1

3
), QR : (0, 1

2
, 1

3
), LL : (1

2
, 0,−1), and

LR : (0, 1
2
,−1). Here the quantum numbers are in the order (IL, IR, B −L).

There are two free gauge couplings in this model: gL ≡ g and gR for the

SU(2) groups and g′ for the U(1)B−L group. The electric charge formular

for the model is

(1.1) Q = I3L + I3R +
B − L

2

In order to accomplish the LR symmetry breaking, the simplest form of

the LR symmetric model requires three Higgs field multiplets, which are

donoted as ∆L, ∆R and Φ. The Φ preserves LR symmetry and gives masses

to fermions after the symmetry breaking, ∆L and ∆R are in the left-right

symmetric multiplet. The symmetry breaking pattern is as

(1.2) SU(2)L × SU(2)R × U(1)B−L → SU(2)L × U(1)Y → U(1)EM

2



The first stage of the symmetry breaking gives the masses to WR and ZR

bosons which are bosons in the right-handed sector corresponding to the

standard model W and Z bosons, respectively. The subsequent stage of

the symmetry breaking gives the masses to the WL and ZL bosons which

are equivalent to the standard model W and Z bosons. The observable

bosons W and W ′ are mixtures of WL and WR. The general Lagrangian

that describes the interactions of the W , W ′ to fermions is written as [4]

L = − 1√
2
f̄iγµ[(gLcosζV L

fifj
PL − gReiωsinζV R

fifj
PR)W(1.3)

+(gLsinζV L
fifj

PL + gReiωcosζV R
fifj

PR)W ′]fj + H.c.

where ζ is a left-right mixing angle and ω is a CP-violating phase that can

be absorbed into V R. PR,L = (1 ± γ5)/2, the gR(L) is the right (left) gauge

coupling in SU(2) and V R,L
fifj

are either the Cabibbo-Kobayashi-Maskawa

(CKM) matrix or diagonal for quarks and leptons respectively. The left-

right mixing angle is assumed to be zero [5] throughout this thesis and thus

WR and WL bosons are regarded as physical bosons which are referred to

as W ′ and W bosons respectively. The already discovered W boson couples

mostly to left-handed currents. The W ′ boson, which must be heavier than

the W boson, couples mainly to right-handed currents. In the fermion

sector, they contain the usual quarks and leptons, three light neutrino mass

eigenstates νi(i = 1, 2, 3), and three heavy neutrino mass eigenstates Ni(i =

1, 2, 3). The masses of the standard W and Z are derived primarily from

3



)q (P

P (q)
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Figure 1.1: Feynman diagram for W ′ boson production in pp̄ collisions at leading order.

the vacuum expectation values, κ and κ′, of the two neutral members of the

doublet field, Φ. The experimental result from KL − KS mass difference,

independently of the value of ζ , constrained the W ′ boson to be very heavy

(> 1.6 TeV), assuming that the right-handed CKM matrix is the same as

the left-handed CKM matrix [6]. Thus, an additional Higgs representation,

with large vacuum expectation value (vR, with vR ≫ κ, κ′) for its neutral

member, is required that couples primarily to the W ′ boson. Further details

on the Higgs representation describe in Ref. [7].

1.2 Production and Decay of a W ′ Boson

The leading order, with no gluon emission, production mechanism for a

W ′ boson in a pp̄ collision is quark and anti-quark annihilation as shown in

Figure 1.1.

4



In resonance production at pp̄ colliders [8], the two partons that enter

the hard interaction do not carry the total beam momentum, but only frac-

tions x1 and x2, respectively. The energy distributions of these partons are

described by Parton Distributions Functions (PDF). The partons within a

proton or antiproton are the valence quarks, gluons and sea quarks. The va-

lence quarks are the bound state quarks that define the quantum numbers of

the baryon and the sea quarks are a virtual quark-antiquark pair produced

from the splitting of a gluon. The PDF gives the probability that a specific

parton will have a fraction, x, of the proton/anti-proton momentum. Then

for an interaction between two partons, the square of the scattering partons

energy is x1 · x2 · s, where s is the square of the center-of-mass energy of

the colliding particles. For the production of lepton pairs in final state hav-

ing invariant mass
√

Q2, the squared invariant mass of the two partons is

defined as

(1.4) Q2 = ŝ = (p1 + p2)
2 = x1x2s

where p1 = Ebeam(x1; 0, 0, x1), p2 = Ebeam(x2; 0, 0,−x2) and Q is momentum

transfer between the particles. here, τ and y may be expressed with x1 and

x2,

(1.5) τ = x1x2 = ŝ/s

(1.6) y =
1

2
ln

x1

x2

5



The hadronic cross section formula using the structure functions f1(x) takes

the form,

(1.7) σ =

∫ ∫

dτ

τ
dyx1f1(x1, Q

2)x2f2(x2, Q
2)σ̂(ŝ)

where σ̂ is the matrix element cross section for the parton interaction. The

cross sections can be given in the zero-width approximation, i.e. σ̂ ∝ δ(ŝ −

m2
R), where mR is the mass of the resonance. Introducing the scaled mass

τR = m2
R/s, this corresponds to a delta function δ(τ−τR), which can be used

to eliminate the integral over τ . Now, the delta function can be replaced by

the Breit-Wigner shape. For a resonance width ΓR,

(1.8) δ(τ − τR) → s

π

mRΓR

(sτ − m2
R)2 + m2

RΓ2
R

Here, the width is made ŝ dependent can give improved resonance shapes.

To be more precise, the Breit-Wigner is written as

(1.9) δ(τ − τR) → s

π

HR(sτ)

(sτ − m2
R)2 + H2

R(sτ)

The HR factor is evaluated as a sum over all possible final-state channels.

There are some interest to consider the observable resonance shape when the

effects of parton distributions are included. In a hadron collider, to the first

approximation, parton distributions tend to have a behaviour roughly like

f(x) ∝ 1/x for small x. Instead, the basic parton-distribution behaviour is

shifted into the factor of 1/τ in the integration phase space dτ/τ . When
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Figure 1.2: Invariant mass distributions for resonance productions of W ′ bosons.

convoluted with the Breit-Wigner shape, two effects appear. One is that

the overall resonance is tilted: the low-mass tail is enhanced and the high-

mass one suppressed. The other is that an extremely long tail develops

on the low-mass side of the resonance. Shown in Figure 1.2 and 1.3 are

the invariant and transverse mass distributions for W ′ bosons respectively.

The transverse mass distributes blunter due to the smaller sizes of energy

calculated in transverse directions.

Since there is a considerable discrepancy between the predictions of the

Born approximation and experimental data, it is commonly accepted that

the ratio between the measured cross section and the Born approximation,

generally called the K-factor, can be explained by including the higher-order

corrections for αs(Q
2), running strong coupling constant.1 The production

1αs(Q2) decreases with increasing Q2 and therefore becomes small for short-distance interactions. The
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Figure 1.3: Transverse mass distributions in parton level for W ′ bosons.

cross section of a W ′ boson from this high order correction of QCD (Quan-

tum Chromodynamics) effect will be discussed in Section 6.3.

The partial width [10] of a W ′ boson to a fermion pair fi and f̄j is

(1.10) Γij =
NcGF M2

WMW ′

6
√

2
|Vij|2

where Nc is the color factor, which is three for the standard model as well

as the manifest left-right symmetric model2 and Vij is the quark mixing

(CKM) matrix elements.

The total width of the W ′ boson used in this analysis was determined

assuming the standard strength couplings, and also accounted for the top

renormalized the QCD “running coupling constant” may be written [9], αs(Q2) = 12π
(33−2nf )log(Q2/Λ2)

,

where nf is the number of quark flavors, and Λ is the renormalization scale.
2The left-right symmetric model with the identical CKM matrices and the coupling constant for both

left and right-handed sectors is referred to as the manifest left-right symmetric model.
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quark contribution.

(1.11) Γ(W ′ → all) = Γ(W ′ → qq̄) + Γ(W ′ → lν̄)

Here, it is known that the boson pair decay channel, W ′ → WZ, is sup-

pressed in extended gauge models and its branching fraction is independent

of a W ′ boson mass [11]. Thus this decay channel is ignored in this analysis.

The braching fraction for W ′ → eν is calculated by

(1.12) Br(W ′ → eν) =
Γ(W ′ → eν)

Γ(W ′ → all)

The total width and the branching fraction for W ′ → eν as a function of

the W ′ boson mass are shown in Figure 1.4 and 1.5, respectively.

1.3 Previous Searches

Previous searches for additional force carriers such as W ′ and Z ′ bosons

have been conducted. These searches have set model dependent limits on the

rate at which such a particle is produced and its mass. The most sensitive

searches have been performed at the Fermilab Tevatron Collider. A Z ′ boson

with a mass below 690 GeV/c2 has been excluded at 95% confidence level

(C.L.) [12]. Searches considering both decay models W ′ → eνe and µνµ have

excluded a W ′ boson with mass below 786 GeV/c2 at 95% C.L. [13]. These

mass limits all assume that the new vector boson’s couplings to leptonic final

states will be given by the standard model, which predicts that the total

10



width of the boson increases linearly with MW ′, where MW ′ is the mass

of the boson. A variety of experiments have searched for a right-handed

charged-current interaction by looking for departures from the expected

V − A angular distribution in polarized muon decay. In this way a lower

limit of 875 GeV/c2 with 90% C.L. was obtained for the mass of the WR,

assuming a light right handed neutrino (mνR
< 10 MeV/c2). The limit

weakens to > 715 GeV/c2 if WL − WR mixing is allowed [14].
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CHAPTER II

Accelerator and Detector

The Tevatron proton-antiproton collider is the highest-energy particle

collider currently operational anywhere in the world. The Tevatron acceler-

ates and collides protons and antiprotons in a four-mile-long underground

ring. Fermilab scientists use a chain of accelerators to produce and ac-

celerate these particles before injecting them into the Tevatron ring. At

Fermilab, two huge detectors called CDF (the Collider Detector at Fermi-

lab) and D0, both consisting of many different detection subsystems, are

located in the Tevatron beamline. The particle collisions take place at the

centers of these collider detectors. The detectors observe the collisions, rec-

ognize the particles that come flying out and record all information for later

analysis.
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2.1 Accelerator

To create the world’s most powerful particle beams, Fermilab uses a

series of accelerators. Figure 2.1 shows the paths taken by protons and

antiprotons.

Figure 2.1: Diagram of Fermi Acclerators

The Cockcroft-Walton pre-accelerator provides the first stage of acceler-

ation. Inside this device, hydrogen gas is ionized to create negative ions,

each consisting of two electrons and one proton. The ions are accelerated by

13



a positive voltage and reach an energy of 750,000 electron volts (750 KeV).

Next, the negative hydrogen ions enter a linear accelerator, approxi-

mately 500 feet long. Oscillating electric fields accelerate the negative hy-

drogen ions to 400 million electron volts (400 MeV). Before entering the

third stage, the ions pass through a carbon foil, which removes the elec-

trons, leaving only the positively charged protons.

The third stage, the Booster, is located about 20 feet below ground. The

Booster is a circular accelerator that uses magnets to bend the beam of

protons in a circular path. The protons travel around the Booster about

20,000 times so that they repeatedly experience electric fields. With each

revolution the protons pick up more energy, leaving the Booster with 8

billion electron volts (8 GeV).

The Main Injector, completed in 1999, accelerates particles and transfers

beams. It has four functions: (1) It accelerates protons from 8 GeV to

150 GeV. (2) It produces 120 GeV protons, which are used for antiproton

production. (3) It receives antiprotons from the Antiproton Source and

increases their energy to 150 GeV. (4) It injects protons and antiprotons

into the Tevatron.

To produce antiprotons, the Main Injector sends 120 GeV protons to

the Antiproton Source, where the protons collide with a nickel target. The

collisions produce a wide range of secondary particles including many an-
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tiprotons. The antiprotons are collected, focused and then stored in the

Accumulator ring. When a sufficient number of antiprotons has been pro-

duced, they are sent to the Main Injector for acceleration and injection

into the Tevatron. Inside the Main Injector tunnel, physicists have also

installed an Antiproton Recycler. It stores antiprotons that return from a

trip through the Tevatron, waiting to be re-injected.

The Tevatron receives 150 GeV protons and antiprotons from the Main

Injector and accelerates them to almost 1000 GeV, or one tera electron volt

(1 TeV). Traveling only 200 miles per hour slower than the speed of light,

the protons and antiprotons circle the Tevatron in opposite directions. The

beams cross each other at the centers of the 5000-ton CDF and D0 detectors

located inside the Tevatron tunnel, creating bursts of new particles.

2.2 CDF II Detector

The CDF II detector, upgraded CDF detector from Run I in 1992 -

1995 period, is an azimuthal and forward-backward symmetric apparatus

designed to study pp̄ collisions at the Tevatron. It is a general purpose

solenoidal detector which combines precision charged particle tracking with

fast projective calorimetry and fine grained muon detection. The detector

is shown in Figure 2.2 .

Tracking systems are contained in a superconducting solenoid, 1.5m in

radius and 4.8m in length, which generates a 1.4 T magnetic field parallel to

15



Figure 2.2: Elevation view of one half of the CDF detector.

the beam axis. Calorimetry and muon systems are all outside the solenoid.

The main features of the detector systems are summarized below. We use

a coordinate system where the polar angle θ is measured from the proton

directrion, the azimuthal angle φ is measured from the Tevatron plane, and

the pseudo-rapidity is defined as η = −ln(tan(θ/2)).

2.2.1 Tracking Systems

The tracking system consistes of a silicon microstrip system and of an

open-cell wire drift chamber that surrounds the silicon system (see Fig-
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Figure 2.3: A cutaway view of one quadrant of the inner portion of the CDF II detector
showing the tracking region surrounded by the solenoid and endcap calorime-
ters.

ure 2.3).

The silicon microstrip detector consists of seven layers (eight layers for

1.0 < |η| < 2.0) in a barrel geometry that extends from a radius of r =

1.5cm from the beam line to r = 28cm.

The layer closest to the beam pipe is a radiation-hard, single sided

detector called Layer 00 (L00). This enables good signal-to-noise perfor-

mance even after extreme radiation doses. The remaining seven layers are

radiation-hard, double sided detectors. The first five layers comprise the

Silicon Vertex Detector (SVX II) system and the two outer layers comprise

the Intermediate Silicon Layers (ISL) system. This entire system allows
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Figure 2.4: (Left) A side view of half of the CDF Run II silicon system on a scale in which
the z coordinate is highly compressed. (Right) An end view of the CDF
II silicon system including the SVX II cooling bulkheads and ISL support
structure.

track reconstruction in three dimensions. The impact parameter resolution

of the combination of SVX II and ISL is 40µm including a 30µm contribu-

tion from the beamline. The Z0, primary interaction vertex in the beam

direction, resolution of the SVX II and ISL is 70µm.

The 3.1m long cylinderical drift chamber, Central Outer Tracker (COT),

covers the radial range from 40 to 137cm and provides 96 measurement lay-

ers, organized into alternating axial and ±2◦ stereo superlayers. The COT

provides coverage for |η| < 1. The hit position resolution is approximately

140µm and the momentum resolution is σ(PT )/PT
2 = 0.0015 (GeV/c)−1.

The COT provides in addition dE/dx, energy loss in detector material,

information for the tracks.
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2.2.2 Calorimeter

Outside the solenoid, scintillator-based calorimetry covers the region

|η| < 3.0 with separate electromagnetic and hadronic measurements. The

CDF calorimeters measure electron and photon energies, jet energies, and

net transverse energy flow.

The central calorimeters (and the endwall hadronic calorimeter) cover

the pseudo-rapidity range |η| < 1.1(1.3) and the plug calorimeters cover

1.1 < |η| < 3.64. It is a scintillator sampling system with tower segmen-

tation: each tower is 15◦ in azimuth by about 0.11 in pseudo-rapidity. As

seen in Figure 2.6, the calorimeter consists of an electromagnetic (EM)
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section followed by a hadronic (HAD) section. The EM sections are all

lead/scintillator sampling and the hadronic sections are iron/scintillator

sampling. In both sections the active elements are scintillator tiles read

Figure 2.6: Schematic of Towers of the Forward Calorimeter

out by wavelength shifting (WLS) fibers embedded in the scintillator. The

WLS fibers are spliced to clear fibers, which carry the light out to photo-

multiplier tubes (PMT) located on the back plane of each endplug. The EM

calorimeter is a lead/scintillator sampling device with a unit layer composed

of 4.5mm thick lead and 4mm scintillator. There are 23 layers in depth for
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a total thickness of about 21 X0 (radiation lengths) at normal incidence.

The detecting elements are arranged in a tower geometry pointing back to-

wards the interaction region. The energy resolution of the EM section is

approximately 16%/
√

E with 1% constant term. The scintillator tiles of

the first layer of the EM section are made of 10mm thick scintillator and

are read out by multi-anode photomultipliers (MAPMTs). They act as a

pre-shower detector. A position detector is located at the depth of the EM

shower maximum and is made of scintillator strips read out by WLS fibers.

The hadron calorimeter is a 23 layer iron/scintillator sampling device

with a unit layer composed of 50mm iron and 6mm scintillator. The existing

iron of the CDF endplugs is used in the hadron calorimeter: stainless steel

disks are attached to the inner 10◦ cone to extend the coverage to 3◦. Two

additional stainless steel disks are added behind the electromagnetic section

to increase the thickness of the hadron calorimeter. The energy resolution

of the hadronic calorimeter is 74%/
√

E with 1% constant term.

2.2.3 Muon Detector

The muon system resides outside the calorimetry. Four layers of plan-

nar drift chambers, the Central Muon detector (CMU), detect muons with

PT > 1.4 GeV/c which penetrate the five absorption lengths of calorime-

ter steel. An additional four layers of plannar drift chambers, the Cen-

tral Muon Upgrade detector (CMP), instrument 0.6m of steel outside the
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magnet return yoke and detect muons with PT > 2.0 GeV/c. The CMU
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Figure 2.7: The muon components coverage in azimuth φ and pseudo-rapidity η.

and CMP chambers each provide coverage in the pseudo-rapidity range

|η| < 0.6. The Central Muon Extention detector (CMX) covers the range

0.6 < |η| < 1.0. The Intermediate MUon detectors (IMU) are covering

the region 1.0 < |η| < 1.5. The IMU provide coverage sufficient to iden-

tify isolated high PT tracks as muons or hadrons. The IMU consists of a

barrel of drift chambers and scintillation counters around the toroid steel,

with additional counters between the toroids and on the endwall to provide
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additional projectivity at the trigger level. The IMU counters are virtually

identical to the existing central muon detectors and use the same readout

electronics.

2.2.4 Trigger System

The trigger and data acquisition systems are designed to accommodate

the high rates and large data volume of Run II.

Figure 2.8 shows the functional block diagram of the readout electronics.

To accommodate a 132 ns bunch-crossing time and a 4µs decision time for

the first trigger level, all front-end electronics are fully pipelined, with on

board buffering for 42 beam crossings. Data from the calorimeters, the

central tracking chamber, and the muon detectors are sent to the Level

1 trigger system, which determines whether a pp̄ collision is sufficiently

interesting to hold the data for the Level 2 trigger hardware. The Level

1 trigger is a synchronous system with a decision reaching each front-end

card at the end of the 42-crossing pipeline. Upon a Level 1 trigger accept,

the data on each frontend card are transferred to one of four local Level 2

buffers. The second trigger level is an asynchronous system with an average

decision time of 20µs. Data are collected in DAQ (Data Acquistion system)

buffers and then transferred via a network switch to a Level 3 CPU node,

where the complete event is assembled, analyzed, and, if accepted, written

out to permanent storage.
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Figure 2.8: Functional block diagram of the CDF II data flow.

CDF II uses a tiered “deadtimeless” trigger architecture. An event is

considered sequentially at three levels of approximation, with each level

providing sufficient rate reduction for the next level to have minimal dead-

time. Level 1 and Level 2 use custom hardware on a limited subset of the

data and Level 3 uses a processor farm running on the full event readout.

The trigger, like the DAQ, is fully pipelined. The block diagram for the

CDF II trigger system is presented in Figure 2.9. Events accepted by the
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Figure 2.9: Block diagram of the CDF II trigger system.

Level 1 system are processed by the Level 2 hardware. The Silicon Vertex

Tracker (SVT) provides the ability to trigger on tracks with large impact

parameters. The Level 2 system has improved momentum resolution for

tracks, finer angular matching between muon stubs and central tracks, and

data from the central shower-max detector (CES) for improved identifica-

tion of electrons and photons. Jet reconstruction is provided by the Level

2 cluster finder. The output of the first level of the trigger is used to limit
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the rate for accepted events to roughly 18 kHz at the luminosity range of

3 − 7 × 1031cm−2s−1. At the next trigger stage, the rate is reduced further

to around 300 Hz. The third and final level of the trigger, with access to

the complete event information, uses software algorithms and a computing

farm, and reduces the output rate to around 75 Hz, which is written to

permanent storage.
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CHAPTER III

Data Sample

The data sample for the W ′ → eν search are selected based on high

transverse momentum (PT ) electron or missing transverse energy (E/T ) from

ν (see Chapter IV) of the final state particles. Having chosen four triggers

which will be described below, the inclusive electron sample are collected

from the events to have fired one of those triggers at least. The detailed

requirements of each trigger path are following.

3.1 Triggers

ELECTRON CENTRAL 18

• Level 1: L1 CEM8 PT8

It requires transverse energy in central electromagnetic (EM) cluster

greater than 8 GeV and Ehad/Eem < 0.1251. An XFT(eXtremely Fast

Tracker) track pointing to the EM cluster with PT > 8 GeV/c are

1the electron identification variables are discussed in Section 4.1.1
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required.

• Level 2: L2 CEM16 PT8

A central EM cluster with EEM
T > 16 GeV/c and Ehad/Eem < 0.125 is

required. An XFT track with PT > 8 GeV/c is matched pointing to

the cluster

• Level 3: L3 CENTRAL ELECTRON 18

A central EM cluster with EEM
T > 18 GeV/c and Ehad/Eem < 0.125 is

required. A COT track is required to be found by the XFT, which also

pointing the seed tower of the EM cluster, requires PT > 9 GeV/c.

ELECTRON 70

• Level 1: L1 JET10

A jet (EM + HAD) cluster is required with ET > 10 GeV/c.

• Level 2: L2 JET90

A jet cluster with ET > 90 GeV/c is required.

• Level 3: L3 ELECTRON70 CENTRAL

A central EM cluster with ET > 70 GeV/c is required and a matching

COT track momentum should be PT > 15 GeV/c.

W NOTRACK

• Level 1: L1 EM8 & MET15
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An EM cluster with EEM
T > 8 GeV/c and Ehad/Eem < 0.125 are re-

quired in central or plug electromagnetic calorimeter satisfing with

E/T > 15 GeV/c.

• Level 2: L2 CEM16 L1 MET15

A central EM cluster with ET > 16 GeV/c is required to have the ratio

Ehad/Eem < 0.125 and E/T > 15 GeV/c.

• Level 3: L3 W NOTRACK MET25

A central or plug cluster has cut the values with EEM
T > 25 GeV/c

and the ratio Ehad/Eem < 0.125. The missing transverse energy cut is

E/T > 25 GeV/c.

Z NOTRACK

• Level 1: L1 EM8

Two electron candidates from central or plug calorimeter are required

with EEM
T > 8 GeV/c and Ehad/Eem < 0.125.

• Level 2: L2 TWO EM16

Two EM clusters EEM
T > 16 GeV/c have changed from Level 1.

• Level 3: L3 TWO ELECTRON18

Two central or plug electron candidates are required to be greater than

18 GeV/c of EEM
T and the ratio Ehad/Eem be less than 0.125.
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EM ET (GeV) > 18.0 > 70.0
PT (GeV/c) > 9 > 15
Ehad/Eem < 0.125 No cut
LshrTrk < 0.2 No cut

E/P < 4 No cut
∆X (cm) < 3 cm < 3 cm
∆Z (cm) < 5 cm < 5 cm

Table 3.1: Stripping cuts for the inclusive central electrons.

EM ET (GeV) > 20.0
Ehad/Eem < 0.1 or EM ET > 100 GeV

Iso < 0.1

Table 3.2: Stripping cuts for inclusive plug electrons.

3.2 Dataset

The inclusive high PT electron dataset is created after passing the triggers

described in Section 3.1. (dataset ID: bhel08/09, 4.8.4 production)

The inclusive electron sample has been stripped again (see Tables 3.1

and 3.2 for the definition) and also reprocessed in cdfsoft2 version 4.11.1

(dataset ID: rtop0c, 4.11.1 REMAKE Inclusive electrons).

In order to select good electrons, the good run list [15] in CDF database

check the status of each detector component during data taking. Since beam

constrained COT only track2 is used in this analysis, we don’t require for

the silicon.

Finally the corresponding integrated luminosity is 205 ± 12 pb−1 after

applying good run requirements and the run number ranges are between

2The raw COT resolution can be improved by imposing the track fit through beam spot. All the
tracks in this analysis have been beam constrained COT only tracks
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Figure 3.1: Live integrated Lum vs time

141544 and 168889 of the data obtained from february 2002 to september

2003 (see Figure 3.1). Remaining events after all the requirements are ∼

4.6 × 106 events.
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CHAPTER IV

Event Candidate Selection

The W ′ boson searches in this analysis are performed by finding decay-

ing to an electron and neutrino pair in the final state. The identified high

ET electron of four-momentum is measured in the calorimeter and the neu-

trino can be detected by calculating missing transverse energy which can

be derived from the momentum balance of all deposited energy in calorime-

ter since the longitudinal momentum of the neutrino to the beam cannot be

measured at the pp̄ collider. The W ′ boson is reconstructed in the transverse

mass (MT ) distribution

(4.1) MT =
√

2Ee
T E/T (1 − cosφeν)

where Ee
T (E/T ) is the transverse energy of the electron (neutrino) and φeν is

the azimuthal angle between the electron candidate and the E/T direction.

The production of a W ′ boson decaying to an electron-neutrino pair would

be expected as an excess or a bump above the standard model background
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in the MT distribution.

4.1 Basic Signal Cut for the W/W ′ → eν Sample

The electron events have been selected with cuts designed to remain very

efficient for high ET electrons. Primary, the highest ET , electron candidates

were required to be in a fiducial region of the central EM calorimeter with

ET > 25 GeV and the neutrino transverse energy by requiring to be E/T >

25 GeV. Following two sections describe the electron identification and how

to calculate missing transverse energy.

4.1.1 Central Electron Identification Variables

Table 4.1 shows the electron identification cut values. The definition of

the central electron cut variables are:

• Ehad/Eem is the ratio of the hadronic energy to the electromagnetic

energy in all towers included in the cluster.

• E/P is the ratio of the electron energy to the momentum of the highest

PT COT track pointing to the cluster.

• Iso is a variable defined as

(4.2) Iso =
E0.4

T − Ee
T

Ee
T

,

where E0.4
T is the transverse energy deposited in the cone of R =
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√

(∆φ)2 + (∆η)2 and Ee
T is the transvserse energy of the electron can-

didate.

• ∆x is the difference between COT track position extrapolated to CES

and the position measured with CES in the r − φ view.

• ∆z is the difference between COT track position extrapolated to CES

and the position measured with CES in z view.

• Lshr is a variable that can be used to compare the lateral shower profiles

of electrons between data and expected in the calorimeter towers. It is

defined as

(4.3) Lshr = 0.14
∑

i

Eadj
i − Eprob

i
√

0.142E + (∆Eprob
i )2

,

where Eadj
T is the measured energy in a tower neighbouring the seed

tower, Eprob
T is the expected energy in the same tower, 0.142E is the

uncertainty on the energy measurement, and ∆Eprob
i is the uncertainty

in Eprob
i . The Eprob

i is calculated with the testbeam data.

• FIDELE is a variable to avoid inactive detector region using CES local

coordinate.

(4.4) −21cm < XCES < 21cm

(4.5) 9cm < ZCES < 230cm

34



ID Variables central plug

ET > 25 GeV (> 15 GeV) > 15 GeV
PT > 15 GeV/c
Iso < 0.2 < 0.1

Ehad/Eem < 0.055 + 0.00045× E < 0.055 + 0.00045× E
E/P < 4 (if ET < 100 GeV)
∆x < 3.0 cm
∆z < 5.0 cm
Lshr < 0.2
χ2

3×3 < 10
|Z0| < 60.0 cm

FIDELE = 1 (Fiducial in CEM) 1 < |η| < 3

Table 4.1: Electron identification cuts for W/W ′ → eν selection. The ET > 15 GeV cut
on the central electron candidate is the requirement for the secondary highest
ET electron to be used for the dilepton event removal cut.

4.1.2 Missing Transverse Energy

The E/T is calculated from all of the calorimeter towers in central and

plug. The towers are required to be greater than 0.1 GeV energy. The

E/T is corrected for muons with PT of the track pointing calorimeter and

recalculated for the primary vertex of the event by the jet vertex algorithm.

The E/T mismeasurement mainly depends on mismeasurement in jet energy

from calorimeter nonlinearity and loss in cracks and dead zones. Here, an

additional correction for the E/T has been given, that is, a requirement of

level 5 correction in Run II jet energy correction [16]. As described in

Ref. [17], the contents applied are following:

• Relative energy corrections to make the calorimeter response uniform

in η (determined from data)
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• Time dependence corrections

• Raw energy scale corrections

• Multiple Interaction corrections

• Absolute energy corrections to convert calorimeter cluster PT to the

sum of the PT of the particles in the cone (use calorimeter calibration

and jet fragmentation properties, as well as simulation tuned to test

beam and pp̄ data)

The corrected missing transverse energy is calculated as the negative

vector sum of the transverse energy of the corrected jet energy in the towers

(4.6) ~E/T

corr
≡ −

∑

i=tower

~Ecorr
Ti

where ~Ecorr
Ti

is vector sum of the corrected transverse energy over calorimeter

towers. The resolution of the E/T is measured to be ∼ 5 GeV at the W event

kinematic region.

4.2 Dilepton Event Removal

Addtionally, dileption events coming from Drell-Yan, tt̄, and diboson

backgrounds were removed. For the secondary electron, we select the elec-

tron ET greater than 15 GeV in central or plug region. The identificaion cuts

are listed in Table 4.1. In the case of the muon, its track PT is required to

be greater than 15 GeV. The muon selection criteria are listed in Table 4.2.
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ID Variables

PT > 15 GeV/c
Eem < 2 (if P < 100GeV/c)

< 2 + 0.0115× (P − 100) (if P > 100GeV/c)
Ehad < 6 (if P < 100GeV/c)

< 6 + 0.0280× (P − 100) (if P > 100GeV/c)
∆X(CMU) < 3 cm
∆X(CMP) < 5 cm
∆X(CMX) < 6 cm

Table 4.2: Muon identification cuts for dilepton removal.

All these lepton identificaion cut values are selected based on the analyses

for the searches of Z ′ → ee [18] and Z ′ → µµ [19]. We remove events with

an additional lepton that passes either the secondary lepton identification

cuts.

4.3 Multijet Event Removal (ET /E/T Cut)

The multijet events end up in the W/W ′ → eν sample when one of the

jets is misidentified as an electron and the missing energy from the vector

sum of the transverse energy in the event satisfies E/T > 25 GeV. In this case,

the electron candidate ET and E/T will less likely be comparable in magni-

tude, whereas a W ′ → eν event will have an electron and a neutrino going

opposite direction with comparable magnitude in ET and E/T , respectively,

if PT of the boson is much smaller than the mass of the boson.

Shown in Figure 4.1 are the ET vs E/T distributions using Monte Carlo

samples of W → eν, W ′ → eν of MW ′ = 250, 500, and 750 GeV/c2 (see
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Section 6.3 for the description). Most events lie on ET /E/T ∼ 1 regardless

of the mass of the boson. We require the candidate events to satisfy 0.4 <

ET /E/T < 2.5. The events that lie outside the allowed region mostly have

high boson PT or mismeasured ET or E/T . When a W boson is boosted to

electron or neutrino direction in φ, the event is likely to end up outside the

allowed region, as evidenced in the W → eν distribution. A much heavier

W ′ boson with both electron ET and E/T comparably larger than the boson

PT would much less likely to be outside the allowed region. The efficiency of

the cut on W/W ′ → eν is calculated to be > 0.99. In the case of multijet,

the cut is not efficient in removing multijet events in the low MT region.

However, it becomes efficient in the high MT region. The rejection rate

above MT = 100 GeV/c2 is ∼ 40% in the multijet enriched sample shown in

Figure 4.2.

Figure 4.2 shows the ET vs E/T distribution of the multijet enriched sam-

ple which will be discussed in Section 7.2. Majority of events failing the

ratio cut have large ET /E/T values. This is due to the fact that E/T is coming

from mismeasured ET of electron candidates which are mostly jets.

4.4 Final Event Sample and Transverse Mass Distribution

Figure 4.3 shows electron ET and E/T distributions from data after all

the event selection cuts for the W/W ′ → eν sample. There were 1.2 × 106

events remained. The resulting MT distribution is shown in Figure 4.4. The
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Figure 4.1: The electron ET vs E/T distributions in Monte Carlo samples of W → eν
(top left), W ′ → eν of 250 GeV/c2 (top right), 500 GeV/c2 (bottom left), and
750 GeV/c2 (bottom right). The dashed lines are the boundaries on ET /E/T

cut (0.4 < ET /E/T < 2.5).
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Figure 4.3: Central electron ET (left) and E/T distribution (right) after applying event
selection cuts in data sample.

highest MT event with MT = 524 GeV/c2 is shown in event display view in

Figure 4.5.
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Et = 244.90 GeV

Event : 6451283  Run : 166614  EventType : DATA | Unpresc: 0,1,35,4,36,8,9,11,14,48,20,21,23,55,24,25 Presc: 0,4,8,14,48,20,24

Missing Et

Et=251.5 phi=5.1

List of Tracks

Id    pt    phi   eta

Cdf Tracks: first 5

418  -334.8  2.0 -0.7

459     2.9 -0.4  0.8

460    -1.7  2.9  0.0

461     1.5 -0.5 -1.2

438     1.5  2.8 -0.1

To select track type

SelectCdfTrack(Id)

Svt Tracks: first 5

  0    90.4  2.0

To select track type

SelectSvtTrack(Id)

Particles: first 5
pdg    pt    phi  eta
 11   334.8  2.0 -0.7
To list all particles
ListCdfParticles()

Jets(R = 0.7): first 5
Em/Tot  et    phi  eta
 0.9   246.1  2.0 -0.9
To list all jets
ListCdfJets()

Figure 4.5: The event display view of the highest MT event with MT = 524 GeV/c2.
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CHAPTER V

Central Electron Efficiencies

In determining the expected number of W ′ → eν signal events in the

W/W ′ → eν event candidate sample, the efficiencies are accounted for event

selection including triggers, and the kinematic and geometric acceptances of

the events. This chapter shows the measured efficiencies of the triggers and

the central electron selections. However, later in the likelihood fit method

of the MT distributions (in Chapter VIII), the standard model backgrounds

and the signal are renormalized by the factor α0, the overall normalization,

thus any discrepancy between the actual trigger efficiency and the assump-

tion of 100% efficiency (mentioned in Section 7.1), as well as the electron

selection cut, is absorbed by α0.

5.1 Trigger Efficiencies

The high ET electron triggers as described in Section 3.1 include track

triggers, involving the XFT at Level 1 and Level 2 and the COT at Level 3,
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and calorimeter triggers at Level 1, Level 2 and Level 3. The efficiency of the

triggers are calculated at each step of these detector components. The XFT

and COT tracking efficiencies have been calculated using the W NOTRACK

trigger, where the same calorimeter requirements were used for the high

ET electron trigger but does not require tracks associated with the EM

clusters. The track triggers’ efficiencies are measured to be independent of

PT for tracks with PT > 10 GeV/c, but dependent on η for the Level 1 and

Level 3 triggers. The Level 2 track triggers are 100% efficient. The Level

1 calorimeter trigger has been studied using a sample of inclusive muons

and removing any activity in the plug. The Level 1 and Level 3 calorimeter

trigger efficiency for electrons with ET > 20 GeV is estimated to be 100%.

As the Level 1 and Level 3 calorimeter triggers are fully efficient, the electron

trigger efficiency is determined in the tracking trigger efficiency ending up

to be 96.8 ± 0.1% [20].

In ELECTRON CENTRAL 18 trigger, the effect of Ehad/Eem cut has

been studied on an electron of the ELECTRON CENTRAL 18 trigger us-

ing single electron Monte Carlo data sample [21]. In this result, it has

been found that there were the saturation of Level 2 read-out electronics at

around 128 GeV in an EM tower from the Level 2 cluster ET distribution

and that 12.5% of Level 2 for Ehad/Eem cut is significantly less efficient for

very high ET electrons (>150 GeV). The ELECTRON 70 trigger is more
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ID Variables Tight cluster Central cluster

ET > 25 GeV > 25 GeV
trkPT > 15 GeV/c > 15GeV/c

η < 1.1(CEM) < 1.1(CEM)
FIDELE = 1 (Fiducial in CEM) = 1 (Fiducial in CEM)

|Z0| < 60.0 cm < 60.0 cm
Iso < 0.2

Ehad/Eem < 0.055 + 0.00045× E
E/P < 4 (if ET < 100 GeV)
∆x < 3.0 cm
∆z < 5.0 cm
Lshr < 0.2

Table 5.1: A sample of Z → e+e− (data) to be used to calculate the electron selection
efficiency. The mass range has been selected with (70 < Me+e− < 110GeV/c2)
to reduce the number of background events in the sample.

efficient for high ET with no Ehad/Eem requirement. Front-end electron-

ics of calorimeter has a good scale for the input charge of 1300 pC, this

corresponds to be ∼ 800 GeV. For the offline reconstruction, there is no

saturation up to ∼ 800 GeV. Combining the effect from all the triggers, the

overall efficiencies for high ET electron appears to be ∼ 100% efficient.

5.2 Electron Selection Efficiencies

In order to measure the efficiencies of the electron selection cuts, a sample

of Z → e+e− data was used. The sample was made with a tight electron

requirement on one electron leg and a loose electron requirement on a second

EM cluster for the other leg, both in the central region. The invariant

mass of the electron and the EM cluster was required to be 70 < Me+e− <

110GeV/c2. See Table 5.1 for the cuts applied on electrons.
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The i-th electron identification variable efficiency is calculated as,

(5.1) ǫi =
NT i + NTT

NCC + NTT

where NTT is the number of events with both legs passing the tight central

electron cuts and NCC is the number of events with one leg passing the

tight selection criteria and the other leg passing the cuts for the second

central cluster in Table 5.1. NT i is the number of events satisfing the tight

cuts on one leg and the i-th identification cut on the second leg. The same

sign events regarded as jet background were subtracted in these numbers

of events. The efficiencies of the i-th electron identification variables are

summarized in Table 5.2. For the total efficiency by requiring both legs

pass the tight cuts, the above formula can be

(5.2) ǫT =
2NTT

NCC + NTT

where there are 5071 events for NCC and 4631 events for NTT after subtract-

ing jet background in the sample. The calculated total electron selection

efficiency (ǫT ) is 95.5±0.2%. Figure 5.1 (5.2) shows this total (i-th) electron

identification efficiency as a function of the ET .
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Number of Number of
ID Variables candidate events background events Efficiency(%)

Iso 4963 116 97.7 ± 0.2
Ehad/Eem 4979 127 97.7 ± 0.2

E/P 5355 285 99.9 ± 0.0
∆x 5241 257 99.1 ± 0.1
∆z 5292 267 99.5 ± 0.1
Lshr 5051 156 98.2 ± 0.1

ǫT 4698 67 95.5 ± 0.2

Table 5.2: Efficiency ǫi for the i-th identification variable and ǫT for total applied all
the identification cuts. These efficiencies were corrected for same sign events
regarded as the jet background.
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Figure 5.1: Central electron selection efficiency as a function of ET .
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Figure 5.2: Central electron selection efficiencies on each electron variables as a function
of ET .
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CHAPTER VI

Monte Carlo

6.1 Electron Energy Scale and Resolution

In this section, the discrepancy in the electron energy response of the

calorimeter between data and Monte Carlo (MC) is investigated. The elec-

tron energy scale and resolution in MC is compared against data. The

discrepancy between the invariant mass values calculated in the data and

MC can be written as

(6.1) δM =
1

2

(

δE1

E1

+
δE2

E2

)

M,

where E1 and E2 are the energy values of the two electrons in the Z → ee

events. If we take this discrepancy to be originated from the energy scale

differences in the data and MC, we can write Eq. 6.1 as

(6.2)
δM

M
= α(E1 + E2)/2 + β,

assuming the energy scale discrepancy is a linear function, i.e.

(6.3)
δE

E
= αE + β.
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In order to investigate the energy dependence of δE/E, we divided both

data and MC the Z → ee samples into 12 subsamples of E1+E2 region (from

90 to 140 GeV at 5 GeV intervals, 140 ∼ 160 GeV, and 160 ∼ 190 GeV).

The invariant mass distributions of a couple of subsamples are shown in

Figure 6.1. The distributions are not well fit with a single gaussian function

as the cuts on E1 + E2 skews the distributions. We used a double gaussian

to fit the MC distribution first. Assuming the MC distributions describe the

data shape well, we fixed the relative fraction and the ratio of the widths

of two gaussians and fit the data distribution. Also, the difference in mean

was varied as a linear function of the width.

We used the mean of the narrower gaussian to compare the “peak posi-

tion” in the mass distributions between data and MC.1 We take the relative

difference, (Data-MC)/MC, as a function of E1+E2 and fit it with a straight

line. The fit results are

(6.4) α = (6.67 ± 1.11) × 10−4 GeV−1 and β = (−3.54 ± 0.56) × 10−2

and shown in Figure 6.2.

However, the correction on MC based on this fit results most likely over-

correct the electron energy at very high energy region. A recent study with

higher statistics sample seems to suggest that the residual shown in Fig-

ure 6.2 dies down at high E1 +E2 region. The esteemed CDF EM calorime-
1Ideally, one would prefer to use the real peak position of the invariant mass distributions. However,

it is enough to find how much a particular feature in the distribution is moved.
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ter expert L. Nodulman suggested not to make energy correction since “the

X0 drives the leakage and the CDF Monte Carlo calculations should get

it right” [22]. Instead he suggested to take the associated uncertainty to

3% based on the spread in the residual distribution and we followed his

suggestion.

The discrepancy in the electron energy resolution between data and MC

is also considered. Figure 6.3 shows the width of the narrower gaussian of

the double gaussian used to fit the invariant mass distributions as discribed

above as a function of the sum of the energy of two electrons. Also shown

are the ratio, Data/MC, of the widths.

The width of the invariant mass distribution is

(6.5) σ =

√

√

√

√

1

4

(

(

δE1

E1

)2

+

(

δE2

E2

)2
)

M2 + ΓZ
2,

where ΓZ = 2.5 GeV/c2 is the total width of Z. The ratio of the width of

the data distribution to that of the MC distribution R = σD/σMC is, then,

(6.6) R2 =
1
4
((δE1D

/E1)
2 + (δE2D

/E2)
2)M2 + ΓZ

2

1
4
((δE1MC

/E1)2 + (δE2MC
/E2)2)M2 + ΓZ

2 .

Approximating δE1/E1 = δE2/E2 and rearranging Eq. 6.6, we get

(6.7)

(

δED

δEMC

)2

= (R2 − 1)

(

1 + 2

(

ΓZ/M

δEMC/E

)2
)

+ 1.

The data distributions are ∼ 10% wider than the MC distributions re-

gardless of E1 + E2 value, i.e. R = 1.1, as shown in Figure 6.3. Assuming
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Figure 6.1: Invariant mass distributions of Z → ee samples of MC (left) and data (right).
The top plots are the subsamples with the sum of two electron energy between
95 and 100 GeV and bottom plots are between 115 and 120 GeV. The solid
curves show the fit with a double gaussian function. The details of the fit
function and the procedure are described in Section 6.1.
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Figure 6.2: The mean of the narrower gaussian of a double gaussian as a function of the
sum of two electron energy in Z → ee data and MC samples (left) and the
ratios of the means of the narrower gaussian with a straight line fit (right).

δEMC/E = 0.13/
√

E and taking M ≃ 91 GeV/c2, using Eq. 6.7 we get

∼ 1.5 and ∼ 3.0 times larger δE/E at E = 50 and 400 GeV, respectively,

for data than MC, i.e. 0.13/
√

E.2 The electron energy in MC is smeared

by Eq. 6.7.3

6.2 Background Sample

Backgrounds to W ′ → eν production come from sources including real

electrons such as,

• W → eν
2Even if we take δEMC/E = 0.2/

√
E, which is closer to what we measure with the invariant mass

distribution of Z → ee data, the resulting corrected resolution differs by ∼ 10%.
3The additional smearing factor to EMC is then

p

(δED/δEMC)2 − 1 × (δEMC/E).
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to fit the invariant mass distributions and the ratio of data to MC (right) as
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• W → τν → eX

• Z/γ → ee

• Z/γ → ττ → eX

• tt̄ → eX

• Diboson (WW , WZ) → eX

and from multijet background faking electron candidates.

For these backgrounds except for multijet, MC samples are used to es-

timate and to obtain each shape. The multijet background contribution

is calculated using data sample, which will be discussed in Section 7.2 in

detail. For the MC samples of backgrounds except diboson, events are gen-

erated with PYTHIA [23], using Parton Distribution Function (PDF) of

CTEQ5L [24]. These PYTHIA MC samples are tuned to match observed

data. Initial and final state radiation were turned on. The beam energy is

set to 980 GeV/c2 and event vertex distribution is set to match the data.

A sample of 2,069,739 W → eν events and 273,426 W → τν events are

generated. A sample of 1,970,444 Z/γ → ee events and 497,415 Z/γ → ττ

events are generated with minimum invariant mass of 30 GeV, and 693,589

tt̄ events are used for each background calculation. For the WW and WZ

sample, 964,868 WW events and 964,868 WZ events are generated using

ALPGEN [25] interfaced with HERWIG [26]. The generated events are
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then passed through the detector simulation [27] and are reconstructed in

the cdfsoft2 version 4.9.1. As for all these backgrounds and signals de-

scribed in next section, Monte Carlo samples are corrected with electron

energy resolution studied in Section 6.1.

6.3 Signal Sample

The W ′ → eν signal events are generated with PYTHIA using CTEQ5L

PDF. It is assumed that the right-handed sector CKM matrix is the same

as that of left-handed sector, that is of the standard model [28]. We used

V +A couplings but the strength is assumed to be the same as the standard

model.4 Some of the parameters in PYTHIA are tuned to match the boson

PT distribution observed in Run I [29].

The W ′ boson with mass values of 200 to 950 GeV/c2 at 50 GeV/c2

intervals was generated, with ∼ 50 000 events at each mass value. The total

width and the branching fraction of W ′ → eν are shown in Figures 1.4 and

1.5.

Since the cross sections calculated in PYTHIA are in leading order (LO),

we used the next-to-next-to-leading order (NNLO) calculation code written

by R. Hamberg et al. [30] using MRST1 PDF set [31]. Table 6.1 shows

B(W ′ → eν), σ · B(W ′ → eν), and the expected number of events of W ′

bosons. Figure 6.5 shows σ(pp̄ → W ′) and σ(pp̄ → W ′) ·B(W ′ → eν). Also,

4We will refer this as standard model strength coupling, henceforth.
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Figure 6.5: Cross section of pp̄ → W ′ at
√

s = 1.96 TeV calculated using Ref. [30] with
NNLO (MRST1). Also, cross section times branching fraction is shown.

the signal acceptance is shown in Figure 6.6.

The NNLO calculation code provided by L. J. Dixon [32] using MRST4

(NNLO) PDF is used to check the production kinematics of W ′ boson

(dσ/dY ) as well as W boson (dσ/dm) in PYTHIA and found to be in

good agreements in terms of the shapes of the distributions (see Figures 6.7

and 6.8).

The expected background and signal MT distributions are shown in Fig-
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W ′ Mass (GeV/c2) B(W ′ → eν) σ · B(W ′ → eν) (pb) Expected Events

200 0.108 1.40 × 102 11800
250 0.100 5.87 × 101 5290
300 0.0950 2.78 × 101 2580
350 0.0918 1.42 × 101 1360
400 0.0897 7.57 739
450 0.0883 4.17 409
500 0.0873 2.35 231
550 0.0866 1.33 132
600 0.0861 7.64 × 10−1 75.5
650 0.0857 4.38 × 10−1 42.9
700 0.0853 2.50 × 10−1 24.6
750 0.0851 1.42 × 10−1 14.0
800 0.0849 8.04 × 10−2 7.74
850 0.0847 4.48 × 10−2 4.27
900 0.0845 2.46 × 10−2 2.31
950 0.0844 1.33 × 10−2 1.22

Table 6.1: The branching fraction and cross section times branching fraction of W ′ → eν
process at

√
s = 1.96 TeV. The NNLO cross sections are calculated with a

code provided by van Neerven (R. Hamberg et al.) [30] and using MRST1 PDF
set [31]. The expected number of observed events are calculated in 205 pb−1.

ure 6.9.
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CHAPTER VII

Background Estimations

As backgrounds to W ′ → eν process, standard model backgrounds with

a real electron and missing energy in final states are considered. There

are sources with W → eν, W → τν, Z/γ → ee, Z/γ → ττ , tt̄, and Di-

boson (WW , WZ). The process of Z/γ → ee can also produce missing

energy when one of the electrons from Z/γ events is lost by falling through

cracks in the detector. The multijet background comes from events with a

misidentified jet as an electron and mismeasured jet energy in the calorime-

ter, thereby producing a sizable E/T . The detailed description about how to

predict each backgrounds are following.

7.1 Standard Model Backgrounds

The expected number of standard model background events in the data

is calculated using MC sample by
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(7.1) Nexpected = ǫ · A · σ · B ·
∫

Ldt

The ǫ is the combined efficiency of the cut on the electron identification,

trigger, and primary vertex of the event. A is the acceptance including

kinematic cuts on the leptions and the geometric acceptance of the detector.

The total ǫ·A numbers are calculated with ǫ·A = Npassed/Ngenerated assuming

trigger efficiencies to be 1 1, where Npassed is the number of events passed

through event selection cuts (described in Chapter IV) from the number of

their generated events. The σ · B is cross section and branching fraction,

and the
∫

Ldt is integrated luminosity recorded by the experiment which

corresponds to 205 pb−1. For the cross sections, except for the top and

diboson backgrounds which were calculated with NLO, NNLO theoretical

cross sections are used.

Table 7.1 shows the predicted number of events for each case of the back-

ground in 205 pb−1. The largest background comes from the W decaying

to an electron and neutrino pair with B(W → eν) of 11%. The background

of W → τν is expected less than W → eν since the background of W → τν

will have less electrons in final states with B(τ → eνν) of 17%. The relative

expected rate of Z/γ → ee with respect to W → eν events is 9.35 × 10−2.

1Any discrepancy in the trigger or event selection efficiencies between data and MC generated events
is absorbed by a common normalization factor for the MC generated backgrounds and signal in the fit
of MT distributions. Therefore, this assumption does not affect the results. See Chapter VIII
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MC ǫ · A σ · B(pb) Nexpected

W → eν 2.03 × 10−1 2687 ± 54 (NNLO) [33] 111311
W → τν 4.38 × 10−3 2687 ± 54 (NNLO) [33] 2408
Z/γ → ee 1.81 × 10−2 251.3 ± 5 (NNLO) [33] 929
Z/γ → ττ 2.72 × 10−3 251.3 ± 5 (NNLO) [33] 140

WW 9.00 × 10−2 13.25 ± 0.25 (NLO) [34] 244
WZ 3.56 × 10−2 3.96 ± 0.06 (NLO) [34] 28.9
tt̄ 5.11 × 10−2 6.7 ± 0.5 (NLO) [35] 70.0

Multijet (from DATA) 2808

Table 7.1: The expected background estimations in the W/W ′ → eν candidate sample
in 205 pb−1. We used NNLO cross sections, except for top and diboson
backgrounds which were calculated with NLO. The total acceptance numbers
are calculated assuming trigger efficiencies to be 1.

The total number of events from the diboson and tt̄ backgrounds are not

large compared to other backgrounds. However, the high kinematic distri-

butions in the transverse mass are predicted so that those backgrounds will

compete in W ′ → eν signal region.

The MT distributions of the backgrounds normalized to their expected

are shown in Figures 7.1, 7.2, and 7.3.

7.2 Multijet Background

Since dijet events dominate multijet background, in the case of a jet being

misidentified as an electron, it will be seen as recoiling against the other jets

in the events. Therefore, we expect to see back-to-back behaviour in the

azimuthal opening angle between the primary electron candidate and vector

summed ET of all other jets, whereas W/W ′ → eν process does not have a

strong correlation in the opening angle. In order to get the expected number
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Figure 7.1: The expected W → eν (left) and W → τν (right) distributions. The distri-
butions are normalized to their expected numbers of events.
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Figure 7.3: The expected WW (left), WZ (middle), and tt̄ (right) distributions. The
distributions are normalized to their expected numbers of events.

of multijet background events, we apply the method used in W ′ → µν

analysis in Run I [36]. Two samples are created by removing the isolation

requirement for W/W ′ → eν event candidate sample (Iso < 0.2) and using

different isolation requirements on the primary electron candidate.

• Iso < 0.025 (“Tight” electron enriched sample)

• Iso > 0.3 (“Non-isolated” multijet enriched sample)

We calculate the azimuthal opening angle between the primary electron

candidate and vector sum of the ET in each tower but excluding that of the

primary electron candidate, ~E
e/
T :

(7.2) ~E
e/
T ≡

(

∑

i=tower

~Ei
T

)

− ~Ee
T .

To estimate the number of multijet background events in W/W ′ → eν

candidate event sample, we fit the opening angle distributions of W/W ′ →

eν event sample with that of the electron enriched sample and the multijet
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enriched sample as shown in Figure 7.4. We use ~E
e/
T variable instead of the

vector sum of the ET of the jets due to the fact that there are events with

non clustered jets.

We used a likelihood fitting method to fit the opening angle distribu-

tion. The fit was performed only in the range between π/2 and π, where

the shapes fit well. The discrepancy in the low angle region is due to the

fact that the electrons that are close to jets with a tight isolation require-

ment are more likely to fail the requirement than the electrons with a looser

cut. We expect that the multijet enriched sample has non negligible con-

tribution from non isolated electrons, mostly coming from W → eν events.

We subtract the expected W → eν contribution in the opening angle dis-

tribution from the multijet enriched sample. The expected contribution of

the W → eν events is calculated using the W → eν MC sample used for

W → eν background estimation but with the non isolation requirement

(Iso > 0.3) instead. About 1/4 of the events in the multijet enriched sam-

ple are predicted to be from W → eν events. From the fit, the number

of multijet background events in the W/W ′ → eν event candidate sample

is determined to be 2808 ± 150 events, where uncertainty is the statistical

uncertainty from the fit only and does not include uncertainty coming from

the uncertainty in W → eν contribution.
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Isolation cut N. of multijet events

“Tight” Electron enriched Iso < 0.025
“Non-isolated” multijet enriched Iso > 0.3 2808 ± 150

“Tight” Electron enriched Iso < 0.025
“Semi-non isolated” multijet enriched 0.2 < Iso < 0.25 2691 ± 145

“Loose” electron enriched Iso < 0.05
“Non-isolated” multijet enriched Iso > 0.3 2607 ± 151

“Loose” electron enriched Iso < 0.05
“Semi-non isolated” multijet enriched 0.2 < Iso < 0.25 2508 ± 147

Table 7.2: The numbers of multijet background events in four different sample combi-
nations are obtained from the fit in the opening angle between an “electron

candidate” and ~E
e/
T .

We build additional samples for the enriched electrons and the enriched

multijet to see how stable the number of multijet background events estimate

is depending on the isolation cut requirement:

• Iso < 0.05 (“Loose” electron enriched sample)

• 0.2 < Iso < 0.25 (“Semi non-isolated” multijet enriched sample)

The results are shown in Table 7.2. The estimates agree with each other

within 3σ.

7.3 Cross Check on the Number of Multijet Background Events

We have used ∆φ( ~Ee
T , ~E

e/
T ) to estimate the number of multijet background

in the W/W ′ → eν sample. Here, we consider the “standard” method

in CDF, which uses E/T vs Iso distribution, to cross check the number of

multijet background events calculated previously. The basis for this method

is the assumption that the E/T and Iso are not correlated for the multijet
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Figure 7.5: Regions in Iso vs E/T for multijet background calculation. The signal region
is represented as “D.”

background. The number of multijet background events in the “W → eν”

signal region (high E/T and low Iso region), represented as “D” in Figure 7.5,

is calculated as

(7.3) ND = NA × NC/NB,

where Ni are the number of events in region “i.” This method, however, has

not been rigorously validated but accepted as correct to a certain degree. In

Ref. [37], the ratio, NC/NB, is shown to be dependent of Iso, even though

the dependence is not shown explicitly.

We used all the event selection cuts listed in Chapter IV except for

E/T , Iso, and ET /E/T requirements. The last requirement is removed be-
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cause it removes events mostly from region “A.” Figure 7.6 shows the ra-

tio of number of events in E/T > 25 GeV to that of in E/T < 10 GeV,

n(E/T > 25 GeV)/n(E/T < 10 GeV), at intervals of 0.1 in Iso from 0.2 to

1.0. The contributions from W → eν and Z → ee are calculated from MC

calculations and then subtracted. The dependence on Iso is clearly seen in

Figure 7.6. The distribution is fit with an exponetial function

(7.4)
n(E/T > 25 GeV)

n(E/T < 10 GeV)
= a · exp(b · Iso),

where the fit parameters a and b are determined to be (2.55 ± 0.10)× 10−2

and 2.19 ± 0.10, respectively.

Since the Iso distribution of multijet events in the signal region is not

known, the area under the fit curve in 0 < Iso < 0.2 is averaged over the

interval to get the average ratio in the signal region. The uncertainty is

taken to be a half the difference between the function value at Iso = 0 and

0.2. The average ratio in the signal region is (3.20 ± 0.70) × 10−2. There

are 1.85 × 105 events in E/T < 10 GeV and Iso < 0.2 region, the expected

number of multijet events in the signal region is then (5.91 ± 1.29) × 103

events. This result is consistent within 2σ deviation with the result from

∆φ method.

In final, we use the number of multijet events calculated with ∆φ method

in the case using the sample of Iso < 0.025 and Iso > 0.3 (see Table 7.2).

As for the uncertainty, we take the half the difference between the number
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calculated with ∆φ method and the number calculated with the method

described in this section for cross-check. The multijet background then

becomes 2808 ± 1558 events.

7.4 Multijet Background MT Shape

The transverse mass distribution of the multijet background can be ob-

tained using non isolated “electron candidate” sample which is the electron

sample with anti isolation selection (Iso > 0.2), and has a high multijet

event content. Since we are using non isolated sample to model the MT

distribution of isolated multijet events, the ET of the non isolated electron

candidate has to be corrected. The isolated misidentified jet deposits most

of its energy in the towers contained in the EM cluster. However, the non

isolated misidentified jet has multiple particles carrying its energy that is

deposited in wider area. Therefore, the EM cluster energy of the non iso-

lated misidentified jet is smaller than that if the isolated misidentified jet

for a given initial parton energy. We correct energy of non isolated electron

candidates by a factor of (1+ Iso), i.e. ET (1+ Iso) (= Efe
T ), where ET · Iso

is the energy deposited within the cone of 0.4, excluding the EM cluster

energy.2

However, this correction introduces a bias in the corrected ET , Efe
T , at

high Iso due to the cut, ET > 18 GeV, made in stripping the data to make

2This overcorrects ET somewhat, however.
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the data sample used for this analysis. If we have the minimum ET , E0
T ,

and cut on Efe
T at Efec

T , then E0
T (1 + Iso) is greater than Efec

T when Iso

is greater than Efec
T /E0

T − 1. Therefore, we would have no events between

Efec
T and E0

T (1 + Iso) as illustrated in Figure 7.7. In order to avoid biases

introduced in the Efe
T distribution from the data stripping cut, we need to

limit Iso to ≤ Efec
T /E0

T − 1. Even though we have ET > 18 GeV from the

data stripping cut, we also have ET > 18 GeV in Level 3 and which may

cause the threshold effect at ET near 18 GeV. So we chose E0
T = 20 GeV,

which limits Iso less than 0.25 when Efec
T = 25 GeV, which is our ET cut

value for isolated electron candidates.

However, the multijet background MT distribution suffers from low statis-

tics if we require only the narrow isolation (0.20 < Iso < 0.25) to avoid

the bias in the non-isolated electron candidate ET distribution. The mul-

tijet event sample size can be increased if Iso requirement is eased while

avoiding introducing the bias in ET of the non-isolated electron candidates.

Figure 7.7 shows a diagram of the ET (1 + Iso) (= Efe
T ) vs Iso with con-

stant Efe
T lines at 25, 35, and 50 GeV, and Iso = 0.2, 0.25, 0.75, and 1.5.

In order not to introduce biases in Efe
T distribution, Efe

T has to be above

ET = 20 GeV, which is a stripping cut applied to the data sample. The

shape of Efe
T distribution in the same Efe

T region should be, in principle,

the same regardless of isolation, whereas we expect some dependence of E/T
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shape on Iso.3 Figure 7.8 shows the MT distributions of multijet events

samples in different regions of Iso vs Efe
T . The multijet background MT

distribution is constructed with several MT distributions in different Efe
T

and Iso regions. The multijet MT shape distribution is constructed as

(7.5) MT = h00+
n01

n01 + n11

(h01+h11)+
n02

n02 + n12 + n22

(h02+h12+h22),

where nx is the number of events in the histogram hx and the resulting

composite MT distribution is shown in Figure 7.9. A KS test between the

composite distribution and the original distribution (0.20 < Iso < 0.25) in

solid line in Figure 7.9 gives a probability of ∼ 6%.

The resulting distribution with W → eν contribution subtracted is shown

in Figure 7.10.

3The ratio n(35<E/T <50 GeV )
n(25<E/T <35 GeV )

is consistent to be constant in Iso > 0.2 but n(E/T >50 GeV )
n(25<E/T <35 GeV )

shows

dependence at Iso >∼ 0.7
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events surrounded by the lines as described in the text.
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Figure 7.8: The MT distributions in different regions of E/T vs Iso shown in Figure 7.7.
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CHAPTER VIII

Likelihood Fit of Transverse Mass Distribution

In order to determine the W ′ → eν signal contribution in W/W ′ → eν

candidate event sample, a binned likelihood fitting method is used. The

number of events in the jth bin is

(8.1) µj = α0[
∑

i6=jet

µj
i + βµj

sig] + αjetµ
j
jet,

where α0, αjet, and β are the parameters to be determined by the fit, µj
i (µ

j
jet)

is the expected number of the ith non-multijet (multijet) background and

µj
sig is that of W ′ → eν signal in the jth bin. The probability of observing

nj
o events in the jth bin when expecting µj events can be written as

(8.2) p(α0, αjet, β) =

(

∏

j

µnj
o

j e−µj

nj
o!

)

G(αjet, σjet),

where G(αjet, σjet) is

(8.3) G(αjet, σjet) =
1√

2πσjet

exp

(

−1

2

(

αjet − 1

σjet

)2
)

.
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This Gaussian term constrains the number of multijet background events to

the expected number of multijet events estimated from the data as shown

in Section 7.2. The width, σjet, is 1558/2808 = 0.5548 as determined in

Section 7.3.

The probability is maximized by minimizing the negative log of the prob-

ability to get the best fit value. The fit results are shown in Table 8.1. Over-

all, there are small excesses up to in the wide range of W ′ mass, especially

350-500 GeV/c2 mass range with ∼ 2σ excess. This reflects the excess in

the 350-500 GeV/c2 MT bin as shown in Figure 8.1 and Table 8.2 where we

observe 9 events expecting 4 events. Figure 8.1 shows the fit using only the

backgrounds. Table 8.2 shows the expected numbers of background events

and observed numbers of data in each MT bin above MT = 200 GeV/c2.
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W ′ Mass (GeV/c2) α0 αjet β (×10−2)

200 1.019 ± 0.003 1.137 ± 0.026 0.180+0.158
−0.144

250 1.019 ± 0.003 1.138 ± 0.026 0.163+0.244
−0.163

300 1.019 ± 0.003 1.139 ± 0.026 0.143+0.322
−0.143

350 1.019 ± 0.003 1.138+0.027
−0.025 0.794+0.554

−0.473

400 1.019 ± 0.003 1.139 ± 0.026 1.21+0.77
−0.63

450 1.019 ± 0.003 1.139 ± 0.026 1.90+1.21
−0.97

500 1.019 ± 0.003 1.139 ± 0.026 2.81+1.94
−1.49

550 1.019 ± 0.003 1.139 ± 0.026 2.98+2.94
−2.09

600 1.019 ± 0.003 1.139 ± 0.026 3.36+2.60
−2.58

650 1.019 ± 0.003 1.139 ± 0.026 4.04+6.43
−3.58

700 1.019 ± 0.003 1.139+0.026
−0.025 5.01+9.89

−5.01

750 1.019 ± 0.003 1.138+0.027
−0.025 6.0+16.2

−6.0

800 1.019 ± 0.003 1.138 ± 0.026 7.5+27.9
−7.5

850 1.019 ± 0.003 1.138 ± 0.026 8.1+51.2
−8.1

900 1.019 ± 0.003 1.138 ± 0.026 6+100
−6

950 1.019 ± 0.003 1.139 ± 0.026 0+215
−0

Table 8.1: The fit results for the parameters on each W ′ boson mass point. The fit
parameters α0, αjet, and β are defined in Eq. 8.1. The uncertainties are
statistical only.
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Events in Each MT Bin (GeV/c2)

200 - 250 250 - 350 350 - 500 500 - 700 700 - 1000

W → eν 30.8 ± 5.7 17.0 ± 4.0 3.52 ± 1.70 0.27 ± 0.45 0.00 ± 0.00

Multijet 2.7 ± 6.1 0.0 ± 3.3 0.00 ± 0.29 0.00 ± 0.01 0.00 ± 0.00

Other Backgrounds 5.2 ± 1.0 3.0 ± 0.9 0.51 ± 0.22 0.06 ± 0.08 0.00 ± 0.03

Total Background 38.7 ± 8.9 20.0 ± 5.9 4.03 ± 1.97 0.33 ± 0.53 0.00 ± 0.03

Data 41 21 9 1 0

Table 8.2: The search results of the binned likelihood fitting method. Shown are ex-
pected numbers of standard model background events in each MT bin above
200 GeV/c2. The uncertainties on total expected number of events accounts
for the correlations in among individual background uncertainties.
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CHAPTER IX

Systematic Uncertainties

We use a method of constructing a probability distribution p(β), which

we obtain by maximizing p(α0, αjet, β) shown in Eq. 8.2 for each successive

value of β and then multiplying the results with a flat prior. We repeat it

for each mass value of the W ′ boson. We then use a Gaussian convolution

method to incorporate the effects of the systematic uncertainties on the

probability density [38], where

(9.1)

p(β) =

∫ ∞

0

dβ ′p(β ′)
1√

2πσ(β)
exp

(

−(β ′ − β)2

2(σ(β))2

)

(

1 +
(β ′ − β)

σ(β)

∂σ(β)

∂β

)

.

Here σ(β) is the smearing factor that is constructed with effects of the

systematic uncertainties on the probabilities. The extra Jacobian term in

the equation is a product of changing the posterior integral over the nuisance

parameter to over β. The smearing is done only in the physical region, that

is β ≥ 0.

87



The systematic uncertainty from a given nuisance parameter is calcu-

lated with the size of shift in the cumulative probability of p(β) for the

nuisance parameter shift. The cumulative probability P (β, ν) is defined as

P (β, ν) ≡
∫ β

−∞ p(ζ, ν)dζ , where ν is a nuisance parameter. The probability

p(β) in the integrand in Eq. 9.1 is p(β, ν0), where ν0 is the nuisance pa-

rameter at its mean (the “default” case). The nuisance parameter shifted

probability p(β, ν) is obtained the same way as the default case using nui-

sance parameter shifted MT templates to fit the data. The shift, δ(β), is

calculated from1

(9.2) P (β, ν) = P (β + δ(β), ν0).

Here the integration to obtain the cumulative probability of p(β, ν) is per-

formed only in the physical region [38].

Figure 9.1 shows the probability distributions and their cumulative prob-

ability distributions for 400 GeV/c2 W ′ boson for the default and the electron

energy scale shifted cases. Figure 9.2 shows δ(β) for this particular case.

The shift function δ(β) is obtained for each nuisance parameter as de-

scribed earlier and is used to perform the Gaussian convolution shown in

Eq. 9.1. The smearing factor, σ(β), in Eq. 9.1 is determined from δ(β)

for each systematic uncertainty as described below. The smearing is per-

formed for each nuisance parameter successively. The results are shown in
1The cumulative probability for P (β, ν) is simply a cumulative probability calculated with the prob-

ability density constructed with nuisance parameter shifted MT distributions in the fit.
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Figure 9.3. The sources of systematic uncertainties are described below.

9.1 Parton Density Function

The uncertainty stemming from Parton Density Function (PDF) affects

the cross sections and the kinematics. However, the limits on the signal

cross section are not affected by the uncertainty in the signal cross section.

Therefore, we consider uncertainties in the MT distributions and acceptance

of the signal resulting from the uncertainties in PDFs. For backgrounds,

the effects of the cross section uncertainty are included. The effects of using

various PDFs are calculated by the method advocated by S. Miller and

supported by “Joint Physics PDF Accord,” in which the events are weighted

according to the parton density function recalculated from the parton level

kinematics information [39].

The MT distributions for both signal and backgrounds are made for each

PDF set. The signal acceptance is calculated for each PDF set with respect

to CTEQ6M set. The signal MT distributions are normalized with respect to

the number of events in the MT distribution with CTEQ6M then mulitplied

by the relative acceptance with respect to the acceptance for the CTEQ6M

case. This accounts for the change of the MT shape and acceptance but

removes the effects of the cross section change of the signal. We used these

MT distributions in the fit of the data to extract the uncertainties.

We compared CTEQ6M with 20 eigenvectors shifted up and down and
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its default. The smearing factor σ(β) is calculated as (|δ+(β)|+ |δ−(β)|)/2,

where δ±(β) is the size of shift in the cumulative probability of the up/down

shift from default.2 Since these eigenvectors are orthogonal, each eigenvector

case is treated as independent.

Also, one of the suggestions at the accord was to compare MRST and

CTEQ6M to represent the systematic uncertainty in the momentum transfer

scale.3 As suggested at the accord we used MRST72 compared against

CTEQ6M without eigenvector shift. The shift is taken as the additional

smearing factor to the above-mentioned PDF uncertainties.

9.2 Electron Energy Scale and Resolution

As mentioned in Section 6.1, the uncertainty in the electron energy scale

is taken to be 3%. The electron energy is varied ±3%. The smearing factor

is calculated to be (|δ+(β)| + |δ−(β)|)/2, where δ±(β) is the shift in the

cumulative probability by ±1σ change in the electron energy scale.

As for the uncertainty due to electron energy resolution, we again take

the half of δ(β) between the smeared and non-smeared.

2Taking the average of the absolute values of δs normally does not change the sign of 1
σ(β)

∂σ(β)
∂β

in

the Jacobian term, because δ(β) usually is monotonous as shown in Figure 9.2.
3This quite possibly double-counts some aspects of the CTEQ6M with 20 eigenvectors and choosing

one PDF to compare against is quite arbitrary in itself. And this introduces an arbitrary factor in
choosing a PDF to compare with.
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9.3 Initial State Radiation

The Initial State Radiation (ISR) results in the distortion of the mass

lineshape. We turned ISR off in PYTHIA for signal and compared them

against the default case (ISR on). We found that the effect is negligible for

low MT region where background is expected to dominate. Half of shift in

the cumulative probability is taken as the uncertainty.

9.4 Jet Energy Scale

We used the function totalJetSystematics [40] to get the total ±1σ

shift in the jet energy scale systematics, which calculate the effect of in-

dividual jet uncertainties. The jet energy is shifted up and down by this

amount and E/T is recalculated. The smearing factor is taken to be (|δ+(β)|+

|δ−(β)|)/2, where δ±(β) is the shift in the cumulative probability by ±1σ

change in the jet energy scale.

9.5 Relative Fractions of Backgrounds

The relative fraction of each background, except for multijet background,

is varied by ±1σ of its theoretical cross section and then fit the data MT

distribution to obtain the shift the cumulative probability distribution. The

smearing factor is taken to be (|δ+(β)|+ |δ−(β)|)/2, where δ±(β) is the shift

in cumulative probability by ±1σ change for each background fraction.
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9.6 Multijet Background

Since the multijet background contribution is Gaussian constrained to

its expected number of events and uncertainty, we only consider the change

in the shape of the multijet MT distribution. We considered the various

ways of changing the shape of the MT distribution of the multijet back-

ground, such as changing the relative fractions of the MT distributions in

the different kinematic regions in the composite MT distribution (see Sec-

tion 7.4), changing the non-isolated W → eν fraction in the multijet sample,

and using various functions to fit the high MT region of the multijet MT

distribution. We found that with +1σ change of the non-isolated W → eν

contribution in the multijet sample and using an exponential function for

the fit in the high MT region gives a reasonably large change in the high

MT region (> 250 GeV/c2), increasing the expected number of events from

none to ∼ 3 events. We use this modified MT distribution to estimate the

multijet uncertainty.
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Figure 9.3: The smearing factor σ(β) in Eq. 9.1 due to systematic uncertainties are shown
as a function of β. σ(β) shown here are summed in several categories, PDF,
electron energy scale, background fraction, jet energy scale, and the rest, in
quadrature to show their sizes but not used in this summed form for smearing.
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CHAPTER X

Results

In order to calculate the limit, we start from Eq. 9.1. First, we construct

a probability distribution as described in Chapter IX. We then incorporate

the systematic uncertainties into the probability densities using a method

of Gaussian convolution shown in Eq. 9.1 in Chapter IX. The smearing is

done only in the physical region, that is β ≥ 0. The unsmeared and smeared

probability densities are shown in Figure 10.1.

The 95% confidence level limit in terms of β is calculated by

(10.1) 0.95 =

∫ β95

0
p(β)dβ

∫∞
0

p(β)dβ
,

where p(β) is the smeared probability distribution and β95 is the 95% CL

limit on β = σ·B(W ′→eν)
σ·B(W ′→eν)SM

. Here σ · B(W ′ → eν)SM is the cross section

times branching fraction of W ′ → eν process assuming the standard model

strength couplings. The limits are shown in Table 10.1 and Figure 10.2.

Also, if we assume that W ′ boson has the standard model strength couplings,
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Figure 10.1: Probability densities before (solid) and after (dashed) systematic uncer-
tainty smearing.
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we can set the lower mass limit at the mass value at β95 = 1, which is where

the cross section limit curve and the expected cross section with standard

model strength curve cross each other. We incorporated uncertainties on

the cross section setmming from PDF uncertainties and the momentum

transfer scale. We calculated the uncertainties due to PDFs by calculating

the cross section with CTEQ6M and varying 20 eigenvectors shifted up

and down. We took the differences of these calculated numbers from the

cross section calculated using the default CTEQ6M and symmetrised for

each eigenvector and added in quadrature. We calculated the differences in

cross section Q2 = M2
W ′ using momentum transfer scales of Q/2 and 2Q.

The uncertainties from PDFs and momentum transfer scale are added in

quadrature. We took the lower cross section of the two and the cross section

limit to get the mass limit. The mass limit is found to be MW ′ > 788 GeV/c2

with theoretical uncertainty on cross section and > 800 GeV/c2 without the

uncertainty. We also set the limits on the ratio of the coupling constants,

gR/gL, where gR/gL =
√

β, assuming LR symmetric model. The limits are

shown in Figure 10.3.

The expected limits are calculated using pseudo-experiments by gener-

ating backgrounds with their expected numbers of events. The expected

number of events for each background is fluctuated according to Poisson

probability with its mean at the expected number of events when gener-
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Figure 10.2: The 95% CL limits on cross section times braching fraction. The region
above the curve is excluded by 95% CL. Also the cross section times brach-
ing fraction assuming the standard model strength couplings is shown. The
uncertainty on the theoretical cross section is shown as a band, which is cal-
culated with changes in the CTEQ6M eigenvector shift and the momentum
transfer scale change. Assuming the standard model strength couplings, the
intercept of the lower cross section curve and the limit on the cross sec-
tion curve yields MW ′ > 788 GeV/c2 at 95% CL. Without the theoretical
uncertainty on cross section, the mass limit is MW ′ > 800 GeV/c2.
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Figure 10.3: The 95% CL limits on standard model strength couplings is shown.
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W ′ Mass (GeV/c2) β95 σ · B(W ′ → eν)SM σ · B(W ′ → eν)95

200 1.02 × 10−2 1.40 × 102 1.43
250 1.11 × 10−2 5.87 × 101 6.54 × 10−1

300 1.20 × 10−2 2.78 × 101 3.34 × 10−1

350 2.49 × 10−2 1.42 × 101 3.52 × 10−1

400 3.40 × 10−2 7.57 2.57 × 10−1

450 3.40 × 10−2 4.17 1.42 × 10−1

500 7.94 × 10−2 2.35 1.86 × 10−1

550 1.11 × 10−1 1.33 1.48 × 10−1

600 1.61 × 10−1 7.64 × 10−1 1.23 × 10−1

650 2.34 × 10−1 4.38 × 10−1 1.02 × 10−1

700 3.57 × 10−1 2.50 × 10−1 8.92 × 10−2

750 5.73 × 10−1 1.42 × 10−1 8.16 × 10−2

800 1.00 8.04 × 10−2 8.04 × 10−2

850 1.84 4.48 × 10−2 8.26 × 10−2

900 3.70 2.46 × 10−2 9.12 × 10−2

950 8.26 1.33 × 10−2 1.10 × 10−1

Table 10.1: The 95% CL limits on the signal contribution, β95, cross section times branch-
ing fraction of W ′ → eν process assuming the standard model strength cou-
plings, and their 95% CL limits (unit : pb).

ating pseudo-experiments. We performed ∼ 50 000 pseudo-experiments for

each mass point and calculated the expected limits the same way we did for

the data, except incorporating the systematic uncertainties. The results are

shown in Figure 10.4. The expected limits are lower than the measured lim-

its by 2σ above MW ′ = 350 GeV/c2, reflecting the excess in 350-500 GeV/c2

bin in the MT distribution shown in Figure 8.1 and Table 8.2.
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Figure 10.4: The 95% CL limits on σ · B(W ′ → eν) with statistical uncertainties (solid)
and the expected limits (dashed). The uncertainty on the expected limits
are shown as bands, for 1σ and 2σ. The σ · B(W ′ → eν) with standard
model coupling strength is shown in dotted curve.
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CHAPTER XI

Conclusion

The heavy charged vector boson W ′ was searched for in an electron and

neutrino pair final state using a data sample recorded by the Collider Detec-

tor at Fermilab corresponding to an integrated luminosity of (205±12) pb−1

of pp̄ collisions at
√

s = 1.96 TeV. We do not observe any statistically signif-

icant excess over background expectations. We set limits on σ ·B(W ′ → eν).

We set the lower mass limit at MW ′ > 788 GeV/c2 at 95% CL assuming the

standard model strength couplings.
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Abstract

Search for a New Charged Heavy Vector Boson Decaying to an eν Pair in

pp̄ Collisions at
√

s = 1.96 TeV

by

Jieun Kim

We present results on a seach for a heavy charged vector boson, W ′,

decaying to an electron-neutrino pair in pp̄ collisions at
√

s = 1.96 TeV using

a data sample corresponding to an integrated luminosity of 205 pb−1. We

found no evidence of this decay channel, and set 95% confidence level limits

on the production cross section times branching fraction assuming the light

neutrino. We also set the limit on the W ′ boson mass at MW ′ > 788 GeV/c2,

assuming the standard model strength couplings.




