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Abstract

This report documents a year-long academic project, presenting selected techniques for analysis of market growth, penetration, and forecasting applicable to renewable energy technologies. Existing mathematical models were modified to incorporate the effects of fiscal policies and were evaluated using available data. The modifications were made based on research and classification of current mathematical models used for predicting market penetration. An analysis of the results was carried out, based on available data. MATLAB versions of existing and new models were developed for research and policy analysis.
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Chapter 1

Introduction

As politicians and scientists debate the future of fossil fuels and question the remaining supply, two things are certain: prices of crude oil are rising and the environment is suffering. Whether it be through political imposition or the laws of economics, the world has begun to look for alternative forms of energy. Increasing attention is being paid to renewables, a group of resources used to generate electricity that are capable of being replaced naturally (e.g., solar, wind, biomass).

The speed with which the world economy transitions from fossil fuels to renewable energies is dependent on several factors. Understanding these factors will ease the process of switching technologies, and can help the government intervene wisely. The goal of this project is to generate models and a GUI (graphical user interface), that can be used to help policy makers understand the potential impacts of their actions. Such a tool could have profound impacts on the energy market.

This report explains the origins of this project and presents the findings, beginning with a classification of fiscal policies affecting renewable energies (Chapter 2) and also existing mathematical models for representing market penetration (Chapter 3). Then, an explanation of modified models to account for differences in modeling renewable energies versus more traditional products is given (Chapter 4). Next is a description of the GUI, including its implementation and features (Chapter 5). Finally, the results of this project are presented, along with suggestions for future work, as the needed data becomes available (Chapter 6).

To provide additional insight into background, a list of behavioral motives involved in consumer decisions to invest in renewable energies is presented below (Table 1.1). The first column lists the motives, followed by
explanations in the second column. The third column describes how the variables are captured by suggested modifications to selected mathematical models, or the difficulties with incorporating such variables.

Table 1.1: Behavioral Motivations for Purchasing Renewable Energies

<table>
<thead>
<tr>
<th>Motive</th>
<th>Description</th>
<th>Model Implications</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Alternative Price</strong></td>
<td>The price and availability of the current alternatives to renewable energy.</td>
<td>Alternatives typically include fossil fuel-derived electricity. This is incorpo-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>rated in baseline price and savings.</td>
</tr>
<tr>
<td><strong>Availability of Resource</strong></td>
<td>Are the natural resources available in the area of interest?</td>
<td>This should be taken into consideration when estimating market size.</td>
</tr>
<tr>
<td><strong>Convenience</strong></td>
<td>How much effort must be made by the consumer to make a switch in energy sources?</td>
<td>Initial data points should capture this and calibrate $p$ and $q$ appropriately (for definitions see §3.3.7). This could also be accounted for in the price variable.</td>
</tr>
<tr>
<td><strong>Cultural Implications</strong></td>
<td>Could be directly tied to environmental concerns.</td>
<td>Difficult to capture mathematically. It is assumed that the constants incorporate such implications.</td>
</tr>
</tbody>
</table>

Continued on next page.
<table>
<thead>
<tr>
<th>Motive</th>
<th>Description</th>
<th>Model Implications</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Education</strong></td>
<td>One step further than <strong>familiarity</strong>. The ability to understand that the alternatives may provide benefits (long term or short term) other than price differentiation and consider the entire scope of benefits collectively.</td>
<td>Experimenting was done with education, making innovators out of imitators, but it does not make sense mathematically. This should be accounted for as <strong>familiarity</strong>, possibly through innovation and savings constants as well.</td>
</tr>
<tr>
<td><strong>Efficiency of the Source</strong></td>
<td>As efficiency increases, the number of pieces of infrastructure and/or the size of the infrastructure needed decreases.</td>
<td>See <strong>R&amp;D funding</strong>.</td>
</tr>
<tr>
<td><strong>Environmental Concerns</strong></td>
<td>The benefits to the environment (typically long term) of not using fossil fuels and instead using renewable energy.</td>
<td>Very hard to estimate and collect data on. Presumably, this is influence by <strong>education</strong> and <strong>culture</strong>. Within the model, our constants, $p$, $q$, and the weights on advertising, price, and savings, account for environmental concerns.</td>
</tr>
<tr>
<td><strong>Familiarity</strong></td>
<td>Understanding that renewable energy is available. This is typically directly affected by advertising.</td>
<td>Assumed that this is covered by word-of-mouth estimations and advertising.</td>
</tr>
<tr>
<td><strong>Price</strong></td>
<td>The cost of the renewable energy as seen by the consumer, therefore including some fiscal policies.</td>
<td>Inversely related with rate of diffusion. Incorporated (as data) into models.</td>
</tr>
</tbody>
</table>

Continued on next page.
<table>
<thead>
<tr>
<th>Motive</th>
<th>Description</th>
<th>Model Implications</th>
</tr>
</thead>
<tbody>
<tr>
<td>R&amp;D Funding</td>
<td>Financial contributions to push the technological advantages of renewable energies. Could be tied to <em>familiarity, education, and efficiency</em>.</td>
<td>Presumably, effects of R&amp;D are lowered price and higher efficiency (more savings). R&amp;D funding could be modeled as such, but expert judgment is needed on when and how much these effects show up.</td>
</tr>
<tr>
<td>Risk</td>
<td>Are the tax incentives and long-term savings guaranteed? Or do they need to be reaffirmed by congress occasionally?</td>
<td>A guaranteed market for renewable energy, with initial prices held artificially high, can be constructed by the government to promote investment. This is partially accounted for in computing savings data.</td>
</tr>
<tr>
<td>Savings</td>
<td>The financial benefits of the renewable energy not directly included in the price (i.e. tax rebates, annual tax savings, etc.).</td>
<td>Directly related with diffusion rate. Estimates (as data) incorporated into models.</td>
</tr>
<tr>
<td>Sustainable Economy</td>
<td>The benefits of reducing dependency on imported energy and becoming a self sufficient economy.</td>
<td>Same as environmental concerns and cultural implications.</td>
</tr>
<tr>
<td>Visibility</td>
<td>The physical beauty of the renewable energy. Some are concerned about having windmills nearby, as they can be an eyesore.</td>
<td>Can be incorporated into environmental concerns.</td>
</tr>
</tbody>
</table>

*Continued on next page.*
<table>
<thead>
<tr>
<th>Motive</th>
<th>Description</th>
<th>Model Implications</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Variable Pricing</strong></td>
<td>In the case of incremental tax savings, what is the likelihood of receiving the maximum savings.</td>
<td>See Risk.</td>
</tr>
</tbody>
</table>

As can be seen, the factors that influence adoption of alternative energy sources, and renewables in particular, are complex and present a difficult challenge. The following six chapters make progress towards addressing these challenges.
Chapter 2

Fiscal Policy

2.1 Introduction

Beginning with the energy crises in the 1970s, many countries, including the United States, have become increasingly interested in renewable energies. The motivation for transitioning to renewable energy is twofold: to decrease dependence on fossil fuels and to protect the environment. The ability for a society to transition to renewable energies, however, differs greatly among states and throughout the world. Natural resource endowments, political and economic systems, and cultural traditions aid or inhibit the incorporation of renewable energies (Energy Information Administration, 2005). The government’s involvement with this transition can greatly affect the degree to which renewable energies become a staple in the economy and also the speed with which the transition occurs.

There are various methods through which fiscal policy can impact innovation, consumption, and ultimately market penetration. These methods include tax breaks, subsidies for purchasing renewable energy or installing one’s own source, and income through contributing back to the power grid (see Table 2.1 for a few examples). These policies affect renewable energies at various levels, including the consumer, business, and even government.

Tax breaks refer to the reduction of taxable income based on investment in a developing technology (commonly referred to as a “credit”). Subsidies reduce the consumer price of the good by aiding in the cost of the product, before it reaches market, or through a rebate. Mandates, standards, and punitive pricing refer to legislation requiring that goals be met with respect to particular technologies. Of the various policies currently in place, income tax credits have been selected for further discussion within
Income tax credits are given for the production of renewable electricity sold by a taxpayer (private company/individual) to an unrelated person (customer) from a qualified facility. The United States government has produced standards for qualified facilities (e.g., a solar facility which was placed in service between Oct 22, 2004 and Jan. 1, 2006). The base credit is currently 1.5 cents per kilowatt-hour of electricity produced, indexed for inflation. For 2005, the credit is 1.9 cents per kilowatt-hour. This credit can be claimed for the first 10 years the qualified facility is in service. Credit is reduced for facilities with funding through grants, tax-exempt bonds, and subsidized energy financing. The total credit claimed by a taxpayer is reduced as the market price of electricity exceeds acceptable levels.

A summary of the credit rate and credit period by facility, showing how the rates change based on the resource, is given in Table 2.2 (Staff of the Joint Committee on Taxation, 2005). The table shows that electricity produced from wind energy yields a 1.9 cent credit (in 2005) per kilowatt-hour of electricity produced. This credit is only valid for a ten year period, beginning with the year the facility was placed in service. The table also provides information about “closed-loop” and “open-loop” biomass systems. A closed loop biomass resource is any organic matter from a plant which is planted for the exclusive purpose of being used to produce energy. This does not include wood, agricultural waste, or standing timber (which is commonly referred to as open-loop biomass) (Darling, 2005).

To a taxpayer, the value of this credit is equivalent to the price of the electricity sold as well as the subsidy paid for each kilowatt-hour of electricity produced. A credit that reduces the taxpayer’s liability has the same effect as a subsidy. The equivalent subsidy is \( c / (1 - t) \), where \( c \) represents the credit rate per kilowatt-hour and \( t \) is the taxpayer’s marginal tax rate. For example, a taxpayer with a marginal tax rate of 30 percent receiving a credit of 1.9 cents per kilowatt-hour for energy produced, would have an equivalent subsidy of \( 1.9 / .7 = 2.7 \) cents per kilowatt-hour (Staff of the Joint Committee on Taxation, 2005).

The average price of electricity in 2004 for industrial customers was 5.11 cents per kilowatt-hour. A credit of 1.9 cents per kilowatt-hour for renewable energy produced would be equivalent to a subsidy of over 37 percent of this price (1.9/5.11). Or, alternatively, the equivalent subsidy could be
### Table 2.1: Summary of Renewable Energy Fiscal Policy

<table>
<thead>
<tr>
<th>Consumer Level</th>
<th>Business/Entrepreneurial Level</th>
<th>Government Level</th>
<th>Overarching Economic Policy</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Tax Breaks:</strong> Purchase of hybrid cars, property tax breaks for installation of photovoltaic or wind RE sources.</td>
<td><strong>Tax Breaks:</strong> Incentives on income (or losses) due to work in renewables. Tax reduction on profits. Loss write offs.</td>
<td><strong>Mandates:</strong> States using specified technologies and quantities of renewable energies.</td>
<td><strong>Punitive Pricing:</strong> For pollution units at consumer and business levels.</td>
</tr>
<tr>
<td><strong>Subsidies:</strong> Purchase of renewable energy equipment.</td>
<td><strong>Subsidies:</strong> Purchase of renewable energy equipment.</td>
<td><strong>Standards:</strong> Specified percent of total energy supplied by renewables.</td>
<td><strong>Funding:</strong> For RE technology (NSF, DOE, NREL, SBIR).</td>
</tr>
<tr>
<td><strong>Opportunities for income:</strong> PV, fuel cell, wind energy sold back to the power grid.</td>
<td><strong>Transit Systems:</strong> Fuel Celled Vehicles</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1: Summary of Renewable Energy Fiscal Policy.
Table 2.2: Summary of Credit for Electricity Produced from Certain Renewable Resources.

| Electricity produced from renewable resources | Credit amount for 2005 (cents per kilowatt-hour; dollars per ton) | Credit period (years from placed-in-service date)
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind</td>
<td>1.9</td>
<td>10</td>
</tr>
<tr>
<td>Closed-loop biomass</td>
<td>1.9</td>
<td>10</td>
</tr>
<tr>
<td>Open-loop biomass (including agricultural livestock waste nutrient facilities)</td>
<td>0.9</td>
<td>5</td>
</tr>
<tr>
<td>Geothermal</td>
<td>1.9</td>
<td>5</td>
</tr>
<tr>
<td>Solar</td>
<td>1.9</td>
<td>5</td>
</tr>
<tr>
<td>Small irrigation power</td>
<td>0.9</td>
<td>5</td>
</tr>
<tr>
<td>Municipal solid waste (including landfill gas facilities and trash combustion facilities)</td>
<td>0.9</td>
<td>5</td>
</tr>
<tr>
<td>Refined Coal</td>
<td>5.481</td>
<td>10</td>
</tr>
</tbody>
</table>

1 For eligible pre-existing facilities and other facilities placed in service prior to January 1, 2005, the credit period commences on January 1, 2005. In the case of certain co-firing closed-loop facilities, the credit period begins no earlier than October 22, 2004.
analyzed as a stream of receipts across the life of the investment in the project. Using this method, the subsidy would be equal to the value of the payments the taxpayer would receive annually, per kilowatt-hour, over the life of the project, computed at present value. Using a 20 year facility life (while receiving the credit for only the first 10 years), the 1.9 cents per kilowatt-hour tax credit is equivalent to a 1.66 cent cash subsidy per kilo-watt hour over the 20-year life of the investment. This produces a subsidy of 22 percent of the average retail price of electricity (Staff of the Joint Committee on Taxation, 2005).

Tax incentives for renewable energies are designed to match the return on investment for the forms of energy the government is encouraging users to transition out of. The idea is to promote research in the underdeveloped technology source.

2.3 Investment in Renewable Energy Facilities

For an individual to invest in the production of renewable energies, aspects other than return on investment must also be considered. For example, the location of the site may be a factor—it would be better to build a photovoltaic facility in Southern California than Northern Washington because of the amount of annual sunlight. The amount of time required to design and build a facility is an important consideration—a geothermal facility takes much longer to design and construct than wind facilities.

Recent investors in renewable energies have found that wind facilities are the most profitable investment when considering the previously mentioned factors. Over the last 10 years, since wind facilities have been eligible as qualified facilities, the annual production of electricity from wind has increased fourfold (Fig. 2.1), while other energies also eligible as qualified facilities, such as wood, waste, and geothermal have not seen significant growth (Fig. 2.2) (Staff of the Joint Committee on Taxation, 2005).

At the same time, however, in 2004 wind energy accounted for less than four-tenths of one percent of all electricity generated in the United States, while wood, waste, and geothermal accounted for 1.9 percent of all electricity produced. Although wind energy is currently the best investment, state governments are setting up programs that require the use of a broad range of technologies.
Figure 2.1: Electricity Generation from Wind, 1989–2004
Figure 2.2: Electricity Generation from Wood, Waste, and Geothermal Sources, 1989–2004
2.4 Current State Programs

By the end of 2003, there were 17 renewable energy programs in 15 states encouraging the development of renewable energy for generating electricity. Since then many more states have added similar programs. These programs can be categorized into three types: renewable energy mandates, renewable portfolio standards, and renewable energy goals (Table 2.3 breaks down the different categories by state). Renewable energy mandates require the construction of specific quantities of new renewable energies using specific technologies. This is the most stringent of the governmental programs requiring the generation of new facilities at a specific rate. Renewable portfolio standards require that generation of renewable energies account for a specific share of overall electricity generation and/or sales. The third type of programs, goal-based, are voluntary and may be met with a mix of renewable energies (Petersik, 2003).

As of the end of 2003, mandates resulted in the majority of new renewable energy sources (86 percent of the 2,335 megawatts of renewable energy capacity constructed in the 15 states with programs). Although this behavior may be expected, it should be noted that renewable portfolio standards and goal-based programs are newer to the renewable energy scene than mandates. Also, renewable portfolio standards include output from existing renewable energy sources, decreasing the current impact they have on comparison calculations. Table 2.4 gives a refined breakdown of the types of energy programs per state. For example, it shows that technologies such as wind and solar are widely represented when compared to technologies such as municipal solid waste.

The flexibility that states allow in choosing technologies for investment varies widely. In Hawaii, for example, renewable energy development is a voluntary goal, not a mandate. Therefore, investors have more control over the type of renewable technologies developed in Hawaii when compared to states such as Arizona with stricter mandates (Petersik, 2003).

2.5 Policy Timeline

The policy timeline captures major events in renewable energies policy in the United States, with an emphasis on California’s progress in adopting renewable energy technologies (Adminstration, 2005). With reliable data for a particular area and time, it should be possible to measure the effect of a policy change by fitting a diffusion curve to the data provided before the
Table 2.3: State Renewable Energy Programs as of Dec. 31, 2003 (Petersik, 2003)

<table>
<thead>
<tr>
<th>Renewable Portfolio Standard Program</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Arizona</td>
<td>Nevada</td>
</tr>
<tr>
<td>California</td>
<td>New Jersey</td>
</tr>
<tr>
<td>Connecticut</td>
<td>New Mexico</td>
</tr>
<tr>
<td>Maine</td>
<td>Wisconsin</td>
</tr>
<tr>
<td>Massachusetts</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mandate Program</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Iowa</td>
<td>Texas</td>
</tr>
<tr>
<td>Minnesota</td>
<td>Wisconsin</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Goals Program</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Hawaii</td>
<td>Minnesota</td>
</tr>
<tr>
<td>Illinois</td>
<td>Pennsylvania</td>
</tr>
</tbody>
</table>
Table 2.4: Acceptable Technologies and Resources for State Renewable Energy Requirements as of Dec. 31, 2003

<table>
<thead>
<tr>
<th>State</th>
<th>Biomass</th>
<th>Biomass Co-firing</th>
<th>Biomass Cogeneration</th>
<th>Geothermal</th>
<th>Conventional Hydroelectric</th>
<th>Landfill Gas</th>
<th>Municipal Solid Waste</th>
<th>Ocean or Tidal</th>
<th>Solar</th>
<th>Wind</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arizona</td>
<td>Yes</td>
<td>NS</td>
<td>NS</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>N5</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>California</td>
<td>Yes</td>
<td>NS</td>
<td>NS</td>
<td>Yes</td>
<td>Small only</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Connecticut</td>
<td>Yes</td>
<td>NS</td>
<td>NS</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Maine</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Small only</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Massachusetts</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Nevada</td>
<td>Yes</td>
<td>NS</td>
<td>NS</td>
<td>Yes</td>
<td>Small only</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>New Jersey</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>New Mexico</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Wisconsin</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Small only</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Mandates</td>
<td>Yes</td>
<td>NS</td>
<td>NS</td>
<td>Small only</td>
<td>Yes</td>
<td>Yes</td>
<td>NS</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Iowa</td>
<td>Yes</td>
<td>NS</td>
<td>NS</td>
<td>Small only</td>
<td>Yes</td>
<td>Yes</td>
<td>NS</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Minnesota</td>
<td>Yes</td>
<td>NS</td>
<td>NS</td>
<td>No</td>
<td>Small only</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Texas</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Wisconsin</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Goals</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Hawaii</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Illinois</td>
<td>NS</td>
<td>NS</td>
<td>NS</td>
<td>NS</td>
<td>NS</td>
<td>N5</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Minnesota</td>
<td>Yes</td>
<td>NS</td>
<td>NS</td>
<td>No</td>
<td>Small only</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Pennsylvania</td>
<td>Yes</td>
<td>NS</td>
<td>NS</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

*Accepted by waiver only.

*Specific characteristics are being determined. See web site www.puc.state.mn.us, Docket 03-869.

*Yes by exception, for General Public Utilities (GPU) only.

**NS = not specified in the State requirement.

*Source: Energy Information Administration, Office of Integrated Analysis and Forecasting.
policy goes into effect, and measuring the difference between the predicted and actual curves after the policy change.

1970 The cost of producing solar cells drops, decreasing the price from $100/watt to $20/watt.

1976 California 10% investment tax credit for installation of renewable technologies, mainly solar energy.

1977 Solar Energy Research Institute is created (later becomes NREL).

1978 California’s investment credit was increased to 55%, and extended for wind energy until 1986 and into the 1990’s for other alternative energy sources.

1978 California sets a goal of 500 MW of wind capacity installed by the mid 1980’s with the Wind Energy Program.

1978 National Energy Act, including PURPA (Public Utility Regulatory Policies Act) was passed. This sought to improve and develop alternative energy sources. Required utility companies to buy electricity from qualified facilities that provided alternative methods of producing electric power. Purchasing cost was left to state regulation. “California based its avoided cost calculations on forecasts of natural gas and oil prices, which were higher than prices actually turned out to be, resulting in favorable investment conditions for renewable power.” (Adminstration, 2005).

1978 Energy Tax Act (part of NEA) provided a 30% investment tax credit for solar/wind energy in residential consumption, and 10% for solar/wind/geothermal/ocean thermal energy in business consumption. These tax credits varied from year to year and expired in 1985.

1980’s California starts several demonstration projects for wind.

1982 California purchase cost for wind power drops significantly after returning to the actual avoided cost. California’s Public Utilities Commission (CPUC) created 10-year contracts that agreed on a power purchase rate of 6.9 cents/kWh, for both utility companies and qualifying alternative energy facilities.

1985 California has installed 1000 MW of wind capacity.
1986 The Tax Reform Act extended tax credits for businesses for solar, ocean thermal, geothermal, and biomass property.

1990 California has installed 1799 MW of wind capacity.

1990 Clean Air Act Amendments (CAAA). This was the introduction of a new emissions-reduction program.

1991 NREL is established by the DOE.

1992 Energy Policy Act (EPACT) included “…a 10-year 1.5 cents per kWh inflation-adjusted production tax credit (PTC) for tax-paying privately and investor-owned wind projects and closed-loop biomass plants brought online between 1994 and 1999” (Adminstration, 2005). It was renewed in 1999, 2001, and the end of 2004, after it expired at the end of the previous year.

A Renewable Energy Production Incentive (REPI) was part of EPACT, and included a tax credit for biomass/geothermal/solar/wind energy, but since the funds are appropriated annually by Congress, such a credit is variable and cannot be counted on with certainty.

1995 Federal regulations passed to determine purchase cost for alternative energy resulted in lower incentives than before in some states (including California).

1995 California introduces net metering law, allowing alternative energy projects up to 1 MW of net metering for wind/solar projects, limiting net metering to .5% of a utility’s peak demand.

1996 California begins residential net metering for solar/wind energy up to 1 MW. It is interesting to note that “the buyback rate for net metering in California is equal to the retail electricity price, and State law prohibits the utilities from charging net metering consumers interconnection fees.” (Adminstration, 2005).

1997 Kyoto Protocol negotiated. All countries that ratified the Kyoto protocol committed to reduce their emissions of greenhouse gases, including carbon dioxide. The emissions trading program agreed to in Kyoto allows countries to maintain emissions through a process of emissions trading, as long as collective emissions levels decrease. The treaty was brought into force in 2005, and the United States did not ratify the treaty.
1998 California starts the Emerging Renewables Buydown Program to help residential and small businesses invest in renewable energy projects. Rates vary between $2000/kW and $3600/kW.

1999 California offers a 1.5 cent/kWh credit for consumers of renewable electricity. Tax Relief Extension Act is passed, extending the production tax credit from EPACT for wind, closed-loop biomass, and poultry waste systems.

2000 The California 1.5 cents/kWh credit is reduced to 1 cent/kWh with a maximum of $1000 per year.

2001 Home Energy Generation Act allows consumers to sell excess energy back to local utility companies.

2002 California lets residential net metering laws include biogas energy.

2002 California sets a mandatory target for utility purchases - 20% of electricity must be purchased from renewable sources by 2017.

2003 California net metering permits wind energy to net meter up to 50kW.

2005 “As of March 2005, California’s net metering rules had enticed nearly 600 projects to interconnect with the state’s 3 investor-owned utilities totaling 25.1 MW. Nearly 100 percent of the projects were using solar photovoltaic technology.” (Administration, 2005).

2.6 Funding

Although some fiscal policies are designed to encourage development of renewable technologies on a consumer or business level, other policies, such as mandates, are requirements for development at the federal level. Funding for these programs comes from three primary sources: passing the costs on to all utility users (called “ratebasing”), applying a fee to specific categories of sales, or encouraging users to voluntarily pay a premium for renewable energy (known as “green power” programs). Additionally, some states reduce their requirements if costs for renewable technologies become excessive (called “cost outs”). Other states allow for reduction in requirements for non-cost reasons (“non-cost outs”). Table 2.5 shows some of the differences in how states address these funding issues (Petersik, 2003). For example, this table shows that states such as Arizona and
Table 2.5: Acceptable Alternatives to and Cost Support for Renewable Technologies for State Renewable Energy Requirements as of Dec. 31, 2003

Nevada, while having similar choices in favored technologies and allowing non-electric alternatives, have different funding options and different laws with respect to “non-cost outs” and penalties.

2.7 Conclusion

For the United States, transitioning to renewable energies is less likely to be impacted by cultural traditions or natural resource endowments, and more likely to be impacted by the political and economic system. As the United States and the world become more environmentally conscious, there will be greater interest in transitioning to renewable energies. Additionally, as the cost of petroleum increases, there will be more interest in finding alternative energy sources, with renewable energy at the heart of the search. Currently, this transition is most greatly affected by fiscal policies that both require the gradual development of renewable energies and encourage pri-
vate investment in such technologies through financial incentives. Consequently, it is important that those who create the policies understand the affects of their decisions on the economy and the environment.
Chapter 3

Classification

3.1 Introduction

This chapter provides a classification and analysis of existing technology penetration models. Comments on the potential applicability to the renewable energy market and on how well it lends itself to modification for fiscal policy considerations follow the examination of each model.

3.2 Definitions, Concepts & Terms

**Notation:** Throughout this chapter when dealing with penetration as a function of time the default will be $F(T) = \int_0^T f(t) \, dt$, where $F(T)$ is the cumulative distribution function of market diffusion—the proportion of the market penetrated at time $T$, and $f(T)$ is the probability density function—the instantaneous rate of change of penetration.

These following are terms that will be useful to in understanding the description of the models. They are presented alphabetically.

**Decision Variable:** Any characteristic of a product that influences a consumer’s decision to purchase. Examples include, price, advertising, environmental friendliness, efficiency, maintenance cost, expected life, etc.

**Direct Network Effects:** Essentially, as more people purchase a technology, the better it is to have. Classic examples are telephones and fax machines, where the machine is useless until it is popular. By nature, models that use contagion or imitation parameters model some inherent network effects. In some cases, however, network effects are much stronger, perhaps having demand increasing exponentially with penetration. To deal with
strong network effects, models require more specific adaptations (Berndt et al., 1999; Saloner and Shepard, 1995).

**Hedonic Pricing:** This refers to letting a price function account for more than just the price of a product. For example, as a product’s quality increases it becomes more desirable, thus hedonic pricing would have the price function be adjusted to below the actual price to account for the greater appeal of the higher quality product. Hedonic pricing modifies the time-dependent price variable and can be easily included in any model that uses such a variable. There are numerous reasons to use hedonic pricing. Adjusting the price of a product can serve as a proxy for the effects of many decision variables such as product quality and advertising, and the same principle can be extended to any decision variable.

**Indirect Network Effects:** These occur when several financial entities interact as a result of a single consumer. ATMs are a popular example, whereby different banks operate with each other as a result of one person’s transaction. It is probable that indirect network effects are involved in renewable energies, especially in cases where consumers may buy green energy from their local power company, which then in turn buys energy from a renewable energies producer. The effects on technology diffusion of indirect network effects must be evaluated on a case-by-case basis. It is unknown if a model could believably incorporate indirect network effects (Knittel and Stango, 2004).

**Innovation and Imitation:** Many technology diffusion models, starting with the 1969 Bass Model (Bass, 1969), rely primarily on two parameters: the coefficient of innovation and the coefficient of imitation. The reasoning is that when a new product enters a market, there are two types of individuals who will (eventually) purchase it: (1) The innovators, who purchase the product because they are excited by the new technology, and (2) The imitators, who are influenced by the product’s success and by those who have already purchased it. Another name for imitation is “word-of-mouth effect” (Easingwood et al., 1983).

**Innovation Diffusion Theory:** When a new product is introduced to a market, its initial sales start at a level below that it may achieve. A typical durable good, when first introduced, is only purchased by a few people. Later, as it catches on, more and more people will purchase it, and so on, until there are only a few people “holding out” that will eventually purchase the product, but have not yet done so. This process is called technology diffusion. Technology penetration is the measure of diffusion, usually given in a percentage of a known or expected fully penetrated state or cumulatively as a number of customers, households, etc. that have pur-
chased the product.

**Logit function:** Very common in technology diffusion models due to the prevalence of s-curves, a logit function is “Simply an exponential function that creates an s-shaped curve representing a market share growth process” (Gilshannon and Brown, 1996).

**Point of Inflection:** An important qualitative characteristic of an s-curve, the point of inflection is a point, usually near the middle of the curve, where the slope of the curve is maximal—where the rate of penetration is hightest.

**S-Curve:** One typical graphical representation of percentage of technology penetration displays time on the horizontal axis and percent of penetration on the vertical axis. The curve that results is referred to as an s-curve because of its shape. It starts at zero, grows slowly, with highest rate of growth near the middle, and then slowly approaches full penetration at the end.

### 3.3 Classification

#### 3.3.1 Organization

A classification of approaches to innovation diffusion research is given by Figure (3.1). This chapter concentrates on the macro-approach to diffusion models, in both subcategories of epidemic contagion and mixed models as presented in the article by Frank, due to the empirical nature of the problem (Frank, 2004). Epidemic and mixed models are accurate for many innovation models, but a successful renewable energy model will require parameters to include policy effects on adoption. Such parameters may be incorporated into the growth rate of diffusion, as well as the coefficients of innovation and imitation.

Many models produce a symmetric s-curve, where the inflection point is in the center and the curve after it is a reflection through the inflection point of the curve before it. Other models allow more flexibility.

Every model that has imitation or word-of-mouth parameters can begin to simulate direct network effects. Some models, however, have increased flexibility in this area, allowing for a more accurate simulation of direct network effects.

An evaluation of each model follows. They are ordered according to increasing complexity and also grouped based on style and mechanics. Thus, the first model presented is most simple model, the Basic Logistic Model,
Figure 3.1: Innovation diffusion research approaches  (Frank, 2004).
and the section proceeds to examine the specific characteristics of increasingly complex models. The Bass Model, on which the modified models are based, is presented near the end, as its strengths are most apparent after a discussion of many other models’ strengths and weaknesses. The Bass Model is followed only by two models that extend it, the Nonuniform Influence Model and the Generalized Bass Model, both of which are explained in detail in the next chapter and modified to tailor them specifically to the renewable energy market.

3.3.2 Basic Logistic Model

The basic logistic model is expressed by the equation

\[ f(t) = r \cdot t \cdot (1 - t) \] (3.1)

Here, \( r \) is the rate of diffusion or growth. This simple model is the basis for most of the advanced models examined later. It assumes a carrying capacity (size of market) that places a ceiling on the rate of growth, and is symmetric. This model is too simplistic to be of much use in forecasting renewable energy market penetration, but it is a basis for some of the modifications to come.

3.3.3 Normal Noncumulative Adopter Model

The normal noncumulative adopter model assumes that an innovation’s adoption over time is based on a normal distribution curve. The equation for the density function is:

\[ f(t) = \frac{1}{\sigma \sqrt{2\pi}} \cdot \exp\left(-\frac{(t-\mu)^2}{2\sigma^2}\right) \] (3.2)

where \( \sigma \) is the standard deviation and \( \mu \) is the mean time of adoption (Gilshannon and Brown, 1996). Though this is an easy equation to model, it is not very accurate. It is too rigid—it is symmetric and does not take into account any external factors such as innovation, price, or advertising.

3.3.4 Fisher-Pry Model

The Fisher-Pry model is based on a logit function, but with several underlying assumptions. The curve it gives is based on expert knowledge of the growth rate of the market, and the diffusion equation is given by
Here, $\alpha$ is half of the annual growth in the early years of adoption, $t = 2.2/\alpha$ is takeover time, and $t_0$ is an estimate of the time of peak diffusion, when penetration is half complete (Gilshannon and Brown, 1996).

The model works by taking the standard s-curve produced in the graph of the hyperbolic tangent function, which normally goes from -1 to 1, adding 1 and multiplying by $1/2$ so that it goes from 0 to 1, and shifting it over so that it is near 0 when time is slightly above 0. The shape of the curve is determined only by the tanh function.

The need to estimate the growth rate requires knowledge of the market penetration during the early years of introduction. More difficult to estimate is the time where the market penetration will reach the point of half completion. It is hard to predict the overall level of penetration that renewable energy technologies will achieve, and it seems that the adoption for renewable energy will be more heavily weighted in the direction of later adopters rather than earlier adopters. Since this model is symmetric and simple, it is easy to use, but less accurate than other models based on a logit function. Also, it is hard to see where policy parameters could be incorporated into the model.

### 3.3.5 Stochastic Gompertz Model

The Gompertz model is a variant of the basic growth model, where the growth of a population is determined by the size of that population. The equation governing the behavior is:

$$f(T) = b F(T) \ln \frac{1}{F(T)}$$

where $b$ is the coefficient of imitation (Easingwood et al., 1983).

The parameters must be estimated in some way, most likely by iterative approximation when given initial data. The parameters are much more accurate when more initial data points are known, but the earlier inflection point allows for accurate results when presented with even a few points of data. (Jukic et al., 2004).

Unlike most of the models, the Gompertz model is nonsymmetric; its point of inflection is before the halfway point. This might be useful, but the point of inflection is still fixed, just at a different location. This model would likely be useful even if only given as a foil to the other models. Some
renewable energy markets might have a varying point of inflection due to fiscal policy causing the diffusion curve to be weighted in the earlier years of diffusion, thus making the Gompertz model a good possibility for study (Easingwood et al., 1983).

### 3.3.6 Mansfield-Blackman Model

Though it was Mansfield that developed this model in 1961, Wafe Blackman refined the model and applied it to the market penetration of jet engines, finding that the results agreed well with historical data. He concluded that:

“The rate at which a new product innovation displaces an existing product in a given market appears to be an increasing function of: (1) the proportion of firms already using the new product, and (2) the profitability of the new product relative to the old product and a decreasing function of the size of the investment required to adopt the new product.” (Blackman, 1971).

The model uses a logit function to determine a smooth s-curve for the cumulative market penetration. A simple version of the Mansfield diffusion equation is

\[
\frac{f(T)}{1 - F(T)} = b F(T) \tag{3.5}
\]

However, the cumulative diffusion equation modeled by Blackman incorporates many different parameters and requires many inputs. Using a Taylor series expansion, Blackman solves for market share

\[
F(t) = \frac{L(e^{[l+(Q+\Phi)t]} - Q/\Phi)}{1 + e^{[l+(Q+\Phi)t]}}. \tag{3.6}
\]

Here, \(Q\) and \(\Phi\) are terms determined by the Taylor expansion for market share change. This, in turn, is determined by profitability as well as investment size. \(L\) is the maximum market share that the product can hope to garner, and \(l\) is a constant of integration.

In Equation (3.6), it is \(\Phi\) that is used to capture most of the information about the market, since it can be determined by the equation

\[
\Phi = Z + 0.530\Pi - 0.027S
\]

where \(Z\) is an industry-specific risk-association constant, \(S\) is an investment index variable, and \(\Pi\) is a profitability index. \(S\) can be determined
by dividing the initial investment in the innovation by the total assets of the businesses introducing the innovation. \( \Pi \) can be determined by dividing the average rate of return by the cost of capital. The constants in the equation are dependent on industry averages and the published values are likely not valid for today’s innovation markets (Gilshannon and Brown, 1996).

Although this is an interesting model that incorporates many parameters, it seems to rely too heavily on expert judgment to compute the parameters upon which determine its accuracy. Elements of the Mansfield-Blackman model may be useful to help determine the final model, but having to compute parameters at the level of expert judgment is not within the scope of this project. The issue of risk assumed by investors is a good point to bring up, however, and might be incorporated into the final model as either an external parameter or a modification to existing parameters through hedonic pricing.

### 3.3.7 Bass Model

This is the classic model that, since it was published in 1969, most technology diffusion models have been based on and tested against. Intended for consumer durable goods, such as freezers, televisions and room air conditioners, it is a simple and very successful model relying solely on an estimated market size and coefficients of innovation and imitation. Derived from the logit function, its accuracy depends on expert information of the factors determining the innovation and imitation parameters (Gilshannon and Brown, 1996).

The Bass Model has two parameters, \( p \), the coefficient of innovation, and \( q \), the coefficient of imitation. It requires, as an input, an estimate of the total number of initial purchases to be made. The likelihood that an innovator will purchase the product at any given time is given by \( p \), and the probability that an imitator will purchase the product at any given time is \( q \) multiplied by the fraction of initial purchases already made.

The main equation governing the Bass model is the likelihood of purchase at time \( T \) given that no purchase has yet been made:

\[
\frac{f(T)}{1 - F(T)} = p + q F(T)
\]

(3.7)

where \( f(T) \) is the probability of a purchase being made at time \( T \) and \( F(T) \) is the number of purchases made at time \( T \). The solution to the equation is the cumulative logit function
\[ f(T) = \frac{(p + q)^2}{p} \frac{e^{-(p+q)T}}{(q e^{-(p+q)T} + 1)^2}. \]

A derivative test shows that the peak sales occur at time \( T^* \) where

\[ T^* = \frac{1}{(p+q)} \ln \left( \frac{q}{p} \right). \]

**Required Inputs and Parameters:** Input: \( m \), the expected total number of initial purchases (i.e. the market size, less replacements). Parameters: \( p \), the coefficient of innovation; \( q \), the coefficient of imitation.

**Characteristics:** Estimating the coefficients of innovation and imitation requires three of:

- time at which adoption is at its maximum rate
- noncumulative number of adopters at that time
- cumulative number of adopters at that time
- total population of adopters.

The success of the Bass Model will be limited by the accuracy of these predictions. Its simplicity is one of its greatest advantages, but in the case of renewable energy this may also prove to be a weakness. The Bass model has no way of capturing the subtle characteristics of renewable energy technology diffusion; it always produces a symmetric s-curve, and as \( p \) is generally much smaller than \( q \), a Bass Model point of inflection is almost always centered (Bass, 1969; Gilshannon and Brown, 1996).

The Bass Model is included in the final GUI because it is a simple yet well-known and often accurate model. Curves predicted by the Bass model provide a point of reference to see how other models perform relative to it. As several of the models to be examined are derived from the Bass Model, any modifications made to the Bass Model will very likely be adaptations of existing modification methods.

### 3.3.8 Generalized Bass Model (GBM)

This is a more flexible version of the Bass model that allows for time-dependent decision variables (such as price and advertising). Recall the original Bass Model (Equation (3.7)):
\[
f(T) \frac{1 - F(T)}{1 - F(T)} = p + q F(T)
\]

where \( f \) is the density function and \( F \) is the cumulative function.

The GBM seeks to modify the right hand side of this equation, and by influencing the effects of the coefficients of innovation and imitation, to simulate the effects of decision variables in a time-dependent fashion. By doing this in a general manner, the GBM allows what is essentially hedonic pricing. Any factor that changes with time and has a predictable effect on the demand for a product can be modeled by the GBM. The resulting equation is:

\[
f(T) \frac{1 - F(T)}{1 - F(T)} = [p + q F(T)] x(T) \quad (3.8)
\]

where \( x(T) \) is the “current marketing effort.” (Bass et al., 1994).

In the end, this yields solutions

\[
F(T) = \frac{1 - e^{-(X(T) - X(0))(p+q)}}{\frac{q}{p} e^{-(X(T) - X(0))(p+q)} + 1} \quad (3.9)
\]

\[
f(T) = \frac{x(T) \left[ \left( \frac{p+q}{p} \right) e^{-(X(T) - X(0))(p+q)} \right]}{\left[ \frac{q}{p} e^{-(X(T) - X(0))(p+q)} + 1 \right]^2} \quad (3.10)
\]

where \( p \) and \( q \) are the standard Bass innovation and imitation coefficients, and \( X(T) \) is the cumulative effect of the decision variables. When \( x(T) \) is constant, the GBM reduces to the Bass Model. For many products which the Bass Model successfully models, price and advertising changes are small, which makes the GBM consistent with the Bass Model in these cases (Bass et al., 1994). Handling \( x(T) \) can be tricky. The equations above are designed with a positive valued function in mind, but \( x(T) \) must be chosen carefully.

Bass, Krishnan, and Jain recommend a function that weights the decision variable, in this case price and advertising - the price at time \( T \) denoted by \( Pr(T) \) and the advertising by \( Adv(T) \). Of course, these numbers are arbitrary in relation to the model, but it is the change in price and change in advertising that the model keeps track of, both short term changes and changes in relation to a baseline function denoted for price and advertising as \( Pr_b(T) \) and \( Adv_b(T) \), respectively. This results in a complicated mapping function first shown in discrete time:
\[ x(T) = 1 + \frac{Pr(T) - Pr_b(T)}{Pr_b(T)} \beta_1 + \frac{Adv(T) - Adv_b(T)}{Adv_b(T)} \beta_2 \]
\[ + \frac{\Delta Pr(T)}{Pr(T-1)} \beta_1 + \frac{\Delta Adv(T)}{Adv(T-1)} \beta_2 \]

where \( \beta_1 \) and \( \beta_2 \) are the respective weights of price and advertising. Taking the limit as \( \Delta T \to 0 \), the continuous time version is

\[ x(T) = \frac{dX(T)}{dT} = 1 + \frac{dPr(T)}{dT} Pr(T) \beta_1 + \frac{dAdv(T)}{dt} Adv(T) \beta_2. \]

Integrating, the continuous cumulative marketing effort, \( X(T) \), is

\[ X(t) = T + \ln \frac{Pr(T)}{Pr(0)} \beta_1 + \ln \frac{Adv(T)}{Adv(0)} \beta_2. \]

**Inputs:** Coefficients of innovation and imitation, market size, decision variable functions (could include fiscal policy variables).

**Characteristics:** Requires more information than the Bass; believable estimates for functions representing decision variable are crucial. However with different decision variable functions GBM can “produce any desired time of peak and can accommodate a great variety of shapes for the density function” (Bass et al., 1994).

The Generalized Bass Model is flexible, and can be accurate, although complicated to work with. It has proven itself to be as good as or better than the original Bass model in almost every case (Bass et al., 1994). The control it gives over inputting decision variables into the model may lend itself well to approximating fiscal policy. Further modifications, however, may render the model too unwieldy for any practical purposes.

### 3.3.9 Nonuniform Influence Model (NUI)

The NUI is a Bass-extension. It allows for a time-variant coefficient of imitation, which can produce an asymmetric s-curve with a variable point of inflection.

The difference between the NUI and the Bass Model is the replacement of the coefficient of imitation with a function. Easingwood, Mahajan and Muller say that “indirect evidence from several studies is available” showing that in many cases the word-of-mouth effect decreases as the diffusion
process progresses (Easingwood et al., 1983). However, in some situations such as those with strong direct network effects, the coefficient of imitation may need to increase with diffusion, either for a realistic portrayal of the word-of-mouth effects, or as a proxy for other results of the network effects (or both). The NUI model allows for all of these possibilities: increasing, constant, or decreasing coefficient of imitation. In the constant case it reduces to the Bass Model.

Let \( w(T) \) be the coefficient of imitation. In the NUI model, it is a function of penetration:

\[
w(T) = b [F(T)]^\alpha
\]

(3.12)

where \( F(T) \) is cumulative penetration at time \( T \), \( b \) is the coefficient of imitation at full penetration, and \( \alpha \) is a constant. When \( w(T) \) is substituted into the original Bass Model (Equation (3.7)), taking the place of \( q \), the Bass Model’s coefficient of imitation, the result is

\[
\frac{f(T)}{1 - F(T)} = a + b F(T)^\delta
\]

(3.13)

where the nonuniform influence factor \( \delta = 1 + \alpha > 0 \), \( F(T) \) is the percent of cumulative diffusion at time \( T \), \( a \) is the NUI’s coefficient of innovation, and \( b \) is the coefficient of imitation at full market penetration.

The change in the coefficient of imitation is determined by the value of the nonuniform influence factor, \( \delta \). When \( \delta > 1 \) the word-of-mouth effect increases with time, when \( \delta = 1 \) it is constant as in the Bass Model, and when \( 0 < \delta < 1 \) it decreases.

The nonuniform influence factor can delay or accelerate the influence leading to an early and high peak or a late and low peak in the rate of adoption. There is no closed form solution for \( F^* \), the point of inflection, but it can fall at any percent of penetration.

**Inputs:** Coefficient of innovation and function for coefficient of imitation.

**Characteristics:** The NUI becomes flexible like the Generalized Bass Model (GBM) allowing for asymmetric curves and more flexibility in peak time than the Bass Model. Intuitively it is quite different from the GBM because its adaptability comes from entirely different reasons. It is a step towards a Network Effects Model.

The Nonuniform Influence Model provides flexibility in a cleaner way than the GBM. It is unknown how the accuracy of those two models compare, though the NUI does do well against the regular Bass. (Easingwood
et al., 1983) Possible modifications of the NUI Model involve giving a fiscal policy rationale for putting limits of the choice of \( a \). If somehow price could be incorporated into the NUI, with hedonic pricing techniques, this could be a very robust model.

### 3.4 Conclusions

The most promising models for modeling fiscal policy are the NUI and the GBM. It will be interesting to see how both of these perform in renewable energy situations, especially as they have yet to be compared directly. The NUI is of particular interest because it is still simple enough for modifications, perhaps such as those described by Dalal, Ho, and Sherman (Dalal et al., 2001), which would incorporate price in a simpler manner than the GBM.

The GBM can perhaps best be dealt with as a study in hedonic pricing, for which it seems to be designed. It already is unwieldy, and more parameters could overcomplicate the model and make unreasonable data demands for a reliable fit. Built as it is, it ought to be practical to incorporate several different factors to consider, proxied as separate decision variables. This has the potential benefits of being able to clearly illuminate the different effects of several different fiscal policies.

Many approaches to modeling and many methods of modifying models have been reviewed (Bass, 1969; Bass et al., 1994; Easingwood et al., 1983; Gilshannon and Brown, 1996; Blackman, 1971; Jukic et al., 2004). Furthermore, various methods of incorporating other information into models have been examined, from network effects and hedonic pricing to explicit fiscal policies. (Rana, 2003; Berndt et al., 1999; Grubler and Nakicenovic, 1999) The main goal of this project is not to classify diffusion models, but to find or create a model that works well for renewable energy technology. Learning about the existing models has been a crucial first step in this process.
Chapter 4

Model Modification

4.1 Introduction

This chapter documents modifications to the Generalized Bass Model (GBM) and Nonuniform Influence Model (NUI). The chapter begins with a more detailed explanation of the mechanics of the models than that which was included in the previous chapter, beginning with the original Bass Model, on which the GBM and NUI are based. This chapter then explains and justifies the modifications for each of the GBM and the NUI in turn, as well as hypotheses for each. Closing the chapter is a summary, conclusions, and recommendations for future work.

4.2 Understanding the Original Bass Model

The Bass Model is given by the equation

$$\frac{f(T)}{1 - F(T)} = p + qF(T)$$  \hspace{1cm} (4.1)

where \( p \) is the coefficient of innovation and \( q \) is the coefficient of imitation (Bass, 1969). For all models in this document \( f \) is the rate of diffusion and \( F \) the cumulative penetration, mathematically \( f(T) = \frac{dF}{dT} \). Assuming the initial condition of 0 market penetration, the solution to Equation (4.1) is

$$F(T) = \frac{1 - e^{-(p+q)T}}{1 + \left(\frac{q}{p}\right)e^{-(p+q)T}}$$  \hspace{1cm} (4.2)
with the density function

\[ f(T) = \frac{(p+q)^2 e^{-(p+q)T}}{p} \frac{e^{-(q/p)(p+q)T}}{1 + (q/p)e^{-(p+q)T}^2} \]  

(4.3)

(Bass et al., 1994).

### 4.2.1 Market Size, \( m \)

Notice there is no \( m \) in this equation, the solution is purely proportional; the market penetration begins at 0 and goes to 1. For this proportion to be converted into units, one would simply multiply by \( m \), which is the estimated total number of cumulative sales. However, units do not have any mathematical effect on the equation. Although they may effect the way in which it is intuitive to think about the equation, it works whether the data units, and therefore the units of \( m \), are households, kilowatts, or square-footage of PV, as long as \( m \) is a reasonable estimate of “full penetration.” Although the value of \( m \) is not significant mathematically, for any data fitting whatsoever, just to be able to use the data an estimated value for \( m \) is necessary, for every single data set and market segment.

A good fiscal policy question is whether these policies are expected to simply change the speed of penetration or if \( m \) should be adjusted for certain policies, and if so by how much. An attempt to create a function that adjusts \( m \) based on fiscal policies could be made, but this creates many conceptual problems. Such a model would require base-case estimates of \( m \) assuming no policy, and then a decision would need to be made on how much to change \( m \) based on various fiscal policies. As no renewable energy technology has ever completely penetrated a market, calibrating these adjustments would be essentially guesswork. The paper introducing the GBM examined the possibility of letting \( m \) grow proportionally with the inverse of price (as price goes down, \( m \) goes up) (Bass et al., 1994). With renewable energy, it is desirable to be able to examine scenarios where an \( m \) value is mandated by the government, another reason to keep \( m \) as an input, rather than an output of the model. Bass, Trichnan, and Jain agree, saying “when no data are available for estimation, we think that it is probably best to treat \( m \) as fixed because guesses about a fixed \( m \) are probably intuitively more feasible than guesses about the influence of decision variables on \( m \)” (Bass et al., 1994).
4.2.2 The Left-Hand Side

What is \( \frac{f(T)}{1 - F(T)} \)? As explained in the previous chapter, \( f(T) \) the *probability density function*, it is the instantaneous rate of adoption, the slope of the market penetration curve. From this equation, the Fundamental Theorem of Calculus gives \( F(T) = \int_0^T f(T) \, dT \), called the *cumulative distribution function*, the proportion of units that have been purchased so far, the proportional level of penetration. Thus \( 1 - F(T) \) is the proportion of the \( m \) yet to be purchased, and the quotient that is the left-hand side of Equation (4.1) is the conditional rate of adoption given the market penetration.

Analysis confirms that the solution in Equation (4.2) does exist and that it goes from 0 to 1. Heuristically, the reasons for this are that keeping \( 1 - F(T) \) in the denominator on the left guarantees that solutions will approach 1, which when multiplied by \( m \), will ensure that the cumulative solution will approach \( m \). Multiplying both sides by \( 1 - F(T) \),

\[
 f(T) = (p + qF(T))(1 - F(T)).
\]

The values of \( p, q, \) and \( F \) are always non-negative, and \( p \) and \( q \) are greater than zero. Thus, as total penetration, \( F \), approaches 1, the slope, \( f \), approaches 0.

4.2.3 The Coefficients

The right-hand side of equation (4.1) is similar to a sum of probabilities. For innovation, \( p \) is the proportion of the market size seen as innovators, and for imitation, \( q \) is the proportion of the market size seen as imitators. The coefficient of imitation is scaled by \( F \), as the more units that have been sold, the more people there are to imitate. The sum of these terms yields a probability density function, given by \( q \ast F(T) \), which is the probability density of a purchase at time \( T \) for those who have not yet adopted (Bass, 1969).

4.3 Understanding the GBM

The GBM is an extension of the Bass Model,

\[
 \frac{f(T)}{1 - F(T)} = [p + qF(T)]x(T),
\]

where \( x(T) \) is made up of a sum of time-dependent decision variables, standardized so that relative changes in these factors effect the curve. To understand why relative changes are tracked by the model, consider this
example: If purchase price goes from $100.00 to $105.00, the numbers are meaningless by themselves, as the model has no concept of what a dollar is, or how much it is worth. But, a 5% change in price is meaningful, and this is how the model understands the change. Graphically, $x(T)$ horizontally stretches and squishes the s-curve, but as it is time-variant, it does not do so uniformly.

Another conceptual way of thinking about the effects of $x(T)$ is that it is a way of moving between solution curves. When thinking of fiscal policy, it is easy to imagine a data set where price is relatively constant, then there is a sudden large change, and the new price remains constant. In such a case, it is mathematically somewhat intuitive to imagine two complete solution curves, one for the new price and one for the old price, and at the time when the price change occurs, $x$ (continuously) jumps to the appropriate curve.

The standardized changes are also weighted by variables $\beta_1, \beta_2 \ldots$, so that the relative importance of the decision variables can be accounted for. For example, one might expect a 10% increase in advertising to effect sales less than would a 10% price cut. If this were actually the case, then the $\beta$ corresponding to advertising would be smaller than the $\beta$ corresponding to price.

The solution to the GBM is as follows:

\[
F(T) = \frac{1 - e^{-(X(T) - X(0))(p+q)}}{\frac{d}{p}e^{-(X(T) - X(0))(p+q)} + 1} \quad (4.5)
\]

\[
f(T) = \frac{x(T)[\frac{(p+q)^2}{p}e^{-(X(T) - X(0))(p+q)}}{\frac{d}{p}e^{-(X(T) - X(0))(p+q)} + 1]^2} \quad (4.6)
\]

where $X(T) = \int x(T) \, dT$ (Bass et al., 1994). The standard application of the GBM is to use both price and advertising in $x(T)$. In this case, the equation for $x(T)$ is

\[
x(T) = 1 + \frac{Pr(T) - Pr_b}{Pr_b} \beta_1 + \frac{Adv(T) - Adv_b}{Adv_b} \beta_2 + \frac{Pr(T) - Pr(T - 1)}{Pr(T - 1)} \beta_1 + \frac{Adv(T) - Adv(T - 1)}{Adv(T - 1)} \beta_2. \quad (4.7)
\]

Here $Pr(T)$ and $Adv(T)$ are price and advertising functions (data), respectively, and $Pr_b$ and $Adv_b$ are baseline values. The expected sign of $\beta_1$ is negative, because a negative change in price ought to positively effect the
slope, and the expected sign of $\beta_2$ is positive for similar reasons (Bass et al., 1994).

### 4.4 Modifying the GBM

To incorporate fiscal policy into the GBM $x(T)$ was modified, making it the sum of three decision variables: purchase price, advertising, and savings/benefits.

The savings/benefits function is some measure of the benefits of owning the product. For some examples, for a hybrid car it could be engine efficiency multiplied by gas price, so if a model is improved and efficiency increases, or if gas prices climb, the benefits of owning one increase. Alternatively, for a PV or other power source installation, a good choice for the savings/benefits data would be the estimated power produced in month or a year multiplied by the estimated cost of this power through conventional means. If there are fiscal policies giving tax credits or other associated benefits, they should be incorporated. It is important that these are decision variables, so what matters more than accuracy in these estimations is what the consumer perceives their value to be. The ideal source for these numbers would be consumer reports, widely available studies, or even advertisements for the products.

The three decision variable functions will be referred to as $Pr(T)$, $Adv(T)$, and $Sav(T)$, for purchase price, advertising, and savings/benefits, respectively. Many fiscal policies may be incorporated into the price function, such as rebates, subsidies and taxbreaks—anything that occurs once, only at the initial purchase. Other fiscal policies involving education and advertising campaigns will be accounted for in the advertising variable. Benefits associated with owning the product will be part of the savings function. As mentioned in another section, fiscal policies mandating a certain level of market penetration should factor into the choice of $m$.

A significant amount of data is needed for these functions to be effective. For any given market segment, all of the following are necessary:

- Sales data (initial points of $f(T)$)
- Market size estimate ($m$)
- Price data ($Pr(T)$)
- Advertising data ($Adv(T)$)
• Savings data ($Sav(T)$)

• Fiscal policy data (included in all above)

Data can be very hard to come by; creativity is encouraged in this area. Any reliable measure is adequate. For advertising, the ideal data would be an exact measure of the influence of advertising. This is unfeasible, so good hard data would be the monetary amount spent on advertising, but when that is not available, the annual number of advertisements placed in some representative set of magazines could be a good proxy. Again, units do not matter, so long as they are consistent.

Bass, Krishnan, and Jain in the GBM paper cite Simon as recommending that advertising be treated as a non-decreasing function. Simon presents a strong argument; he shows numerous examples of sales drop-off lagging far behind a cut in advertising spending, so the models have been coded into the GUI with this assumption (Simon, 1982). However, this assumption does rely on advertising resurfacing, if advertising drops completely and does not return, the assumption is inappropriate.

The baseline values have a standardizing effect. As recommended, they are, by default, the first non-zero values taken by each decision variable. An alternate method would set them as the price, savings, and advertising for a close alternative to the product, but this increases the already large data demands, so the easier option was implemented in the GUI.

The modified model now is that given by Equation (4.4), but with

$$x(T) = 1 + \frac{Pr(T) - Pr_b}{Pr_b} \beta_{Pr} + \frac{Sav(T) - Sav_b}{Sav_b} \beta_{Sav}$$

$$+ \max\{0, Adv(T) - Adv_b\} \beta_{Adv}$$

$$+ \frac{Pr(T) - Pr(T - 1)}{Pr(T - 1)} \beta_{Pr} + \frac{Sav(T) - Sav(T - 1)}{Sav(T - 1)} \beta_{Sav}$$

$$+ \max\{0, Adv(T) - Adv(T - 1)\} \beta_{Adv}$$

(4.8)

### 4.5 Hypotheses for the GBM

If these models are accurate representations, then $\beta_{Pr}$, $\beta_{Sav}$, and $\beta_{Adv}$, the weights placed on the decision variables, ought to be nearly the same for a given product across different market segments—even in different fiscal policy environments. It is reasonable to assume that a buyer in L.A. County
would go through a similar decision-making process to someone in New Jersey when deciding whether or not to install photovoltaics, or whether to buy a hybrid vehicle, at least as far as weighing the price relative to the expected savings. It is, of course, expected that the data will be different in different areas. But the relative effects that changes in price, benefits, and advertising ought to be similar.

It is plausible that the $\beta$’s would be different in different cultures. It could be quite interesting if reasonably consistent United States $\beta$’s exist, to see how they compare to averages across Germany, Spain, or Japan. Cultural differences are expected to effect the values to some extent.

The advertising weight, $\beta_{Adv}$, may be a slightly different matter. It is reasonable to assume that $\beta_{Adv}$ will be constant across market segments when advertising methods are consistent. The effect of advertising relies heavily on its effectiveness. If, however, vastly different methods of advertising are used in different market segments, say, for example, education in one and TV commercials in another, the value of $\beta_{Adv}$ ought to depend on the effectiveness of the advertising itself.

### 4.6 Understanding the NUI

The Nonuniform Influence Model accounts for a common phenomenon observed by Easingwood, Mahajan, and Muller: that word-of-mouth effect tends to drop off as full penetration is approached. To account for this, they add one parameter, $\delta$, called the “nonuniform influence factor,” to the original Bass Model (Equation (4.1)) resulting in:

$$\frac{f(T)}{1 - F(T)} = p + q(F(T))^\delta.$$

The nonuniform influence factor is always greater than 0, but, as $F$ goes from 0 to 1, if $\delta < 1$, the point of inflection is achieved sooner, and vice versa for $\delta > 1$ (Easingwood et al., 1983). When $\delta = 1$ the NUI is identical to the Bass Model. Theoretically, for different values of $\delta$, the point of inflection could occur at any time $t > 0$, though values that are extremely close to 0 or arbitrarily large would indicate that innovation/diffusion modeling is inappropriate.

Unfortunately, unlike the coefficients in the Bass Model, there is no behavioral explanation for why $\delta$ takes the values it does. As noted earlier, in many cases the word-of-mouth effect is observed to decrease with penetration, that is, $\delta < 1$, but the reasons for this are not well understood. In their
paper testing the NUI, Easingwood, Mahajan and Muller tried 5 data sets, 
4 of which had $\delta < 1$, but for dishwashers $\delta = 1.5$. No explanation was of­
fered, though the NUI clearly outperformed the Bass Model (Easingwood 
et al., 1983).

4.7 Modifying the NUI

The word-of-mouth effect is very similar to advertising. In a way, advertis­
ing is simulating a word-of-mouth effect, attempting to create one without 
selling products. Dalal, Ho, and Sherman say that “promotions are likely to 
strengthen the innovation tendency” (Dalal et al., 2001), however adver­
tising could theoretically be effectively modeled as an increase in the word­
of-mouth effect. Therefore the NUI has been modified just as the GBM for 
price and savings, but $Adv(T)$ is moved into the exponent for imitation.

The resulting equation is:

$$\frac{f(T)}{1 - F(T)} = [p + q(F(T))^{\delta(T)}]x(T),$$

where $\delta(T) = \max\{0, Adv(T) - Adv_b\} - \max\{0, Adv(T) - Adv(T - 1)\}$

$$\alpha = \frac{\max\{0, Adv(T) - Adv_b\}}{Adv_b} \beta_{Adv} - \frac{\max\{0, Adv(T) - Adv(T - 1)\}}{Adv(T - 1)} \beta_{Adv}$$

and

$$x(T) = 1 + \frac{Pr(T) - Pr_b}{Pr_b} \beta_{Pr} + \frac{Sav(T) - Sav_b}{Sav_b} \beta_{Sav}$$

$$+ \frac{Pr(T) - Pr(T - 1)}{Pr(T - 1)} \beta_{Pr} + \frac{Sav(T) - Sav(T - 1)}{Sav(T - 1)} \beta_{Sav}.$$ (4.12)

This makes sense theoretically, because initial increases in advertising will 
have a strong effect early on, observationally equivalent to faster penetra­
tion in the innovation stage, or artificially inflating $F$ when calculating imi­
tation. Regarding the $\delta$ function, initial modifications put a 1 in place of 
the $\alpha$, but this would force $\delta(T) < 1$ if any advertising is present, so the 
subsequent modifications are superior. Renewable energy does not seem to 
penetrate a market rapidly, so it is very possible that then net value of $\delta(T)$ will still be greater than 1. Hence, $\alpha$ is a constant designed so that the 
inflection point still has flexibility, but advertising can hurry its approach.
4.8 Hypotheses for the NUI

Much like the GBM, it is expected that for a given market, \( \beta_{Pr}, \beta_{Sav}, \beta_{Adv} \), and \( \alpha \) will be consistent. Some variation is expected in \( \beta_{Adv} \) if different advertisements and education methods are implemented. The emphasis put on price and savings may also be a cultural phenomenon and therefore vary geographically, but not much between similar (e.g. all urban American) market segments. Perhaps most interesting will be to see how values of \( \alpha \) compare to values of \( \delta \) in the plain NUI, and how \( \beta_{Pr} \) and \( \beta_{Sav} \) compare with the corresponding values in the modified GBM.

4.9 Summary of Modifications

The GBM modification is innovative in the introduction of a new decision variable, the savings/benefits function. This does not effect the mechanics of the model, but instead fine-tunes it to the renewable energy market.

The NUI modification is a hybrid, part modified GBM and part NUI. The change from the NUI is transforming the nonuniform influence factor into a function of advertising. Essentially, this proxies advertising as an artificially increased word-of-mouth effect. The constants involved allow this to be a large change, but a small \( \beta_{Adv} \), constant advertising or constantly increasing advertising, it reduces to a pure hybrid. As the NUI can reduce to the Bass Model when \( \delta = 1 \), the modified model can reduce to the modified GBM, which, if price and savings are constant, reduces to the original Bass Model.

The modified NUI is very similar to the work done by Zachary Bratun-Glennon over the summer of 2005 during his internship at NREL. There are, however, several key differences between his work and these recommendations. First, he recommends using data on renewable energy subsidies in the \( x(T) \) function (Bratun-Glennon, 2005), whereas here they are
incorporated directly into the appropriate decision variable to more accurately reflect consumer decision-making. This is because \( x(T) \) is intended to be a sum of decision variables (Bass et al., 1994), and subsidies have direct effects on decision variables, but do not by themselves compose a decision variable. In fact, a subsidy in many cases will primarily effect one decision variable in particular. Including both needlessly adds a variable, whereas in these recommendations utilizing hedonic pricing techniques by incorporating policy into the decision variable, the effect of fiscal policy is modeled in a more elegant and believable manner. Also, the creation of the savings/benefits function is new in this paper. This decision variable will hopefully capture an aspect of the renewable energy market that has thus far been ignored. Shifting advertising out of \( x(T) \) and into \( \delta(T) \) makes the nonuniform influence factor less arbitrary, and is a major qualitative change in how the model works. Together, these changes result in a model quite different from the one recommended by Bratun-Glennon.

### 4.10 Conclusions and Recommendations

The modified NUI retains the flexibility of the NUI while incorporating important decision variables, giving advertising the potential for a very strong effect, while the modified GBM is a revision of the GBM tailored specifically for the renewable energy market.

#### 4.10.1 The Advertising Choice

Advertising can greatly influence consumer’s knowledge about a product and related fiscal policies. The team has several relevant examples where experts maintain that a strong advertising campaign has strongly influenced market penetration. Careful consideration was given to modifying the NUI to retain its independence from advertising, but advertising is a variable too influential to ignore.

Unfortunately, exhaustive research has turned up no useable advertising data. This has left us unable to fully test the modified models. They do work when advertising is assumed constant, but that nullifies one of the modifications to the NUI and hurts the believability of both. Advertising data is needed to examine the market penetration of renewable energies, and currently it does not exist.
4.10.2 Recommendations

One of the toughest parts of this modeling is the small size of data sets. Beginning with an equation that will generally produce the correct shape without any help, and using non-linear regression to estimate five parameters for the modified GBM and six for the modified NUI, on a data set with only six points. In actuality, two of the β’s could be ignored while still providing and numerically good fit, but that fit would be essentially a Bass Model or NUI fit. There are two good methods to take advantage of the modified models, and both involve getting more data.

First, using the assumptions about the values of the various β’s being the same for different data sets of a given product, the difficulty of the number of parameters can be ameliorated by analyzing many data sets to obtain estimates on some of the parameters. The first goal is determine values of β_{Pr}, β_{Sav}, and β_{Adv} for various markets. Once those have been found, if a small confidence interval can be generated around them and they seem consistent (as stated before, this depends on the truth of the hypothesis that they are in fact the same), they may be input into the model for new market segments, effectively reducing the number of parameters. This simply requires multiple data sets for a given product.

The other method is to find more frequently occuring data. So far, some yearly sales data has been found, but if quarterly data could be obtained, the number of points would be quadrupled, and the confidence of fit would greatly improve. Alternatively, when data is not available, it is possible to spline the data and assume trends throughout the year to create biannual or quarterly data. This is a risky practice though, because the confidence intervals on the parameters will be improved, but it is based on fictional data. One would want to research carefully what sort of spline would be appropriate.

As mentioned earlier (§4.4), if it can be confirmed that the values of β_{Pr}, β_{Sav}, and β_{Adv} are relatively constant over different market segments, a good step towards validating the modified models will have been made. If, however, they parameters do not meet these criteria, then it would indicate that the theory behind the model is flawed. As stated above (§4.10.1), the most valuable thing that could be done is to gather advertising data, for without it, progress seems to be stalled.
Chapter 5

GUI

5.1 Overview

The team has developed an application with a graphical-user-interface for two reasons: 1) to visually demonstrate to end users the effects fiscal policies have on the renewable energies market, and 2) to serve as a tool to qualitatively and quantitatively explore the characteristics of the various models. These two different driving forces create an interesting interface challenge: the application must be intuitive to someone with “average” computer experience while allowing for advanced features that allow for comparing the different models.

The application can apply the following models: Bass, Generalized Bass, Nonuniform Influence (NUI), the modified Generalized Bass and the modified NUI model. Every model requires at least historical yearly sales data however some are dependent upon pricing, advertising and savings (see Table 5.2). The application also can export results obtained to common formats (thus allowing for the sharing of results through various media).

The team chose MATLAB as the development platform. The reasons are: the entire team had experience with MATLAB, it has an extensive statistics toolbox and the GUI development environment (GUIDE) is well supported.
5.2 Key Features

5.2.1 Multiple Models

The GUI permits multiple regressions to be applied to a single data set and the results displayed simultaneously. Regressions may vary in both model and data subset size (i.e. user may choose to only use a selection of the total supplied data). This feature allows the user to compare the difference in projections amongst the models and to test the predictive capabilities of the models.

5.2.2 Manage Market Size

Each model is heavily dependent upon the estimated total market size, \( m \), which is often hard to determine. For this reason the GUI allows a user to specify \( m \) or regress a value for \( m \). The regression for estimating market size is discussed in the Implementing the Models section.

The user specified \( m \) can be quickly scaled up or down by adjusting the scale market size value (represented in percentage points). This feature is useful when working with a percentage of a known market. An example of this would be anticipating the market size of hybrid vehicles, the total market size could be estimated as a percentage of total consumer vehicles. Should it be anticipated that hybrid vehicles eventually account for 30% of consumer vehicles the user would input the total number of consumer vehicles for market size and 30 for scale market size.

5.2.3 Manage Scope of Time

An additional feature is the ability to predict the future penetration of a technology/product. The scope of the time axis can be controlled through the use of the “Expand Time” button, which allows the user to choose how much time he/she wishes to display on the x-axis, thus allowing for the model to plot beyond the regressed data set.

The user may limit the number of data points used. This is most applicable when there is a large data set and the user wishes to test the predictive capabilities of the models. For example, if the user has a 20 point data set, he or she may run the regression on the first 10 data points and see how the model predicts the remaining 10 data points. To select the subset the user right-clicks on the large plot at the last data point to be included. The application will then grey out the remaining points (This feature is limited
to omitting only end points). To quantify this there is an output of the R-squared value for both the data subset (1 through 10) and the entire data set (1 through 20). See section 6.2.6 for the definition of R-squared.

5.2.4 Import / Export

To make the GUI more dynamic and user-friendly data may be imported and results may be exported. Data sets are imported through the standard windows file-open interface and are stored in the .ini file format (see Appendix C).

The graphs and log of results are easily exported via the ‘Export’ menu item in the top toolbar. The graphs (yearly adoptions and cumulative penetration) are exportable to either a .jpg or .gif image file. The history of the current plot and the results of the regressions are exportable as text files. The actual predicted results of the models may be predicted as well. The annual sales data for each model may be exported by selecting the model in the model-history, right clicking on the same item and selecting ‘Export Predicted Sales.’ The sales can then be exported to either a text file or to the clipboard (that way the user can paste it into another program).

5.2.5 Error Handling

Because the regression methods are not always successful, error handling has been implemented to notify the user of problems. The errors can often be rectified by changing parameters, such as allowing the model to regress for $m$, changing the seed market value, or changing the regression method.

5.3 Software Structure

The GUI is modular and it is easily expandable. The code for each model is stored separately in its own MATLAB m-file and all share a common format for input and output. Each model accepts a specially structured input file that contains the information pertinent to the model. Upon completion each model returns its coefficients estimated by regression and the predicted sales/adoptions yearly data computed by using the coefficients. A strong effort to isolate repetitive code into separate modules has been made so that when making a functional change there will be minimal changes in the code.

The GUI works by selecting a data set containing sales/adoptions data and any other relevant data (e.g. pricing, advertising or savings). The data
set is processed by the selected model which, as previously mentioned, outputs the regressed coefficients and predicted data. These data are then displayed on the screen of the GUI. Fig. 5.1 illustrates the data path.

There are two main global structures throughout the main application (NREL_GUI.m), appData, and mainData. The purpose of appData is to store preferences and variables that are used by the interface (e.g. axis labels, and log parsing information). The mainData structure contains all data relevant to running the models, for example the Bass model would require mainData to have the following information: the specified length of time to evaluate, the sales data, what regression method to use, and the total market size. The reason the information was split into two structures is that MATLAB does not support pointers, so whenever data is passed to a model a copy of the entire structure is made. The isolation of the data pertinent to modeling to a single structure yields minimal extraneous memory usage.
5.4 Display of Data

When analyzing the sales/adoption data there are two ways of displaying it: 1) the yearly adoption data, and 2) the cumulative data (also known as market penetration or the S-curve). The yearly adoption data is displayed in the large main graph, while the cumulative data is displayed in a smaller plot. As previously mentioned a main feature is the ability to plot multiple regressions of a data set onto a common graph. The results of an example are displayed in Fig. 5.2.

5.5 Implementing the Models

At the conclusion of the project there are five models implemented; the Bass, the generalized Bass (GBM), the NUI, the modified GBM, and the modified NUI. As mentioned in the Software Structure section the models all share a common format for input and output.

The models themselves are constructed in two parts. The first part is the ‘run-function’ (the controller function), which is what is called by (NREL_GUI.m). The ‘run-function’ parses the input data then performs any manipulations needed (e.g. adjusting the advertisement data for the GBM model), and the proper regression method is invoked (more than one
regression method available, see the Nonlinear Regression section below). The second portion of a model is the actual mathematical implementation of the model, referred to as the ‘modeling-function’ in this document. The ‘modeling-function’ is constructed in a format compatible with the regression methods (see comments in code for particular formatting), and outputs a vector of yearly sales. For more details see sections 5.5.4 through 5.5.8.

5.5.1 Nonlinear Regression

Each of the models available to the GUI uses one of two nonlinear regression algorithms built into MATLAB; ‘nlinfit’ and ‘lsqcurvefit’. The former implements the Gauss-Newton algorithm and the latter implements the Levenberg-Marquardt algorithm. For information about these algorithms, see MathWorld Weisstein (2006a and 2006b) and texts on nonlinear optimization, e.g. Fletcher (1993). Each algorithm has its own advantages and disadvantages. Experience shows the Levenberg-Marquardt algorithm to be more reliable (Gauss-Newton method uses complex numbers that make the process more complex and occasionally fail) however it often finds results local to the initial guess.

The ‘lsqcurvefit’ method allows specifying bounds on the coefficients being regressed, so it is possible to define a more precise range than the bounds \([0, \infty]\) specified in the GUI. The reason the current range is so large is because different data sets have different magnitudes and we did not want to impose arbitrary limits on the values.

5.5.2 Sensitivity of Market Size

The most sensitive coefficient is \(m\), the total market size. The reason it is so sensitive is because while the other coefficients describe the shape of the curve, \(m\) scales the curve to the proper magnitude. For example if a hybrid-car sales dataset were to be evaluated in thousands sold and millions sold, all coefficients other than \(m\) would be the same between the two because the curve is the same shape. The market size however would differ by a factor of 1000.

When looking at a data set with a dip at the end one could interpret the dip as the beginning of the decline of sales. In this situation a small market size would correlate with the sales declining; however if the user suspected a much larger market size (relatively) the predicted trend would continue to rise through the dip.
Ideally the market size coefficient should be supplied by the user as an expert opinion. However should the user be unsure of the value, he/she does have the ability to regress for \( m \) by selecting the particular option in the user interface. When regressing for \( m \) the regression algorithm starts searching around a seed value, which in this implementation uses the user defined \( \text{adjusted} - m - \text{value} \) (the inputted \( m \) value multiplied by the scalar).

### 5.5.3 Validation

In order to validate the coding of the models the results reported in the GBM and NUI papers (Easingwood et al., 1983) were compared with the results obtained from running the GUI. The datasets were obtained from (Bass et al., 1994). The published results gave different \( m \) values for each regression. The same \( m \) values were used as the static \( m \) values for our corresponding regressions. As can be seen in Table 5.1 the values match nearly exactly in most cases. The team believes that slight variations are explained by the difference in regression methods.

The most notable differences in the validation results are the \( \beta_1 \) and \( \beta_2 \) values returned from applying the GBM to the clothes dryer dataset. \( \beta_1 \) is the coefficient which scales the affect that pricing has on sales data and is generally negative (lower prices normally yield higher sales) and thus the Levenberg-Marquardt regression limits the upper-bound to zero. If there had not been an upper-bound \( \beta_1 \) would have regressed to .3896 (opposite sign than expected). In this particular data set the price actually increases in the first three years as does the sales data thus temporarily creating a positive correlation between price and sales. The team believes this anomaly is one of the main reasons that the regressed \( \beta_1 \) is not negative. Furthermore when the graphs are compared they closely follow the original sales data points (see Figure 5.3). The team feels confident attributing the difference in values to the difference in regression methods.

### 5.5.4 Bass Model

There are two options for estimating the coefficients of the Bass model: the first is to use Bass’s quadratic approximation method and the second is to apply a non-linear regression. The quadratic approximation is what Bass, (Bass, 1969) used to estimate the \( p, q, \) and \( m \) coefficients. Unfortunately the team was not able to match the results using this method and instead had to modify the discrete modeling approach.
Figure 5.3: Modeling of clothes dryer data using NUI. The magenta curve uses the coefficients reported in the NUI paper and the Cyan curve uses the coefficients regressed by the GUI.
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<table>
<thead>
<tr>
<th></th>
<th>$p$</th>
<th>$q$</th>
<th>$\delta$</th>
<th>$\beta_1$</th>
<th>$\beta_2$</th>
<th>$m$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Room Air Conditioners</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bass</td>
<td>0.00801</td>
<td>0.3845</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>18,321</td>
</tr>
<tr>
<td></td>
<td>0.00930</td>
<td>0.3798</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>18,321</td>
</tr>
<tr>
<td>GBM</td>
<td>0.00536</td>
<td>0.3343</td>
<td>-1.3040</td>
<td>0.5737</td>
<td>19,502</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.00516</td>
<td>0.3309</td>
<td>-1.3691</td>
<td>0.6186</td>
<td>19,502</td>
<td></td>
</tr>
<tr>
<td>NUI</td>
<td>0.000172</td>
<td>0.2300</td>
<td>0.6179</td>
<td>-</td>
<td>-</td>
<td>22,389</td>
</tr>
<tr>
<td></td>
<td>0.000168</td>
<td>0.2013</td>
<td>0.4954</td>
<td>-</td>
<td>-</td>
<td>22,389</td>
</tr>
<tr>
<td><strong>Color TVs</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bass</td>
<td>0.00419</td>
<td>0.6432</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>39,524</td>
</tr>
<tr>
<td></td>
<td>0.00490</td>
<td>0.6440</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>39,524</td>
</tr>
<tr>
<td>GBM</td>
<td>0.00407</td>
<td>0.6009</td>
<td>-5.0440</td>
<td>-0.0158</td>
<td>39,754</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.00416</td>
<td>0.5965</td>
<td>-4.8130</td>
<td>0</td>
<td>39,754</td>
<td></td>
</tr>
<tr>
<td>NUI</td>
<td>0.00088</td>
<td>0.5207</td>
<td>0.8046</td>
<td>-</td>
<td>-</td>
<td>41,678</td>
</tr>
<tr>
<td></td>
<td>0.01091</td>
<td>0.4121</td>
<td>0.6000</td>
<td>-</td>
<td>-</td>
<td>41,678</td>
</tr>
<tr>
<td><strong>Clothes Dryers</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bass</td>
<td>0.01181</td>
<td>0.3353</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>16,239</td>
</tr>
<tr>
<td></td>
<td>0.01340</td>
<td>0.3317</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>16,239</td>
</tr>
<tr>
<td>GBM</td>
<td>0.01004</td>
<td>0.3157</td>
<td>-0.0000</td>
<td>0.4632</td>
<td>16,756</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.01180</td>
<td>0.2959</td>
<td>-0.8117</td>
<td>0.6583</td>
<td>16,756</td>
<td></td>
</tr>
<tr>
<td>NUI</td>
<td>0.00816</td>
<td>0.2671</td>
<td>0.7901</td>
<td>-</td>
<td>-</td>
<td>17,233</td>
</tr>
<tr>
<td></td>
<td>0.00879</td>
<td>0.2494</td>
<td>0.7179</td>
<td>-</td>
<td>-</td>
<td>17,233</td>
</tr>
</tbody>
</table>

Table 5.1: This table compares the results from the GUI with results from literature. The italicized values are those obtained in the original papers.
When trying to duplicate Bass’s discrete modeling of color television sales with the first three data points the team perfectly duplicated all results except for the value of $q$ (Bass, 1969). Instead of using the long-range forecasting adjustment for $q'$ that Bass described, the team calculated the correction factor, $k$, from the results of $p$ (see Bass’s paper for further explanation of discrete approximation). Then, by applying $k$ to $q'$ the team is able to match Bass’s results. The team has yet to identify the reason for this discrepancy and for this reason does not recommend using the implemented discrete model.

The continuous model is the original unaltered Bass model, and the ‘modeling-function’ is implemented using the ODE toolkit in MATLAB (specifically $ode45$). The regression method used is the Gauss-Newton method.

### 5.5.5 Generalized Bass Model (GBM)

The Generalized Bass Model uses the Levenberg Marquardt method (with the option to use the Gauss-Newton method) and regresses for $p$, $q$, $\beta_1$, $\beta_2$ and for $m$ if specified. As explained in the model section the GBM is dependent upon pricing, advertising and sales data.

### 5.5.6 Nonuniform Influence Innovation Model (NUI)

The NUI Model uses the Levenberg Marquardt least-squares algorithm by default but has the option to use Gauss-Newton. Because the NUI model does not have a closed-form solution MATLAB’s ODE (ordinary differential equation) toolkit was used (specifically $ode45$). This function uses an explicit Runge-Kutta formula, the Dormand-Prince pair. The coefficients that are regressed for are $p$, $q$, $\delta$ and $m$ if specified. The NUI does not depend on any other input variables other than previous sales data.

### 5.5.7 Modified GBM

The modified Generalized Bass Model uses a Levenberg Marquardt or, optionally a Gauss-Newton algorithm to regress for $p$, $q$, $\beta_1$, $\beta_2$, $\beta_3$ and $m$ if specified. The modified GBM is dependent upon pricing, advertising, savings and sales data.

### 5.5.8 Modified NUI

The Modified NUI Model uses a Levenberg Marquardt or, optionally a Gauss-Newton algorithm combined with Euler’s method for solving the
5.6 Data Inputs

As previously mentioned (see Key Features section) there are two options for the source of the data to model: 1) built-in data sets, or 2) import data. The built-in data sets are useful for quickly varying models to see the differences among them and getting acquainted with various features.

All of the models require sales data. As previously discussed (in the Implementing Models and Model Modification sections) some of the models require additional data. These additional data (pricing, advertising and savings) must not only extend to the length of the pricing data but they must extend to the total forecasting time (i.e., beyond the pricing data). Table 5.2 illustrates the data required by each model.

5.7 Layout & Design

The user interface was designed for ease of use. The layout and functionality is intended to mimic similar programs (e. MATLAB), and use popular generic features. For example “toolips:” when the mouse hovers over an object an encapsulated description of the object appears. The layout (Figure 5.4) is divided into six distinct sections.

Section A acts as the control center coordinating the data and model to use. The data portion allows for selection of hard coded data or imported data and allows the user to increase the time axis so that the models predict into the future. The model portion allows for the various models, choosing among toggling the display of error bars and selection of graph color (which automatically cycles after every plot). The choice of colors is

<table>
<thead>
<tr>
<th>Model</th>
<th>Sales</th>
<th>Price</th>
<th>Adv.</th>
<th>Save</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bass</td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>GBM</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>NUI</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modified GBM</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Modified NUI</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

Table 5.2: Required data for each model.
allowed to differentiate among regressions on the same plot.

Sections B & C are where the regression curves are displayed. There are two panels, the upper one (B) is the cumulative adoption curve (S-curve) and the lower panel (C) is the yearly adoptions/sales graph. The bottom graph as previously mentioned (in Key Features) permits the user to crop-out the end data points by right clicking on the chosen endpoint.

Section D displays the results of the displayed regressions. Each regression listed is accompanied with the line color, regression error data, model parameters, and what points the regression was applied to. The textual data recording all the results is exportable via the export menu at the top of the program. The curves may also be removed by selecting a model in the history list, right clicking and then selecting “remove curve.” The annual sales data corresponding to a particular regression may be exported by selecting a model in the list, right clicking and then selecting ‘Export Predicted Sales’.

Section E of the GUI controls whether or not the model is to regress for the market size or to use the specified market size.

When regressing for the market size the ‘adjusted market size’ is used as an initial guess for $m$. As previously mentioned regressing for $m$ is prob-
lematic since the regression algorithms tend to find a local minimum and which is an unreliable estimate.

Section F is where all of the model-specific parameters are specified. For example, when the Bass model is selected the user can choose between the discrete and continuous model.

5.8 Deployment

Since one of the goals of the project was to create a program for use by users of average computer skill, the team had to make sure it is easily compiled and deployed. MATLAB’s development platform utilizes proprietary libraries, even when compiled into an executable the program still depends on the MATLAB libraries. For use by individuals without MATLAB, the application must be packaged with the MCRInstaller, a program that installs the MATLAB necessary codes. The installer is packaged on the CD supplied by Harvey Mudd College. The MATLAB license does not allow for public distribution of the executable, but it does allow for distribution to the developers clients.

5.8.1 System Requirements

The GUI was developed on a computer running Windows XP Professional, an Athlon 64 3200+ processor with 1 GB of memory. The recommended system requirements are: 300 MB of hard drive space, Windows XP (Home or Professional), 1 GHz processor and 512 MB of memory.
Chapter 6

Data Analysis and Results

6.1 Motivation and Approach

An essential aspect of developing an accurate model for predicting the market penetration of renewable energy technologies is the analysis of renewable energy product data with the currently available market diffusion models. It is evident that the characteristics of the products that are applied in the current models (i.e. televisions, clothes dryers, refrigerators, etc.) are significantly different from the characteristics of products related to renewable energies (i.e. wind turbines and photovoltaic modules). Yet there are various fundamental factors affecting the market penetration of both renewable energy technologies and more traditional products that may deem the current models as an appropriate starting point for this analysis. The introduction of a black and white television may have been just as shocking as the development of a photovoltaic cell that would supply electricity to an entire household. The psychological factors that explain the adoption of such products and thus influence their market diffusion curves may be similar. This would include the risky nature of the innovators who search for novel products that may improve their lives. This would also account for the safety-seeking characters of the imitators, who only consume a product if others have done so before them. The basic drivers behind any market diffusion curve suggest the applicability of the current models to the renewable energy datasets.

The existing models were applied to numerous renewable energy technology datasets and their accuracy and forecasting ability were analyzed. The existing models fit most of the historical datasets for various technologies well. This does not imply that these models are good forecasting tools.
Due to the fact that most renewable energy technologies are in their early stages of development, it is difficult to test their predictive ability. As the consumption of alternative energy resources is steadily increasing, the peak of renewable energy consumption is yet to happen. Although most of the models do predict an increase in consumption, it will only be feasible to fully test their accuracy after the peak occurs.

The validation of the modified market diffusion models designed to account for fiscal policy variations was a challenging task. The modified models required historical and future pricing, advertising and savings data for the specific renewable energy technology. Dedicated search showed that such data is difficult, if not impossible, to obtain. Specifically, historical advertising data for these products was not found leaving a significant gap between the theoretical and the empirical work. The data collection aspect of this project creates an opportunity for future research since a completed dataset would allow for the validation or refutation of the modified models.

### 6.2 Examined Models and Appropriate Data

#### 6.2.1 Analyzed Models

A crucial aspect of the project was to modify the existing diffusion models to make it possible to see the effects that certain fiscal policies may have on market penetration of renewable energy technologies. The team determined the following models to be the most appropriate as potential candidates for modification:

1. **Bass Model**: requires historical adoption data
2. **Generalized Bass Model (GBM)**: requires historical adoption, advertising, and pricing data
3. **Nonuniform Influence Model (NUI)**: requires historical adoption data

It can be seen that these models require various levels of data, dictating the data collection aspect of the project and creating a filter for appropriate datasets. Exhaustive effort was made to gather historical data for renewable energy technologies.

#### 6.2.2 Data Classification

Market segmentation is the driving force behind the consumption and pricing of products that in turn determine the diffusion of various products.
According to Nagle (Nagle, 1987), “Market segmentation is the division of buyers into distinct subsets, or segments, that enable a company to tailor marketing programs more appropriate for the buyers in each segment.” In forecasting renewable energy technology penetration the pricing of the products will be an important determinant of market diffusion.

It is important to distinguish between market segmentation and data segmentation. Ideally, we want to be able to obtain data that is segmented the same as the market. In reality, the available data for renewable technologies is not perfectly market segmented. Thus a significant amount of the available data is not directly applicable to the forecasting of technology diffusion.

There exist numerous fiscal policy options, renewable energy products, geographic regions, and consumer sectors throughout the world. In our analysis all of these dimensions of segmentation need to be applied to identify datasets applicable to this study. Segmentation by purchase location is important to consider because various policies regarding the implementation of renewable energy technologies differ on the international, national, state, and local levels. Segmentation by buyer identification is necessary because different fiscal policies apply to different consumer sectors. Segmentation by technology is necessary because the various models analyzed focus on a specific consumer product. Segmentation by fiscal policy is essential to the underlying purpose of the analysis: the effect of various fiscal policies on technology diffusion.

6.2.3 The Ideal Dataset

We have seen numerous ways of segmenting the data. A focus of our project is to study and forecast the impact of fiscal policy on renewable energy technology development and use. Therefore segmentation of comparable data by alternative policies is required in order to see the effects of policy differences. For instance, it would be ideal to consider residential, grid-connected PV systems, in the sun-belt states of the United States. Assuming that fiscal policies vary by state, their effects on the diffusion of grid-connected PV systems may be analyzed. Even here, however, a problem is encountered. It is possible that fiscal policies vary by county (i.e. differing policies in various counties in California) leading to a lack of homogeneity in the data sample. The “ideal” dataset must satisfy the following requirements in order to be useful for diffusion modeling:

1. fiscal policy data must exist for the analyzed dataset;
2. historical data must exist for the analyzed dataset;

3. data must exist for a geographical region within which there is little variance in terms of fiscal policy;

4. if the data corresponds to units acquired or sold ("consumed"), the units must be directed at a single sector (i.e. residential, commercial, etc.);

5. if the data corresponds to energy consumed, the consumption must occur in a single sector and a method of converting energy consumption to product consumption must be determined;

6. if the data corresponds to the consumption of a mix of products (i.e. residential vs. utility-level consumption) the different products should be disaggregated.

The goal is to obtain datasets that are as "pure" as possible.

6.2.4 Gathered Data

The Bass, Generalized Bass, and Nonuniform Influence models were applied to eight different datasets relating to renewable energies over the following time intervals:

1. Global photovoltaic module shipments: 1990-2004. The dataset includes global photovoltaic module shipments measured in peak megawatts (MWp) of energy production for the stated period. Average PV module price for each year in the stated period is measured in current dollars (as of 2005).

2. United States photovoltaic module shipments: 1994-2003. The dataset includes all annual shipments of photovoltaic cell and modules over the stated period measured in peak kilowatts (KWp). The data excludes shipments of cells and modules for space or satellite applications. The global PV pricing data discussed in the global PV modules shipments dataset is taken as a proxy for US prices (due to lack of data for the US).

3. California grid-connected photovoltaic installations capacity (in kW): 1990-2004. The dataset includes all annual grid-connected installations of photovoltaic cells and modules over the stated period in California measured in peak kilowatts (KWp). The global PV pricing
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data discussed in the global PV modules shipments dataset is taken as a proxy for California prices (due to lack of data for California).

4. California grid-connected photovoltaic systems installations (in units): 1996-2004. The dataset includes all annual grid-connected installations of photovoltaic cells and modules over the stated period in California measured in the number of units installed. The global PV pricing data discussed in the global PV modules shipments dataset is taken as a proxy for California prices (due to lack of data for California).

5. United States aggregate thermal collector shipments: 1991-2003. The dataset includes the aggregate shipment values for low-temperature, medium-temperature, and high-temperature solar thermal collectors measured in thousands of square feet shipped. Pricing data is available for the corresponding period measured in dollars per square foot.

6. United States low-temperature thermal collector shipments: 1989-2003. This dataset is a subsample of the previous dataset and includes the aggregate amount of low-temperature thermal collectors shipments in the US measured in thousands of square feet. Pricing data is available for the corresponding period measured in dollars per square foot.

7. United States hybrid vehicle sales: 2000-2005. The dataset uses annual new hybrid vehicle registrations as a proxy for annual sales. The pricing data is based on the MSRP of the new Toyota Prius models over this period. This is the only hybrid vehicle model with pricing data corresponding to the time span of the sales data. It is assumed that the 2001 Prius was available in 2000, 2002 Prius was available in 2001, etc.

8. Spain wind energy generation: 1990-2004. The dataset documents all wind power generated in Spain measured in megawatts. This dataset is assumed to be appropriate to the study because it corresponds to a specific renewable energy technology: wind turbines.

None of these datasets are "ideal". There is a great deal of fiscal policy variation and product type variation on both the global and the national levels for most of these datasets. Furthermore, four out of the eight sets are
in units of energy produced, not units installed, leading to an inconsistency with the examined diffusion models.

Historical consumption data was available for all datasets. Historical pricing data was available for seven out of the eight datasets (excluding Spain wind energy generation). However historical advertising data was not available in all cases. Thus, in order to run the Generalized Bass Model advertising was assumed to be constant. For seven out of the eight datasets the analysis was performed with all three models, and one dataset was analyzed with two of the three models (excluding the GBM).

6.2.5 Validation Approach for Existing Models

Several steps are involved in testing the accuracy of the discussed models as applied to renewable energies. The approach discussed below follows the general method of model verification employed by the authors of the models under consideration (Bass, 1969), (Bass et al., 1994), (Easingwood et al., 1983). The first step is to run the regression on the entire dataset. This approach does not test the forecasting capability of the models; however, it does reflect the models’ applicability to market penetration as measured by its goodness-of-fit. If a model does not fit the existing data at all it cannot be relied upon to forecast the future.

The second major step is testing the model’s ability to predict the near past based on historical data. That is given a sufficient historical dataset of \( n \) points it is useful to see how well the first \( n - x \) of the points predict the last \( x \) points. If a model is determined to be an appropriate forecasting tool for a specific renewable energy technology, the entire dataset may be applied to determine the technology’s future market penetration.

6.2.6 Goodness-of-Fit Measure: R-squared

In identifying a goodness-of-fit measure for the performed regression it is essential to understand how the regressed curve is determined. According to Pindyck and Rubinfeld (Robert Pindyck, 1981), “The \( R^2 \), however, can be applied in its conventional sense to a nonlinear regression.” As the regression is performed the following function is minimized in order to determine the best fit (Fletcher, 1993):

\[
f(x) = \sum_{i=1}^{m} [r_i(x)]^2
\]
Here, \( r_i(x) \) is the residual value for observation \( i \). The value of the residual is the difference between the actual value of the dependent variable for observation \( i \) and the fitted value of the dependent variable for the observation \( i \).

In order to determine a goodness-of-fit measure for the regression performed in this study, the approach of the authors of the original papers was used (Bass, 1969), (Bass et al., 1994), (Easingwood et al., 1983). In these articles the R-squared value is used to determine whether a specific model fits the data well. Assume that we have the following data: \( x_1, x_2, \ldots, x_m \) corresponding to \( y_1, y_2, \ldots, y_m \) as the dependent variable. Suppose the regression produces the following fitted values of the dependent variable: \( \hat{y}_1, \hat{y}_2, \ldots, \hat{y}_m \). The R-squared value is calculated as follows and is usually expressed as a percentage:

\[
R^2 = 1 - \frac{SSE}{TSS}
\]

Here, \( SSE \) stands for the sum of squared errors (\( f(x) \) above), and is calculated as follows:

\[
SSE = \sum_{i=1}^{m} (y_i - \hat{y}_i)^2
\]

\( TSS \) stands for the total sum of squares, which is calculated as follows:

\[
TSS = \sum_{i=1}^{m} (y_i - \bar{y})^2
\]

Here \( \bar{y} \) represents the mean of \( y_1, y_2, \ldots, y_m \). Thus there is an inverse relationship between the value of R-squared and the objective function \( f(x) \) that is being minimized. As \( f(x) \) becomes smaller, the sum of squared errors (or residuals) tends to zero, leading the value of R-squared to approach 1 (100%). As the value for R-squared approaches 1, the squared residuals tend to 0, leading a higher goodness-of-fit.

### 6.2.7 M-Value Collection and Validation

A parameter in the existing models is the potential market size: the m-value. Although all of the discussed models can be applied without this value so that one of the outputs of the regression is the m-value, such tests may be highly inaccurate. The main reason for this is that the models may treat existing data as having already approached its peak, leading to
a steadily declining market penetration curve. Furthermore, the nonlinear regression algorithms employed by the graphical user interface require an initial guess for the market size, regardless of whether the m-value is an input or an output of the regression. The regression estimate for the m-value as well as the other parameters can be very sensitive to the initial guess for the market size.

Determining a reliable estimate for the potential market size is a difficult task. Due to the limited resources of data available to this project, the derived estimates have to be considered with some skepticism. M-values were calculated for six out of the eight analyzed datasets. Due to the lack of appropriate publications, market size could not be estimated for the two datasets related to thermal collectors. Below is an explanation and justification for the market sizes used in the analysis.

1. Global Photovoltaic Modules Shipments. The European Photovoltaic Industry Association and Greenpeace in a publication on October of 2004, stated that they predict a cumulative photovoltaic systems capacity of 205 GWp by 2020 (Association and International, 2004). Due to the scarcity of comparable publications this number is considered to be a reasonable estimate for the potential market size of the photovoltaic industry. The number is consistent with the units of the analyzed dataset.

2. United States Photovoltaic Modules Shipments. The M-value for this dataset is based on the publication by European Photovoltaic Industry Association and Greenpeace referred to above. The journal contains an estimate for the PV market in the US in 2020 for two scenarios: "business as usual" and "take-off scenario". For the purposes of market size the "take-off scenario" is used with the value of 30,209 MWp (Association and International, 2004).

3. California grid-connected photovoltaic module shipments (in kW and Units). These two datasets focus specifically on California which logically asks for an estimate of the state’s PV production relative to the rest of the United States. Since an estimate for total PV market size has been already determined for the previous dataset a fraction of this number is taken. It is assumed that future production of the grid-connected PV market of California relative to the rest of the US will remain constant to its current levels. Since the current levels of CA grid-connected PV production is an input of the considered dataset, and the level of aggregate US production is an input of the dataset
above, the ratio of these two values for 2003 is taken. This is assumed to be the fraction of the aggregate United States PV market that California grid-connected PV accounts for in 2020. The fraction is the multiplied by the expected 2020 US market size described above, resulting in 7,394 MWp. In order to estimate the market size in units of modules, an average generating capacity for a module is calculated by dividing the 2004 grid-connected generation of the modules by the number of such systems installed in California (both are inputs of the analyzed datasets). The expected California market size in MWp is divided by an average system generation in MWp, resulting in a potential market size of 996,592 modules.

4. US hybrid vehicle sales. A press release by Exxon Mobil states that the company expects hybrid vehicles to account for 30% of all new sales in the United States by 2030 (ExxonMobil, 2004). This figure is assumed to be the level at which hybrids will eventually saturate in the market. Furthermore, Exxon Mobil provides an estimate for the North America vehicle fleet in 2030. It is assumed that 30% of this number is the market size for the potential hybrid vehicle market in North America. Ward’s Automotive Guide is used to calculate the ratio of total registered vehicles in the US relative to all of North America (i.e. US, Mexico, and Canada) and this number is multiplied by the hybrid market size of North America resulting in an M-value of approximately 85 million.

5. Wind energy installed in Spain. An article published by the European Wind Energy Association provides an estimate for the aggregate European wind energy production for 2020. The same article states that it expects Spain to account for approximately 20% of this value (Association, 2003). Multiplying the two values results in a potential market size of 37,080 MW.

6.2.8 Relative Importance of High R-squared and Accurate M-Values

Although the R-squared value is used by the authors of the original papers, it may not be entirely appropriate for the purposes of this study. As will be seen in the following sections, the non-linear regressions will generally have high values for R-squared since the models will fit the historical data well. At the same time, as discussed in the previous section, these results may be unrealistic where the market size value is regressed for. Thus
we cannot trust that a high R-squared implies a model’s strong forecasting ability.

The identification of an accurate M-value is much more important to this analysis than the determination of a model that results in a high R-squared value for the regression. A high R-squared would be an appropriate benchmark in a setting where there is sufficient data in the time series, that the model can rely on the current points to estimate the future market penetration. In this analysis, the majority of the available data is at the very beginning of the time series (not even past the first inflection point of the market penetration curve) so an inaccurate or even regressed m-value leads to unreliable results.

Figure 6.1 gives an example of the importance of a fixed m-value (data is for wind energy generated in Spain).
In the absence of a fixed market size the Bass model sees the current level of energy generated as the peak. At the same time a fixed m-value results in the peak extending to five years in the future. Both of these predictions occur in the presence of an R-squared close to 1. Of course, the m-value cannot be guessed; it has to be substantiated by an expert opinion. The authors of the models analyzed in this study argue that an accurate market size estimate is essential to the predictive ability of the market penetration curve (Bass, 1969).

In the context of renewable energies, the goodness-of-fit measure (R-squared) is not essential to the accuracy and the predictive ability of the models. The main determinant of the forecasting ability of the analyzed models is an accurate estimate for the market size.

6.3 Regression Results

The discussion of the importance of m-values leads to two scenarios for running the regressions: (1) fixing market size and (2) regressing for market size. Furthermore, the regression can be applied to the entire dataset in order to forecast the future or it can be applied only to the past to see how well it can predict the known recent values.

The iterative method that is used for running the regression may not be accurate based on initial guesses for the parameters. According to Pindyck and Rubinfeld (Robert Pindyck, 1981), “There is no guarantee that this iterative process will converge to the maximum-likelihood estimate of the coefficients. The process may, for example, converge to a local, as opposed to global, minimum of the sum-of-squared-errors function.”

6.3.1 Regressed Market Size

Tables 6.1 and 6.2 show the regression results for the entire dataset (i.e. no prediction over the time span of the data) with a regressed market size potential.

The majority of the datasets have high R-squared values (95.6% - 99.9%) implying a high goodness-of-fit. On average, the goodness of fit encountered for the Bass Model in this table is significantly higher than the fits produced by Bass in his original paper (Bass, 1969). Similarly, the R-squared values for the NUI applied to the renewable energy data are greater than those shown in the NUI paper (Easingwood et al., 1983). The Generalized Bass model produces comparable goodness-of-fit values to those modeling the
### Table 6.1: Parameter Estimates for Bass Model, Generalized Bass Model, and Nonuniform Influence Model: No Prediction with Regressed M.

<table>
<thead>
<tr>
<th>Model</th>
<th>Time Interval</th>
<th>$R^2$</th>
<th>$p$</th>
<th>$q$</th>
<th>$\beta_1$</th>
<th>$\beta_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Global Photovoltaic Module Shipments (MWp)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bass</td>
<td>1990-2004</td>
<td>99.6%</td>
<td>0.991* $A^2$</td>
<td>0.134</td>
<td>–</td>
<td>295,000</td>
</tr>
<tr>
<td>95% Confidence Intervals</td>
<td></td>
<td></td>
<td>(0.9905, 0.9925)</td>
<td>(0.025, 0.042)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Generalized Bass</td>
<td>1990-2004</td>
<td>99.6%</td>
<td>0.991* $A^2$</td>
<td>0.134</td>
<td>–</td>
<td>295,000</td>
</tr>
<tr>
<td>95% Confidence Intervals</td>
<td></td>
<td></td>
<td>(0.9905, 0.9925)</td>
<td>(0.025, 0.042)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonuniform Influence</td>
<td>1990-2004</td>
<td>99.6%</td>
<td>0.0118</td>
<td>2.8</td>
<td>1.18</td>
<td>205,000</td>
</tr>
<tr>
<td>95% Confidence Intervals</td>
<td></td>
<td></td>
<td>(0.0103, 0.0133)</td>
<td>(0.465, 0.543)</td>
<td>(1.09, 2.27)</td>
<td></td>
</tr>
<tr>
<td><strong>United States Photovoltaic Module Shipments (MWp)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bass</td>
<td>1994-2003</td>
<td>99.4%</td>
<td>0.0118</td>
<td>0.036</td>
<td>–</td>
<td>30,200</td>
</tr>
<tr>
<td>95% Confidence Intervals</td>
<td></td>
<td></td>
<td>(0.0109, 0.0129)</td>
<td>(0.028, 0.0579)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Generalized Bass</td>
<td>1994-2003</td>
<td>99.4%</td>
<td>0.0118</td>
<td>0.036</td>
<td>–</td>
<td>30,200</td>
</tr>
<tr>
<td>95% Confidence Intervals</td>
<td></td>
<td></td>
<td>(0.0109, 0.0129)</td>
<td>(0.028, 0.0579)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonuniform Influence</td>
<td>1994-2003</td>
<td>99.4%</td>
<td>0.0329</td>
<td>0.475</td>
<td>1.3</td>
<td>30,200</td>
</tr>
<tr>
<td>95% Confidence Intervals</td>
<td></td>
<td></td>
<td>(0.0317, 0.0339)</td>
<td>(0.252, 0.699)</td>
<td>(0.924, 1.67)</td>
<td></td>
</tr>
<tr>
<td><strong>United States Aggregate Thermal Collector Shipments (Units)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bass</td>
<td>1991-2003</td>
<td>99.1%</td>
<td>0.00894</td>
<td>0.0537</td>
<td>–</td>
<td>1,109,640</td>
</tr>
<tr>
<td>95% Confidence Intervals</td>
<td></td>
<td></td>
<td>(0.00822, 0.0098)</td>
<td>(0.0079, 0.0174)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Generalized Bass</td>
<td>1991-2003</td>
<td>99.1%</td>
<td>0.0093</td>
<td>0.0537</td>
<td>–</td>
<td>1,109,640</td>
</tr>
<tr>
<td>95% Confidence Intervals</td>
<td></td>
<td></td>
<td>(0.00822, 0.0098)</td>
<td>(0.0079, 0.0174)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonuniform Influence</td>
<td>1991-2003</td>
<td>99.1%</td>
<td>0.0368</td>
<td>0.530</td>
<td>1.89</td>
<td>1,109,640</td>
</tr>
<tr>
<td>95% Confidence Intervals</td>
<td></td>
<td></td>
<td>(0.0356, 0.0443)</td>
<td>(0.765, 1.621)</td>
<td>(0.717, 3.09)</td>
<td></td>
</tr>
<tr>
<td><strong>United States Low Temperature Thermal Collector Shipments (Units)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bass</td>
<td>1999-2003</td>
<td>99.0%</td>
<td>0.0093</td>
<td>0.0537</td>
<td>–</td>
<td>1,202,540</td>
</tr>
<tr>
<td>95% Confidence Intervals</td>
<td></td>
<td></td>
<td>(0.00863, 0.0096)</td>
<td>(0.0074, 0.0169)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Generalized Bass</td>
<td>1999-2003</td>
<td>99.0%</td>
<td>0.0093</td>
<td>0.0537</td>
<td>–</td>
<td>1,202,540</td>
</tr>
<tr>
<td>95% Confidence Intervals</td>
<td></td>
<td></td>
<td>(0.00863, 0.0096)</td>
<td>(0.0074, 0.0169)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonuniform Influence</td>
<td>1999-2003</td>
<td>99.0%</td>
<td>0.0368</td>
<td>0.530</td>
<td>1.89</td>
<td>1,202,540</td>
</tr>
<tr>
<td>95% Confidence Intervals</td>
<td></td>
<td></td>
<td>(0.0356, 0.0443)</td>
<td>(0.765, 1.621)</td>
<td>(0.717, 3.09)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model</th>
<th>Time Interval</th>
<th>$R^2$</th>
<th>$\beta$</th>
<th>$\delta$</th>
<th>$\theta_{\text{guessed}}$</th>
<th>$\theta_{\text{regressed}}$</th>
<th>$\beta_1$</th>
<th>$\beta_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CA Grid-Connected Photovoltaic Modules Shipments (W)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bass</td>
<td>1990-2004</td>
<td>95.9%</td>
<td>3.95 x 10^-7</td>
<td>0.97</td>
<td>-</td>
<td>7.391,195</td>
<td>152,000</td>
<td>-</td>
</tr>
<tr>
<td>99% Confidence Intervals</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(1.00 x 10^-5, 7.5 x 10^-7)</td>
<td>(9.503, 1.059)</td>
<td></td>
</tr>
<tr>
<td>Generalized Bass</td>
<td>1990-2004</td>
<td>95.8%</td>
<td>1.02 x 10^-7</td>
<td>0.678</td>
<td>-</td>
<td>7.391,195</td>
<td>7,350,000</td>
<td>-1.63</td>
</tr>
<tr>
<td>99% Confidence Intervals</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NA</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>Nonuniform Influence</td>
<td>1990-2004</td>
<td>95.2%</td>
<td>4.4 x 10^-7</td>
<td>0.424</td>
<td>0.548</td>
<td>7.391,195</td>
<td>7,350,000</td>
<td>-</td>
</tr>
<tr>
<td>99% Confidence Intervals</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NA</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td><strong>CA Grid-Connected Photovoltaic Modules Shipments (Units)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bass</td>
<td>1990-2004</td>
<td>97.8%</td>
<td>0.00077</td>
<td>0.697</td>
<td>-</td>
<td>985,592</td>
<td>29,700</td>
<td>-</td>
</tr>
<tr>
<td>99% Confidence Intervals</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-0.000199, 0.000150)</td>
<td>(-9.265, 1.84)</td>
<td></td>
</tr>
<tr>
<td>Generalized Bass</td>
<td>1990-2004</td>
<td>97.0%</td>
<td>6.9 x 10^-6</td>
<td>0.507</td>
<td>-</td>
<td>985,592</td>
<td>991,000</td>
<td>-0.76</td>
</tr>
<tr>
<td>99% Confidence Intervals</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NA</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>Nonuniform Influence</td>
<td>1990-2004</td>
<td>98.3%</td>
<td>3.16 x 10^-6</td>
<td>0.412</td>
<td>0.77</td>
<td>985,592</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>99% Confidence Intervals</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-0.003917, 0.005134)</td>
<td>(-9.042, 1.77)</td>
<td></td>
</tr>
<tr>
<td><strong>United States Hybrid Vehicle Sales</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bass</td>
<td>2000-2006</td>
<td>95.5%</td>
<td>1.0 x 10^-6</td>
<td>0.733</td>
<td>-</td>
<td>65,034,283</td>
<td>135,000,000</td>
<td>-</td>
</tr>
<tr>
<td>99% Confidence Intervals</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-0.0159, 0.0113)</td>
<td>(-3.83, 1.77)</td>
<td></td>
</tr>
<tr>
<td>Generalized Bass</td>
<td>2000-2006</td>
<td>95.6%</td>
<td>4.9 x 10^-6</td>
<td>0.686</td>
<td>-</td>
<td>65,034,283</td>
<td>65,000,000</td>
<td>1.34</td>
</tr>
<tr>
<td>99% Confidence Intervals</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NA</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>Nonuniform Influence</td>
<td>2000-2006</td>
<td>92.4%</td>
<td>0.000140</td>
<td>0.58</td>
<td>1.44</td>
<td>65,034,283</td>
<td>104,000,000</td>
<td>-</td>
</tr>
<tr>
<td>99% Confidence Intervals</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-0.95, 0.962)</td>
<td>(-9.437, 2.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Wind Energy Installed in Spain</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bass</td>
<td>1990-2004</td>
<td>95.2%</td>
<td>0.000184</td>
<td>0.46</td>
<td>-</td>
<td>37,080</td>
<td>11,000</td>
<td>-</td>
</tr>
<tr>
<td>99% Confidence Intervals</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-0.000139, 0.000111)</td>
<td>(-0.313, 0.698)</td>
<td></td>
</tr>
<tr>
<td>Generalized Bass</td>
<td>1990-2004</td>
<td>95.6%</td>
<td>0.000234</td>
<td>0.262</td>
<td>0.888</td>
<td>37,080</td>
<td>35,100</td>
<td>-</td>
</tr>
<tr>
<td>99% Confidence Intervals</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-0.00133, 0.00076)</td>
<td>(-0.594, 1.84)</td>
<td></td>
</tr>
</tbody>
</table>
The lower R-squared values may be attributed mainly to the thermal collector shipment datasets, which have volatile shipment values. It can be seen that the R-squared values are much smaller for datasets where consumption is not steadily increasing over the considered time interval. In addition, the m-values for the thermal collector sets were randomly chosen (it was assumed that the current cumulative shipments are 5% of the potential market size), which may be another source of inaccuracy.

It is also important to consider values and the statistical significance of the coefficients in the various regressions. In value, the p estimates are generally close to 0, which is consistent with values found when running the regression for the traditional durables. The q values are also within the appropriate range excluding a few outliers. Although the goodness-of-fit values are high, the majority of the coefficients are not statistically significant from 0 on a 95% confidence interval (i.e. 0 is included in the interval). As a general trend, the regressed m-value for the Bass Model is a significantly less than the estimated m-value for the GBM and the NUI. This can be explained by the Bass Model's tendency to see the last point of a uniformly increasing time series as the peak of the dataset. Due to the small number of explanatory coefficients, from a computational perspective the Bass Model is less sensitive to the initial guess for the market size. In some instances the GBM and the NUI m-value regression estimates are close to the researched m-values. This is explained both by good research approaches for the market size as well as these models' sensitivity to the initial guess of the market size. Five out of the eight models have δ values greater than 1 for the NUI which indicates increasing influence of the word-of-mouth effect in the market. This is consistent with reality as the popularity of renewable energies is accelerating especially with rising oil prices. The β₁ values are negative for a majority of the goods, which is consistent with theory (Bass et al., 1994). However, it’s important to remember that due to a lack of data, advertising is not taken into account with the GBM which may affect the results.

Overall, the results of the regression are both consistent with theory and intuition. At the same time, an accurate estimate for the market size is important. It is also necessary to consider the confidence intervals for the coefficients (which in most cases are not statistically significantly different from 0).
6.3.2 Forecasting Accuracy: Regressed M-value

To compare the predictive ability of the three models, either the last two (datasets with ten observations or less) or the last four (datasets with more than ten observations) data points were removed, and the models were fitted to the truncated data (Easingwood et al., 1983). See the appendix for all of the plots of the regressions. Tables 6.3 and 6.4 show the results of the analysis. The R-squared of the sample refers to the goodness-of-fit of the truncated dataset, and R-squared of prediction refers to the fit of the entire dataset, including predicted values.

Here the results varied significantly among the considered models. Certain datasets “favored” certain models. The lowest average R-squared belonged to the hybrid vehicle dataset; however this may be explained by the small number of data points. While the model fitted the truncated data well, there was high error in predicting the future, see Figure 6.2.

The regressed market size values were generally much smaller than the researched values (section 6.2.7 describes the sources for these values) when using the Bass Model. The GBM regressed market size value greatly differed from the researched estimate only once, being close to it in all other cases. Finally, the NUI varied in accuracy with regards to the regressed m-value.

A regressed value for market size causes the resulting confidence intervals on the fitted values to be much wider than they would if the market potential was an accurate and fixed input. This is caused by the confidence interval on the m-value which is usually extremely wide. Figure 6.3 shows an example of the Bass Model predicting future penetration of global PV shipments.

The red error bars correspond to the bounds on the values with regressed market size, while the blue error bars correspond to a fixed m-value.

In general, when the three models (Bass, Generalized Bass, and Nonuniform Influence) are applied to the analyzed datasets, some show strong predictive ability while others do not. For datasets such as California grid-connected modules shipments (in kW or units), wind energy installed in Spain, or thermal collectors for at least one of the models, the predicted R-squared was low. This suggests that when employing the existing models to predict future market penetration, it is important to consider the models on a one-by-one basis and be very cautious with the results.

A model that may perfectly fit the entire dataset without predictions could easily fail when used for prediction. At the same time, this is in-
Table 6.3: Parameter Estimates for Bass Model, Generalized Bass Model, and Nonuniform Influence Model: Prediction with Regressed M.

<table>
<thead>
<tr>
<th>Model</th>
<th>Time Interval</th>
<th>N-Total</th>
<th>N-Sample</th>
<th>R^2 Sample</th>
<th>R^2 Prediction</th>
<th>Quarterly</th>
<th>Regressed M</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Global Photovoltaic Modules Shipments (MWp)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bass</td>
<td>1996-2004</td>
<td>15</td>
<td>11</td>
<td>98.3%</td>
<td>95.2%</td>
<td>205,000</td>
<td>1,420,000</td>
</tr>
<tr>
<td>Generalized Bass</td>
<td>1996-2004</td>
<td>15</td>
<td>11</td>
<td>97.4%</td>
<td>97.6%</td>
<td>205,000</td>
<td>261,000</td>
</tr>
<tr>
<td>Nonuniform Influence</td>
<td>1996-2004</td>
<td>15</td>
<td>11</td>
<td>90.7%</td>
<td>94.0%</td>
<td>205,000</td>
<td>34,400</td>
</tr>
<tr>
<td><strong>United States Photovoltaic Modules Shipments (MWp)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bass</td>
<td>1994-2003</td>
<td>10</td>
<td>8</td>
<td>97.7%</td>
<td>97.2%</td>
<td>30,200,000</td>
<td>2,010,000</td>
</tr>
<tr>
<td>Generalized Bass</td>
<td>1994-2003</td>
<td>10</td>
<td>8</td>
<td>99.3%</td>
<td>93.9%</td>
<td>30,200,000</td>
<td>30,200,000</td>
</tr>
<tr>
<td>Nonuniform Influence</td>
<td>1994-2003</td>
<td>10</td>
<td>8</td>
<td>98.0%</td>
<td>88.1%</td>
<td>30,200,000</td>
<td>675,000</td>
</tr>
<tr>
<td><strong>United States Aggregate Thermal Collector Shipments (Units)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bass</td>
<td>1991-2003</td>
<td>13</td>
<td>9</td>
<td>85.8%</td>
<td>73.2%</td>
<td>1,109,640</td>
<td>419,000</td>
</tr>
<tr>
<td>Generalized Bass</td>
<td>1991-2003</td>
<td>13</td>
<td>9</td>
<td>92.9%</td>
<td>88.3%</td>
<td>1,109,640</td>
<td>1,100,000</td>
</tr>
<tr>
<td>Nonuniform Influence</td>
<td>1991-2003</td>
<td>13</td>
<td>9</td>
<td>86.4%</td>
<td>74.7%</td>
<td>1,109,640</td>
<td>1,530,000</td>
</tr>
<tr>
<td><strong>United States Low Temperature Thermal Collector Shipments (Units)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bass</td>
<td>1999-2003</td>
<td>15</td>
<td>11</td>
<td>85.3%</td>
<td>55.9%</td>
<td>1,202,540</td>
<td>484,000</td>
</tr>
<tr>
<td>Generalized Bass</td>
<td>1999-2003</td>
<td>15</td>
<td>11</td>
<td>88.0%</td>
<td>90.1%</td>
<td>1,202,540</td>
<td>1,150,000</td>
</tr>
<tr>
<td>Nonuniform Influence</td>
<td>1999-JUL10</td>
<td>15</td>
<td>11</td>
<td>85.1%</td>
<td>74.1%</td>
<td>1,202,540</td>
<td>484,000</td>
</tr>
</tbody>
</table>
Table 6.4: Part 2 Parameter Estimates for Bass Model, Generalized Bass Model, and Nonuniform Influence Model: Prediction with Regressed M.

<table>
<thead>
<tr>
<th>Model</th>
<th>Time Interval</th>
<th>N-Total</th>
<th>N-Sample</th>
<th>$R^2$ Sample</th>
<th>$R^2$ Prediction</th>
<th>Glassed m</th>
<th>Regressed m</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA Grid-Connected Photovoltaic Modules Shipments (MW)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bass</td>
<td>1997-2004</td>
<td>8</td>
<td>6</td>
<td>99.6%</td>
<td>92.3%</td>
<td>7,398,156</td>
<td>89,000</td>
</tr>
<tr>
<td>Generalized Bass</td>
<td>1997-2004</td>
<td>8</td>
<td>6</td>
<td>99.9%</td>
<td>6.2%</td>
<td>7,398,156</td>
<td>92,500</td>
</tr>
<tr>
<td>Nonuniform Influence</td>
<td>1997-2004</td>
<td>5</td>
<td>5</td>
<td>88.8%</td>
<td>6.1%</td>
<td>7,154,146</td>
<td>26,000</td>
</tr>
<tr>
<td>CA Grid-Connected Photovoltaic Modules Shipments (Units)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bass</td>
<td>1996-2004</td>
<td>9</td>
<td>7</td>
<td>98.4%</td>
<td>51.5%</td>
<td>990,592</td>
<td>945,000</td>
</tr>
<tr>
<td>Generalized Bass</td>
<td>1996-2004</td>
<td>9</td>
<td>7</td>
<td>98.0%</td>
<td>51.5%</td>
<td>990,592</td>
<td>945,000</td>
</tr>
<tr>
<td>Nonuniform Influence</td>
<td>1996-2004</td>
<td>9</td>
<td>7</td>
<td>97.6%</td>
<td>51.5%</td>
<td>990,592</td>
<td>945,000</td>
</tr>
<tr>
<td>United States Hybrid Vehicle Sales (Units)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bass</td>
<td>2000-2005</td>
<td>8</td>
<td>4</td>
<td>98.8%</td>
<td>51.5%</td>
<td>85,634,269</td>
<td>180,000</td>
</tr>
<tr>
<td>Generalized Bass</td>
<td>2000-2005</td>
<td>8</td>
<td>4</td>
<td>NA</td>
<td>NA</td>
<td>85,634,269</td>
<td>NA</td>
</tr>
<tr>
<td>Nonuniform Influence</td>
<td>2000-2005</td>
<td>8</td>
<td>4</td>
<td>NA</td>
<td>NA</td>
<td>85,634,269</td>
<td>NA</td>
</tr>
<tr>
<td>Wind Energy Installed in Spain (MWp)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bass</td>
<td>1998-2004</td>
<td>15</td>
<td>11</td>
<td>98.1%</td>
<td>36.8%</td>
<td>37,089</td>
<td>36,290</td>
</tr>
<tr>
<td>Generalized Bass</td>
<td>1998-2004</td>
<td>15</td>
<td>11</td>
<td>NA</td>
<td>NA</td>
<td>37,089</td>
<td>NA</td>
</tr>
<tr>
<td>Nonuniform Influence</td>
<td>1998-2004</td>
<td>15</td>
<td>11</td>
<td>91.6%</td>
<td>95.0%</td>
<td>37,089</td>
<td>124,000</td>
</tr>
</tbody>
</table>
Figure 6.2: The Bass Model is in red, the GBM is in green, and the NUI is in blue. The grey region is the predicted values. Data time span is: 2000-2005
Figure 6.3: Four year projections for global PV module shipments with a fixed market size and regressed market size. The red dotted line corresponds to the confidence interval using a regressed value and the blue dotted line uses a fixed value.
fluenced by the fact that the renewable energy industry is at its beginnings. There is no steady growth as year-to-year jumps in adopters could be highly volatile and the industry is yet to reach its peak. Furthermore, the unpredictability of the data is also explained by the flaws of the datasets discussed above. The data used to validate the existing models as well as the modified models does not seem to exist. Until suitable data is obtained there is no way of measuring the true accuracy of the applied methods.

6.3.3 Forecasting Accuracy: Fixed M-value

Running the regressions with fixed m values creates opportunities for increased accuracy in the predictions. See Figure 6.4 for an example of the NUI applied to global PV module shipments, with four year predictions. The first three years are forecasted well as the actual values fall within the 95% confidence intervals, which remain relatively narrow.

Another example of this situation is shown in Figure 6.5. It is clear from the graph that although the regressed market size error bars are not as wide as in the example above, they are still much wider than the error bars corresponding to a fixed value of m. This difference becomes even more apparent in the second year’s predictions.

Tables 6.5 and 6.6 show the results of the analysis. The R-squared of the sample refers to the goodness-of-fit of the truncated dataset, and R-squared of prediction refers to the fit of the entire dataset, including predicted values.

Finding an accurate m-value does not eliminate the risk of choosing the wrong model for prediction purposes, however it does increase the likelihood of a reasonable forecast.

6.4 Conclusion

One of the main results of this study was the regression analysis of numerous renewable energy technology datasets using various market diffusion models that are typically applied to more traditional consumer goods: the Generalized Bass, Bass, and the Nonuniform Influence models. The analysis produced results which were in many instances consistent with those of Bass and others. Furthermore, the predictive capabilities of the models were tested with the renewable energy data. Although the results varied greatly, certain models were able to predict future market growth accurately. The significance of the fixed input for the potential market size was
Figure 6.4: Four year projections for global PV module shipments with a fixed market size. The model predicts the first three years very well.
Figure 6.5: Two year projections for US PV module shipments with a fixed and regressed market size. The blue error bars correspond to the fixed m, and red error bars correspond to regressed m.
Table 6.5: Part 1. Parameter Estimates for Bass Model, Generalized Bass Model, and Nonuniform Influence Model: Prediction with Fixed M.

<table>
<thead>
<tr>
<th>Model</th>
<th>Time Interval</th>
<th>N-Total</th>
<th>N-Sample</th>
<th>$R^2$ Sample</th>
<th>$R^2$ Prediction</th>
<th>Fixed M</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Global Photovoltaic Modules Shipments (MWp)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bass</td>
<td>1990-2004</td>
<td>15</td>
<td>11</td>
<td>96.2%</td>
<td>95.0%</td>
<td>205,000</td>
</tr>
<tr>
<td>Generalized Bass</td>
<td>1990-2004</td>
<td>15</td>
<td>11</td>
<td>95.4%</td>
<td>93.7%</td>
<td>205,000</td>
</tr>
<tr>
<td>Nonuniform Influence</td>
<td>1990-2004</td>
<td>15</td>
<td>11</td>
<td>98.7%</td>
<td>95.9%</td>
<td>205,000</td>
</tr>
<tr>
<td><strong>United States Photovoltaic Modules Shipments (KWp)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bass</td>
<td>1994-2003</td>
<td>10</td>
<td>8</td>
<td>97.3%</td>
<td>92.0%</td>
<td>30,209,000</td>
</tr>
<tr>
<td>Generalized Bass</td>
<td>1994-2003</td>
<td>10</td>
<td>8</td>
<td>97.3%</td>
<td>92.0%</td>
<td>30,209,000</td>
</tr>
<tr>
<td>Nonuniform Influence</td>
<td>1994-2003</td>
<td>10</td>
<td>8</td>
<td>97.3%</td>
<td>93.4%</td>
<td>30,209,000</td>
</tr>
<tr>
<td><strong>CA Grid-Connected Photovoltaic Modules Shipments (KW)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bass</td>
<td>1997-2004</td>
<td>8</td>
<td>6</td>
<td>99.8%</td>
<td>99.5%</td>
<td>7,394,196</td>
</tr>
<tr>
<td>Generalized Bass</td>
<td>1997-2004</td>
<td>8</td>
<td>6</td>
<td>99.8%</td>
<td>20.7%</td>
<td>7,394,196</td>
</tr>
<tr>
<td>Nonuniform Influence</td>
<td>1997-2004</td>
<td>8</td>
<td>6</td>
<td>99.4%</td>
<td>95.9%</td>
<td>7,394,196</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model</th>
<th>Time Interval</th>
<th>N-Total</th>
<th>N-Sample</th>
<th>$R^2$ Sample</th>
<th>$R^2$ Prediction</th>
<th>Fixed m</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CA Grid-Connected Photovoltaic Modules Shipments (Units)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bass</td>
<td>1998-2004</td>
<td>9</td>
<td>7</td>
<td>97.9%</td>
<td>87.4%</td>
<td>996,592</td>
</tr>
<tr>
<td>Generalized Bass</td>
<td>1998-2004</td>
<td>9</td>
<td>7</td>
<td>98.4%</td>
<td>52.0%</td>
<td>996,592</td>
</tr>
<tr>
<td>Nonuniform influence</td>
<td>1998-2004</td>
<td>9</td>
<td>7</td>
<td>NA</td>
<td>NA</td>
<td>996,592</td>
</tr>
<tr>
<td></td>
<td>United States Hybrid Vehicle Sales</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bass</td>
<td>2000-2005</td>
<td>8</td>
<td>4</td>
<td>93.9%</td>
<td>94.1%</td>
<td>85,084,289</td>
</tr>
<tr>
<td>Generalized Bass</td>
<td>2000-2005</td>
<td>6</td>
<td>4</td>
<td>94.4%</td>
<td>22.6%</td>
<td>85,034,269</td>
</tr>
<tr>
<td>Nonuniform influence</td>
<td>2000-2005</td>
<td>8</td>
<td>4</td>
<td>93.1%</td>
<td>77.4%</td>
<td>85,084,289</td>
</tr>
<tr>
<td></td>
<td>Wind Energy installed in Spain</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bass</td>
<td>1990-2004</td>
<td>15</td>
<td>10</td>
<td>99.6%</td>
<td>87.9%</td>
<td>37,080</td>
</tr>
<tr>
<td>Generalized Bass</td>
<td>1990-2004</td>
<td>15</td>
<td>10</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Nonuniform influence</td>
<td>1990-2004</td>
<td>15</td>
<td>10</td>
<td>93.8%</td>
<td>90.1%</td>
<td>37,080</td>
</tr>
</tbody>
</table>
analyzed in detail. A fixed m-value leads to greater precision with much narrower confidence intervals.

At the same time numerous obstacles were encountered in the process of data collection. In order to validate the modified NUI model and GBM, future and historical pricing, advertising, and savings data was required. Extensive searches were performed for this information, however they were mostly futile. This data is difficult to obtain. In addition, the limitations in the availability of data lead to the need for using aggregate data which creates a lack of perfect segmentation. There are sources for well segmented data, but these tend to capture only a certain point in time, whereas a historical time series is necessary for the forecasting of product penetration. Data collection is a logical continuation of this study as it will create a possibility to validate the modified diffusion models for renewable energy technologies.
Chapter 7
Conclusion

This report lays the foundation for what this team believes could become a powerful tool for market forecasting and exploring hypothetical policy decisions. However, further research and development is necessary before such a tool is ready to be placed in the hands of policy makers. Future work includes validating the modified models as the data becomes available, expanding the data sets to include other alternative energies, and continuing development of the GUI.

The modified models presented in Chapter 4 have yet to be validated, due to lack of data. Savings data, although not easily collected, exists. As discussed in §4.3, the savings data does not need to be meticulously calculated; it would be best to take savings data from sources readily available to consumers. Advertising data, on the other hand, has yet to be found. As these technologies become more abundant, this data will likely become available. However, it is unknown how long this will take. A few options to get around this obstacle include a study to collect the data, or, alternatively, creating a hypothetical data set.

Such a data set would need to include pricing, savings, and advertising data of equal length. An existing data set including pricing and savings data could be used, with added advertising data. Both modified models can be tested using the GUI designed for the project. Comparing results to the Bass Model, Generalized Bass Model, and Nonuniform Influence Model will determine if and when the modified models are applicable. Recommendations for making do with small data sets can be found in §4.9.2.

To check the validity of the model, the first $x\%$ of the data set could be used to predict the final $(100 - x)\%$ of the data set, as explained in §6.2.5. Once the validation is complete, the models will be ready to use against po-
tential policy decisions. To do this, use the potential policy changes to predict pricing, savings, and advertising data into the future. Run the models with the data set and examine the predicted market penetration for feasibility, compared to a data set of equal length without the policy changes.

The second area for future work includes collecting data sets for renewable technologies not mentioned in this report. Some examples of such technologies include biomass, geothermal, and fuel cells.

The third area for future work is continued development of the GUI. The GUI will need to be updated to reflect the findings of the validation. Additional features may be added as well. Some ideas include allowing for specification of upper and lower bounds for individual coefficients, allowing for removal of data points at the beginning of a data set and implementing more regression algorithms.

The team recommends further development in these three areas to bring NREL closer to the goal of providing lawmakers and analysts with a powerful, easy-to-use tool for exploring impacts of policy variations on market penetration of renewable energy technologies.
Appendix A

Abbreviations

GBM  Generalized Bass Model
GUI  Graphical User Interface
NUI  Nonuniform Influence (Model)
PV   Photovoltaic
RE   Renewable Energy
Appendix B

Sample GUI Input File

[Main]
Title = Grid-Connected PV Capacity Installed in California

[Data]
Time = 1 2 3 4 5 6 7 8 9 10
Sales = 10 20 45 80 160
Price = 20 20 19 19 17 16 15 13 10 10
Adv = 5 6 6 8 9 11 15 20 30 30
Sav = 10 10 10 10 12 18 24 30 30
m = 10000

[Units]
Time = Years
Sales = KW
Appendix C

Bass, Generalized Bass, and NUI Forecast Plots
Figure C.1: The Bass Model is in red, the GBM is in green, and the NUI is in blue. The grey region is the predicted values. Data time span is: 1990-2004
Figure C.2: The Bass Model is in red, the GBM is in green, and the NUI is in blue. The grey region is the predicted values. Data time span is: 1994-2003
Figure C.3: The Bass Model is in red, the GBM is in green, and the NUI is in blue. The grey region is the predicted values. Data time span is: 1991-2003
Figure C.4: The Bass Model is in red, the GBM is in green, and the NUI is in blue. The grey region is the predicted values. Data time span is: 1989-2003
Figure C.5: The Bass Model is in red, the GBM is in green, and the NUI is in blue. The grey region is the predicted values. Data time span is: 1997-2004
Figure C.6: The Bass Model is in red, the GBM is in green, and the NUI is in blue. The grey region is the predicted values. Data time span is: 1996-2004
Figure C.7: The Bass Model is in red, the GBM is in green, and the NUI is in blue. The grey region is the predicted values. Data time span is: 2000-2005.
Figure C.8: The Bass Model is in red, the GBM is in green, and the NUI is in blue. The grey region is the predicted values. Data time span is: 1990-2004
Bibliography


Accessed April 12, 2006.


Accessed April 12, 2006.


Bass Model description. Most diffusion models are based on this. There is a detailed explanation of the development of the Bass Model, including the rationale about consumer behavior that justify certain mathematical assumptions. It continues with several pages of tests of the model on technologies that have already diffused; these validate the Bass model nicely.

This paper describes the Generalized Bass Model, potentially more accurate than the Bass Model. It begins by reviewing the Bass Model, and then provides very detailed reasons for wanting to modify it and expectations of a well-modified model. Then it moves into the math of the GBM’s derivation, again explained in detail. It also includes a handy chart detailing characteristics of many models that include price or other decision variables, reaching the basic conclusion that of those, the GBM is best. There is a short discussion on how to estimate parameters, and the paper closes with comparisons of the GBM to other models in several situations, where the GBM performs well.


This short paper could be of real use. They say “Our approach could be applied to other products for which information about efficacy and safety is conveyed by the usage of others.” They use hedonic pricing models, which modifies the actual price to account for many other factors like consumer demand and, in this case, network effects. They then incorporate this into a modified Bass model. Could be quite useful. This is currently only available as hard copy.


This abstract summarizes the conclusions of Blackman in his tests on an altered version of Mansfield’s model of product diffusion in the market of jet engines. The model was found to agree well with existing data. It is unclear how much of the Mansfield-Blackman model will be useful because it depends on expertly determined, industry-specific parameters that are out-of-date for current markets.


This paper was written by a summer intern at NREL. It evaluates several models but has incorrect reasoning in error analysis invalidating the conclusions.

This has interesting methods for estimating model parameter and improving early forecasts by analyzing data from similar cases. Perhaps more interesting is its suggestions for a simple modification of the Bass Model to incorporate price. It is left unsaid how effective a modification it is, and it lacks some logical robustness as it only directly modifies the number of eventual adopters. Still, it is a modification idea to look further into in future work.


Accessed December 5, 2005.


Describes the NUI model and discusses three perceived limitations of Bass and similar models that NUI overcomes. Includes the rationale and resulting math behind the NUI. In direct comparison, the NUI performs very well against the Bass Model and another model, the Sharif-Kabir, which generally does quite poorly.


Compares fiscal policy among the United States, Germany, Denmark, Japan, and the Netherlands.


Accessed April 12, 2006.


This has the best conceptual overview of different modeling tactics we have seen.


Compares and analyzes characteristics of many different models. This will be very helpful. Does not test the models, purely conceptual. Goes into details, pros and cons, etc. for the normal noncumulative adopter distribution method, the Bass Model, the Mansfield Blackman Model, and the Fisher-Pry Model, as well as the broader Renewable Energy Penetration and National Energy Modeling System, and more. Especially valuable for its focus on renewable energy modeling, which is evidenced rarely in the technology diffusion models, but underlies the whole paper.


Discusses technological improvements within given mathematical models. This will be helpful when considering the economics behind our model, especially the importance of technological advances. It also includes a very lengthy list of references.


This provides a detailed mathematical background for the Gompertz curve, including a good explanation for the estimation of parameters through a least-squares method of approximation.

Investigates pricing when a consumer interacts with two (or more) companies simultaneously. Best source found for indirect network effects, but seems to have limited applicability to renewable energy technology diffusion models.


Compares fiscal policy among several states regarding renewable energy.


Lacks mathematical details, Rana uses a Computable General Equilibrium model which, like the NEMS model deals with the breakdown of the entire energy market and seems to require inordinate work to calibrate for a given region. This calibration for India was taken from a previous paper. Rana then models market share of renewable energy under several different fiscal scenarios including increased R&D funding and tariffs on coal. A nice approach to fiscal policy situations and good presentation of the comparison of different situations.


This paper does a test for network effects in the adoption of ATMs. The authors avoid prediction; they simply test historical data to see if it is plausible to assume that network effects are applicable to this case. It is hard to determine from this paper if a network model would be useful for predicting the future
from a small number of initial data points. Although a major concern in network effects is geography, the authors do not concern themselves with physical geography, their primary variables are the number of branches a bank has equipped with ATMs and the number of depositors using ATMs, which is promising for the kind of data that might be available for us.


This paper shows very convincing examples of the effects of marketing long outlasting the actual run of the advertisements. Because of this paper, the GBM treats advertising as a non-decreasing function, and we have chosen to do the same.

Staff of the Joint Committee on Taxation. 2005. Present law and background relating to tax credits for electricity production from renewable sources. Tech. rep., Joint Committee on Taxation.

Article prepared for a Subcommittee on Select Revenue Measures of the House Committee on Ways and Means.
This report documents a year-long academic project, presenting selected techniques for analysis of market growth, penetration, and forecasting applicable to renewable energy technologies. Existing mathematical models were modified to incorporate the effects of fiscal policies and were evaluated using available data. The modifications were made based on research and classification of current mathematical models used for predicting market penetration. An analysis of the results was carried out, based on available data. MATLAB versions of existing and new models were developed for research and policy analysis.