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Design of a Rayleigh-Taylor experiment to measure strength at high pressures

Karnig O. Mikaelian

Lawrence Livermore National Laboratory, Livermore, California 94551

We present a design to measure the strength of a metal at very high pressures using the Rayleigh-Taylor instability. The target consists of a metal foil behind a tamper and an ablator driven by soft x-rays generated in a hohlraum at the Nation Ignition Facility (NIF) or Laser MegaJoule (LMJ). Since ignition capsules and strength targets both call for quasi-adiabatic drives, we use the early, 0-16 ns, part of the ignition pulse to drive an almost-10-Mb strength experiment. We also discuss variations on how initial perturbations may be placed at the metal/tamper interface, resulting in a high-pressure microindentation technique. We illustrate the time-evolution of perturbations under various assumptions concerning tantalum strength.

PACS numbers 62.20.F-, 62.50.-p, 47.20.Ma

I. INTRODUCTION

Mechanical properties of materials such as compressibility, strength, viscosity, etc., are important for industrial applications, planetary and geophysical explorations, as well as the theoretical understanding of plasticity from the atomic scale (dislocation dynamics) to the mesoscopic scale (sliding of grains)\(^1\)-\(^4\). These properties are particularly difficult and challenging to obtain at high pressures; static techniques, such as diamond anvil...
cells, have a theroretical limit of about 5 Mb and are often conducted in the 1 Mb range. Much higher pressures can, in principle, be achieved using dynamic techniques and the method proposed in this paper falls in this category. Such techniques are, naturally, more demanding as one must compress the sample and simultaneously interrogate its properties at high pressures.

Dynamic experiments have been successfully carried out at the Z and Omega facilities: Tantalum, molybdenum, copper and beryllium have been studied at the Z-facility using magnetic compression. At the Omega laser facility diamond and, more recently, vanadium has been used to study equation-of-state and strength properties. Isentropic compression on both the Z and Omega facilities has been used to compress the sample without melting it. The method and calculations presented in this paper aim for higher pressures, about 10 Mb, are intended for the NIF laser, and are also based on isentropic compression of a sample without melting it. We use tantalum for illustration.

As discussed in Ref. 13, ramp compression experiments are under consideration for NIF to study material properties. In those experiments a short laser pulse shocks and energizes a reservoir that subsequently unloads across a gap and ramp-compresses the target. In this aspect it resembles the technique used first by Barnes et al. with high explosives as the reservoir. In our design the x-rays are absorbed by a high-Z-doped ablator and the laser pulse is shaped temporally to drive a series of shocks into the sample, again having perturbations whose growth is a measure of strength.

This research was undertaken to correlate and cross-fertilize two completely separate platforms: Ignition experiments and materials experiments. It is well-known that ignition requires an adiabatic implosion, achieved via pulse-shaping, to form a very high
density core without preheat. Similarly, materials experiments require a quasi-isentropic drive to push the sample without heating or melting it. The question emerges naturally: Can one use the ignition pulse to drive a materials experiment? The answer, we believe, is yes we can.

A design for measuring the high-pressure yield strength of tantalum is presented in Sec. II. Variations with the primary aim of simplifying target fabrication are presented in Sec. III. Conclusions are given in Sec. IV.

II. DESIGN OF EXPERIMENT

Fig. 1 shows the ignition pulse expected to be used to implode cryogenic DT capsules in a hohlraum on NIF. We use exactly the same pulse until about 16 ns at which time the laser is turned off. In this sense we piggyback the ignition experiments capitalizing on their experience to generate the required pulse, not taxing the laser system at all by stopping well short of the peak: 140 eV versus 300 eV. We believe this self-imposed constraint benefits both efforts, although it makes the RT target design more challenging.

Another constraint we have adopted is to use “standard” materials for ablator and tamper. The design is shown in the inset of Fig. 1: The ablator is 75 \( \mu \text{m} \) of brominated polystyrene, CHBr, with 12.5\% atomic fraction of bromine, followed by 25 \( \mu \text{m} \) of CH, then the metal foil, Ta, also 25 \( \mu \text{m} \) thick, and finally 200 \( \mu \text{m} \) of CH. More exotic ablators (diamond, beryllium,…) have been used in the past but we believe the simplicity of the design shown in Fig. 1, based on more commonly used materials, will be advantageous in fabricating the target.
We can drive the target by the truncated temperature source shown in Fig. 1 or, better yet, by the frequency-dependent-source (FDS) that gave rise to that Tr. The advantage of the FDS is that it is more realistic, containing the gold M and L lines that are more penetrating than the 400-500 eV photons of the main 140-eV temperature source. In fact, the bromine was added in the ablator to shield the metal foil from gold preheat (This is standard practice, sometimes germanium replacing bromine). We found the 12.5% of bromine more than sufficient to absorb preheat.

Of course x-rays are not the only source of the unwanted heating of the foil – The hydrodynamic push, generated by several mini-shocks as the laser is turned on, must not heat and melt the foil and thus lose all information about strength. In short, the target must move in a quasi-isentropic fashion, as discussed in the Introduction. This was necessarily the main criterion that determined the choice of the target shown in Fig. 1. Although melt cannot be avoided throughout the whole foil at all times, we found that the foil remains solid long enough to affect the growth of perturbations at the CH/Ta upper interface.

Before we study the evolution of perturbations in two-dimensions (2D), we make sure that the one-dimensional (1D) motion of the foil is sufficiently isentropic. Using the hydrodynamic code CALE with multigroup (55) diffusion for radiation,\textsuperscript{21} we display in Fig. 2 the 1D properties of the tantalum near its upper surface where 2D perturbations will later be placed. We show the pressure, density, velocity, electron temperature and melt temperature, all as functions of time. The peak pressure reaches almost 10 Mb, the density more than doubles, the peak speed of the interface is about 5 $\mu$m/ns, and the temperature remains below 0.5 eV, well below the melt temperature of 2 eV. These are ideal, 1D properties required for the design to qualify as a viable candidate for RT
experiments. For example, had the target melted in 1D there would be no point in performing time-consuming 2D calculations because strength effects would be absent. In other words these are necessary, but by no means sufficient conditions a design must meet.

Having passed these preliminary requirements we proceed to assess the sensitivity of the design to strength. We impose 2D sinusoidal perturbations at the upper CH/Ta interface. CALE\textsuperscript{21} is a 2D hydrocode in planar, cylindrical, or spherical geometry. We use planar geometry for ease of diagnostics, assumed to be backlit radiography as, for example, in Ref. 11.

Both the wavelength $\lambda$ and the amplitude $\eta_0$ that define the curve $\eta_0 \sin(2\pi x / \lambda)$ influence the RT instability, particularly in solids. The $\lambda$–effect was first pointed out in the classic work of Miles,\textsuperscript{22} and the $\eta_0$–effect was predicted by Drucker.\textsuperscript{23} More modern analytic formulations confirm the influence of both $\lambda$ and $\eta_0$ (see, for example, Refs. 24-26). Although details vary among the analyses, they all agree that small $\eta_0$’s and shorter $\lambda$’s are more sensitive to strength effects.\textsuperscript{22-26} We base our predictions on 2D direct numerical simulations, taking into account the third and perhaps most severe constraint of experimental diagnostics.

The requirements of diagnostics run exactly opposite to those of sensitivity to strength, making it difficult to satisfy both. Diagnostics require large amplitudes and long wavelengths to well resolve the experimental radiograph, while strength is most sensitive to small amplitudes and short wavelengths. After a series of calculations we found a wavelength, specifically 25 $\mu$m, and amplitude, specifically 1 $\mu$m, that can be diagnosed and at the same time is sensitive to strength. We ran several calculations at different wavelengths and amplitudes before settling on this choice, and they all verified the above
discussed dualism: Larger wavelength and/or amplitudes are better diagnosed but are not sensitive to strength, and conversely shorter wavelengths and/or amplitudes are better probes of strength, but of course difficult to detect.

Fig. 3 displays our results, the time-evolution of the peak-to-valley amplitude, initially equal to $2\eta_0=2\mu m$, under four different assumptions for Ta strength. Case A is the fluid or no-strength case, growing ~8.5 times to 17 $\mu m$. Case B assumes Steinberg-Guinan$^{27}$ (SG) strength for Ta. Case C assumes Steinberg-Lund$^{28}$ (SL), and case D is a variation of SG with double its pressure-hardening coefficient A. The SG model is described briefly in the Appendix – It is probably the most commonly used model for strength at high pressures, though there are many other new models as this remains an active field of research$^{29}$.

The largest contrast between a strength and no-strength case in Fig. 3 is about 1.7. If Ta turns out to have even higher strength then this contrast will increase. Conversely, a weaker Ta will behave like a fluid. We repeat that the contrast, within a given model, increases if we impose shorter $\lambda$’s or smaller $\eta$’s, but we believe those will be almost unobservable experimentally.

It does not follow that one should not experiment with other $\lambda$’s, particularly long ones. In fact, the lack of sensitivity at long $\lambda$ can serve as a check of the simulation because a fairly unique, meaning independent of the strength model, prediction could be tested experimentally. For $\lambda=50$ $\mu m$ and $\eta_0=2$ $\mu m$ we found the peak-to-valley increasing from 4 $\mu m$ to 18 $\mu m$ in the fluid case, while turning on the SG strength model made only a 5% difference, compared with the 30% difference shown in Fig. 3 for the $\lambda=25$ $\mu m$, $\eta_0=1$ $\mu m$ case. Fig. 4 shows snapshots for this latter case, with the pseudocolor field
III. VARIATIONS

All the 2D simulations we have discussed so far start with a sinusoidal perturbation at the CH/Ta interface, a natural configuration lending itself to analytic treatment, implying that both the metal and the tamper are conformally machined or pressed together so as to form one sinusoidally-shaped interface between them, as shown in Fig. 5a. We believe all previous treatments, be they analytic, numerical or experimental, have started with an interface as shown in Fig. 5a. However, from a numerical and particularly experimental standpoint this is not a requirement – At least two other configurations, shown as Figs. 5b and 5c, are equally, if not more, viable. In Fig. 5b only the metal is machined or coined into a sinusoidal shape and the tamper is flat, while in Fig. 5c the metal is flat and only the tamper is shaped. Actually the shape also does not have to be sinusoidal if one is not doing an analytic eigenvalue assessment, but we found no big advantage in switching to other shapes.

Our simulations starting with the conditions shown in Fig. 5b and 5c indicate that they both provide as good an experimental signal as Fig. 5a. However, we see no particular advantage in Fig. 5b and will not discuss it any further. Fig 5c or Method C, on the other hand, does have the experimental advantage that the metal does not have to be machined. Machining or coined into a particular shape could alter the strength properties...
one is trying to measure. Experimentally, Method C is also the more “natural” configuration to test the strength of a material as it is ordinarily put to use. This method is inspired by the well-known micro- or nano-indentation techniques used widely at ambient pressures – See, for example, Refs. 30-32. It is particularly useful when experimenting with crystalline materials that come with flat surfaces and where machining the surface of the sample may be damaging or may prove too difficult or too invasive, and the method of Fig. 5c would be a welcome simplification.

The same principles (Sec. II) that governed our choice of $\lambda$ and of $\eta_0$ for Method A also lead us to a fairly unique choice in the case of Method C: The wavelength and the final amplitude must be large enough to be experimentally observable, yet small enough to differentiate between a “strong” and “weak” material. We found $\lambda = 25 \, \mu m$ to again be a good choice, and $\eta_0 = 2 \, \mu m$ large enough to yield an observable signal, yet not too large as to mask the effect of strength. This is another advantage of Method C: Deep grooves, 4 $\mu m$ peak-to-valley, can be well defined and machined into the CH and dominate over the small-scale irregularities that are almost always present. These grooves act as a “hammer” that pushes into the sample and just how much the sample deforms is a measure of its strength or lack of it. As usual, in taking a late time radiograph with high energy x-rays one observes only the peaks and valleys of the metal sample itself ($Z=73$ for Ta) while the CH and CHBr remain transparent ($Z=3.5$ and 7.8).

Fig. 6 shows the peak-to-valley amplitudes for this case under the same four assumptions as in Fig. 3 concerning Ta strength. It grows from zero (initially flat Ta) to a maximum of about 8 $\mu m$ in the no-strength case, and to a minimum of about 2 $\mu m$ in the modified SG, the strongest case. Snapshots of the standard SG case are shown in Fig. 7 with the colors again indicating yield strength on the same scale as in Fig. 4. As expected,
the sinusoidal groove in the CH has inverted upon the passage of the first shock and acts as a “hammer” pushing into the metal. In contrast with Fig. 4, the metal still has some strength, about 18 kb (blue) left in its backside at 20 ns.

In Fig. 6 we see a difference of about 80% between the SG and the no-strength case, compared with about 30% for the Method A shown in Fig. 3. This suggests that we can “afford” to go to larger wavelengths and still maintain sensitivity to strength. Indeed, a \( \lambda = 50 \, \mu m \), \( \eta_0 = 3 \, \mu m \) simulation with Method C produced approximately 28% difference between the SG and the no-strength cases, growing from 0 to 3.9 \( \mu m \) and to 5 \( \mu m \), respectively, which we believe can be easily diagnosed.

IV. CONCLUDING REMARKS

We have presented a design that uses the early part of an ignition pulse (Fig. 1) to push and indent a tantalum sample, with the amount of indentation measuring the strength of the sample, as performed originally by Barnes et al. with HE products pushing an aluminum sample.\(^{15}\) We searched through a large design space varying ablator, tamper, and metal thicknesses, as well as \( \lambda \) and \( \eta_0 \), and have presented our best experimental candidate that can be diagnosed and yet has good contrast, meaning sensitivity to the strength of the metal. We believe the design can be further improved by indulging into the additional freedom of varying the drive. Even within the constraints of using the ignition pulse as is, we believe such experiments are viable and informative without taxing the laser system. In addition to NIF\(^{12,13,20}\) one may consider other systems such as the LMJ\(^{33}\) as a possible platform. The laser pulse will probably vary from what we have used but we are confident that any quasi-isentropic ignition pulse can do double-duty as a driver for material properties of solids.
Given a strength model the design seeks to maximize the contrast between the no-strength and strength cases. Since viscous effects are not included once a zone melts or yields, we expect that contrast to be even larger. Of course the perturbations cannot grow any faster than the no-strength case; however, it is possible for them not to grow at all if the strength turns out to be much higher. Conversely, if the strength is less than SG there may be little or no contrast.

It is interesting that Method C (Fig. 5c) has better contrast, probably reflecting the well-known fact that smaller $\eta_0$’s lead to smaller growth factors in strong materials\textsuperscript{23,34} – It is the ultimate “small $\eta_0$” experiment with $\eta_0=0$ on the surface of the metal. We have assumed that it is desirable to produce an observable peak-to-valley variation, and not be content with a small or no variation at all (flat foil accelerating and remaining flat). To produce a sizable variation one must use a large enough “hammer”, meaning perturbations in the CH tamper. Yet it must not be so large as to wipe out the strength/no-strength contrast.

Methods A and C are compared graphically in Fig. 8 with the strength and no-strength cases displayed side by side for each method. Although Method A leads to larger over all growth, Method C has better contrast. Add the experimental advantage that one does not have to prepare a metal surface machined with specific perturbations (which may affect the properties of the sample), and we believe it is more advantageous. Method C also leads naturally to the concept that one may use the same “hammer” to drive other metals, especially if they have approximately the same density as the original one. For example, 18 carat gold (75% Au, 25% Cu by volume) has a density very close to that of tantalum, 16.67 g/cm$^3$. 
We hope the calculations, techniques, and ideas presented in this work will prove useful in future experiments.
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APPENDIX: THE STEINBERG-GUINAN MODEL

The yield strength $Y$ of a metal in the Steinberg-Guinan model\textsuperscript{27} is given by

$$Y = Y_0[1 + \beta(\varepsilon_0 + \varepsilon_p)]^n \{1 + AP(\rho_0/\rho)^{1/3} - B(T - 300)\}.$$  \hspace{1cm} (A1)

$Y_0$, $\varepsilon_0$, and $\rho_0$ are the initial (zero-pressure) yield strength, strain, and density, respectively, while $\varepsilon_p$ is the equivalent plastic strain. $A$ and $B$ are the coefficients of the pressure-hardening and thermal-softening terms, respectively. $T$ is the temperature in Kelvin, and $P$ is pressure. The coefficient $Y_0[1 + \beta(\varepsilon_0 + \varepsilon_p)]^n$ is limited by maximum work hardening,

$$Y_0[1 + \beta(\varepsilon_0 + \varepsilon_p)]^n \leq Y_{\text{whmax}}.$$  \hspace{1cm} (A2)
The code calculates \( P \), \( \rho \), \( T \), and \( \varepsilon_\rho \) as functions of time and position in the metal. For tantalum, the recommended values for the constants are\(^2\): \( Y_0 = 7.7 \text{ kb} \), \( \beta = 22 \), \( \varepsilon_0 = 0 \), 
\( n = 0.283 \), \( A = 1.45/\text{Mb} \), \( \rho_0 = 16.69 \text{ g/cm}^3 \), \( B = 1.3 \times 10^{-4}/\text{K} \), and \( Y_{\text{whmax}} = 11 \text{ kb} \).

For the “modified SG” curves D in Figs. 3 and 6 we replaced \( A \) by \( 2A \), resulting in “stronger” tantalum and consequently less growth.
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Figure Captions

Fig. 1. Target and drive used in the paper. The target consists of an ablator (green), 75 μm CHBr (12.5 atomic percent bromine) followed by 25 μm of CH (yellow), then 25 μm of Ta (violet), and 200 μm of CH. The RT pulse driving the target is the same as the early, 0-16 ns, part of the ignition pulse.

Fig. 2. The pressure in Megabars, the velocity in μm/ns, the density in g/cm³, the melt-temperature and the material temperature, both in eV, of the front of the tantalum target driven by the RT pulse shown in Fig.1, all as functions of time in ns.

Fig. 3. The evolution of the peak-to-valley perturbations, initially 2 μm (=2η₀) at the CH/Ta interface, as functions of time assuming 4 different strength properties for the tantalum: A: No strength; B: Steinberg-Guinan strength²⁷; C: Steinberg-Lund strength²⁸; and D: Modified Steinberg-Guinan strength with A (1.45/Mb originally) replaced by 2A (2.9/Mb) – See Appendix.

Fig. 4. Snapshots of the λ=25 μm, η₀=1 μm simulation assuming the SG model for strength. The pseudo-color refers to the yield strength with a maximum of 90 kb (red). The evolution of the peak-to-valley amplitude is shown as curve B in Fig. 3.

Fig. 5. Three different methods of perturbing the CH/Ta interface. Method A is commonly used with the metal (violet) and tamper (yellow) having identical perturbations. In Method B only the metal is perturbed, and in Method C only the tamper is perturbed.

Fig. 6. Same as Fig. 3 using Method C of Fig. 5 – The tantalum was initially flat and the tamper had 2η₀=4 μm peak-to-valley perturbations.
Fig. 7. Same as Fig. 4 using Method C with $\lambda = 25\, \mu m$ and $\eta_0 = 2\, \mu m$ in the CH only. The evolution of the peak-to-valley amplitude is shown as curve B in Fig. 6.

Fig. 8. Comparison of Methods A and C (Fig. 5), with and without SG strength, all at 20 ns.
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