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## INTRODUCTION

It will be perhaps more efficient if we spend a few minutes at first defining the simple theoretical concepts used in interpretation of the experiments so that readers not expert in this field can still follow the arguments.

The elastic differential scattering of a particle $\alpha$ by another particle $\beta$ when both are spinless can be completely described in terms of a function of the usual Lorentz invariants $s$ (the square of the total cms energy) and $t$ (the negative of the four momentum transfer squared) as illustrated by the following Feynmann scattering diagram.
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where $s=\left(P_{\alpha}+P_{\beta}\right)^{2}=\left(E_{\alpha}^{c m}+E_{\beta} c m\right)^{\dot{d}}=m_{\alpha}^{i}+m_{\beta}^{2}+2 m_{\beta} E_{\alpha}^{\text {lab }}$ assuming $\beta$ at rest in Lab and $t \leq\left(P_{\alpha}+P_{a}\right)^{2}=-2\left(P^{c m}\right)^{2}\left(1-\cos \theta^{c m}\right.$ Scatt) where $P$ is the four momentum. The third usual invariant $u \equiv\left(P_{\beta}+P_{\alpha}^{-}\right)^{2}$ is determined by the (4) other two and any two of the three can be treated as independent variables and then can be used to determine the third. The invariant scattering amplitude can then be expressed by a complex function of $s$ and $t$, namely $A(8, t)$ so defined that: $d \sigma_{e l / d t}(s, t)=4 \pi_{b} b^{2} / s^{2} /\left.A(s, t)\right|^{2}=\int A^{1}(s, t) \mid a$ where $A(s, t)=A_{r}(8, t)+i A_{i}(s, t)$ Then the optical theorem states that:
$A_{i}(s, 0)=s / 8_{\pi m_{b}} \quad \sigma_{t}(s)$ and therefore
$\mathrm{d} \sigma_{e 1 / \mathrm{dt}}(\mathrm{s}, 0) \geq \frac{1}{16 \pi}\left[\sigma_{\mathrm{t}} .(\mathrm{s})\right]^{2} \mathrm{~d} \sigma(\mathrm{~s}, 0) / \mathrm{dt}$ opt
The L. H. S. of (7) becomes equal to the R. H. S. when $A_{r e}(s, 0)=0$ and then $d_{\sigma e l}(s, 0) / d t=\frac{1}{16}\left[\sigma_{t}(s)\right]^{2} \equiv d \sigma(s, 0) / d t_{\text {opt }}$. All evidence to date and the new data to be presented in this paper are consistent with $/ A_{i}(8,0) / \gg / A_{r e}(8,0)^{j}$ at high energies $(\geqslant 10 \mathrm{Bev})$ 。do/dtopt has been well determined by the many total cross-section experiments $(10,11,12)$.

The two most generally considered theoretical forms for $A(s, t)$ have been based in earlier work on the optical model ${ }^{(1)}$ and in the last two years on the Regge Pole Theory ${ }^{(2)}$. The simplest version of the optical model is the black absorbing disc or sphere and for this case:

$$
d_{\sigma / d}=\left|\frac{R \cdot J_{1}(P R S i n \theta)}{\operatorname{Sin} \theta}\right|^{a}
$$

where $R$ is the radius of the interaction. We now transform this into the Lorentz invariant form which for small angles becomes:

$$
\begin{equation*}
d_{\sigma / d t}=\pi R^{2}\left[\frac{J_{1}(R \sqrt{|t|}}{\sqrt{|t|}}\right]^{2} \tag{9}
\end{equation*}
$$

For $R \approx 1$ fermi or 1 ess and $t \lesssim 0.3$ we can use the Gaussian approximation and we obtain:

$$
\begin{equation*}
d \sigma / d t \approx \pi R^{4} / 4 e^{-\left(\frac{R}{2}\right)^{2}}=d \sigma / d t_{o p t} e^{-\frac{R}{2}}{ }^{2} t \tag{10}
\end{equation*}
$$

If we have a partially transparent but uniformly absorbing disc or sphere such that the fraction of the incident wave absorbed at the distance $r$, namely a ( $r$ ) is within the nuclear radius a positive constant and no change of phase occurs, $a(r)=\bar{a}$ for $r<R j a(r)=1$ for $r>R$. Then formulae (9) and (10) remain the same except the R.H.S. is multiplied by( gif $^{\circ}$.

Hence,

$$
d \sigma / d t=\pi R^{2}\left(\partial \partial^{2}\left|\int_{1} \frac{(R \sqrt{|t\rangle})}{\sqrt{|t|}}\right|_{\text {Gaussian pure imaginal }}^{2} \approx d \sigma /_{d t_{\text {opt }}} e^{--R^{2}}{ }^{2} t\right.
$$

For a Gaussian pure imaginary absorbing potential a similar form would correspond to the r.m.s. radius. Therefore, the $R$ determined from eq. (11) is a relatively good way to phenomenologically define the effective radius of the interaction from elastic scattering experiments. Once having defined a radius we can better define an effective opacity 0 in the following way:

$$
\begin{equation*}
0=\frac{\left(\sigma t_{\text {tot }}-\sigma_{e l}\right)}{\pi R^{3}}=\frac{(\sigma \text { inelastic })}{\pi R^{z}} \tag{12}
\end{equation*}
$$

(Since in this case, the definition of 0 does not depend on phase shift in the transmitted wave).

Until about two years ago it was generally bel feed that at incident energies $\geq 10 \mathrm{Bev}, \mathrm{R}$ in eq. (10) was not $a:$ function of $s$ or that the $s$ dependence was very weak and that for any incident particle $\left(d_{\sigma} 1 / d t\right){ }^{\alpha, \beta} \approx \oint_{\alpha, \beta}(t) ; \sigma_{\text {tot }}^{\alpha, \beta}$ $\approx$ constant. Then the relativistic Rage pole theory was developed by arbitrarily adopting the exact methods Rage introduced for describing non-relativistic Schrodinger equation potential scattering by poles moving in the complex J plane. as a function of energy. Chew and Frautschi and others. ${ }^{(2)}$ then associated a Rage pole trajectory with all particles and dynamic resonances and developed a relativistic Rage pole theory using analytic continuation and generalized
crossing symmetry. For a single Rage pole* at high enough. s originally estimated to correspond to $\gtrsim 10 \mathrm{Bev} / \mathrm{c}$ incident particle momentum and low $t$ they obtained the expression $d \sigma_{e} /{ }_{d t}=f(t)\left(\frac{s}{s_{0}}\right)^{2 \alpha(t)-2}$ where
*Note no spin effects are included and separate non-spin flip and spin flip amplytudes are replaced by one spin averaged amplitude.
the original estimates of $\alpha(t) \approx 1-t(B e v / c)^{2}$. This expression differs
from the usual perfurbation theory or dispersion'theory pole forumula since the a which represents the spin of the exchanged particle is now a decreasing func-. tion of $t$ rather than a constant.

As a result of the crossing symmetry the $\alpha$ corresponds to a pole in the $t$-channel, of energy $+t$, wheress in the physical scattering region $s$-channel, $t \leq o$. It is clear from the above equation that the highest lying trajectories (i.e., those with the largest values of $a$ ) will be most important. Due to the constancy of $p+p$ total cross isection above, $10 \mathrm{Bev} / \mathrm{c}$ and the slow s variations of other cross sections, the dominant pole must obviously have $\alpha(0) \approx 1$ and the vacuum pole or Pomeranchuk Pole was introduced and assumed to be dominantin all strong interactions at high enough energy (originally estimated to correspond to $\gtrsim 10 \mathrm{Bev} / \mathrm{c}$, incident particle momentum) with the usual assumption of parallel Regge trajectories.

The next highest lying trajectories would obviously be the vector mesons $\rho$ and $\omega$. Fig. 1 shows the most important Regge trajectories for forward elastic scattering. The $\rho$ and $\omega$ and a second vacuum trajectory $P^{\prime}$ (introduced by Ig $\left.{ }^{( }\right)$ were developed into a three-four pole model in which the vacuum pole predominated and all total cross-section data were explained reasonably well.

It was shown that for the three pole model (3)

$$
\begin{equation*}
d \sigma / d t=F(s, t)\left(\frac{s}{s 0}\right)^{2 \alpha(t)-2} \text { where the } \alpha(t) \text { defined by (14) is an } \tag{14}
\end{equation*}
$$

equivalent one pole $\alpha$ which for $p+p$ interactions differs only silightly from the vacuum pole $\alpha$ and $F(s, r)$ has on the average only a weak s dependence compared to the exponential term $s$ dependence.*

The assumption of the dominance of the vacuum pole in all interactions at high enough energy led to the most striking prediction of the Regge pole theory that the average slope of the $d \sigma_{e l / d t}$ curve should increase logarithmically with increasing $s$ in all interactions and so at very high energy the effective inter-

[^0]action radius would grow logarithmically while the transparency of the interacting region would increas in such a way that the total cross-section remained the same.

To date this predicted effect has been observed ${ }^{(4)}$ and definitely established for $p+p$ interactions ${ }^{(5)}$ but has definitely been contradicted ${ }^{(5)}$ for $\pi^{-}+p$ and $\pi^{+}+p$ elastic scattering in the $7-20 \mathrm{Bev} / \mathrm{c}$ range, and meither the vacuum pole nor the three-pole model predictions ${ }^{(3)}$ have been consistent with these new experiments ${ }^{(5)}$.

An equivalent one-pole analysis (eqs. 13 and 14 ) is a convenient way to parametrically represent the $s$ dependence of $d \sigma_{e l / d t}(8, t)$ irregardless of the validity of the simple versions of Regge pole theory, and more complicated possibilities including spin effects, other poles, cuts, etc. can also be discussed conveniently in terms of the equivalent one-pole analysis.

## Elastic Scattering Experiments

The Brookhaven Counter Hodoscope Experiments. These elastic scattering experiments by Foley, Lindenbaum, Love Ozaki, Russe11 and Yuan ${ }^{(5,6)}$ used an experimental arrangement shown in Fig. 2. Some of the earlier results of the experiment have been published (5). From a momentum analyzed ( $\pm 1.5 \%$ ) AGS beam one of the six particles $\pi^{ \pm}, p, \bar{p}$, K Krtof $^{+}$of incident momentum 7-20 Bev/c was selected by a gas Cerenkov counter telescope and allowed to scatter in a liquid hydrogen target. Both the forward scattered particle and proton recoil were detected by a crossed slab hodoscope scintillation counter system which defined 144 counter areas for the forward scattered particle and 484 counter areas for the recoil and coveredi~ $10 \%$ of the availabe solid angle in the $t$ range of $\approx 0.2$ to 1.0 . Another magnetic spectrometer setup to be described later was also used to obtain data points at $t \leqq 0.2$. The outputs from the hodoscope counters were fed to 96 fast discriminator gates which were opened simultaneously upon a suitably generated trigger signal indicating a particle had struck each hodoscope. The 96 bits of in-
formation specifying an event were then transferred through the gates and the input stages of a digital automatic data handler to its magnetic core memory which had sufficient memory for 32 events per AGS pulse ( $\sim 1.5-3 \mathrm{sec}$ period). Between AGS pulses these data bits were recorded on magnetic tape and simultaneously transmitted over telephone lines to the Brookhaven Merlin Computer for online immediate processing according to a previously debugged program.

At the end of each data-taking period, the computer determined the elastic scattering events by coplanarity and kinematic angle requirements and subtracted a background generally one to a few per cent for most of the $t$ range but for a few cases at highest values, it became as high as $30 \%$. The computer then calculated for each of 12 t ranges, the absolute elastic cross-section, do/dt and its statistical error. Except for second order corrections, (such as accidentals, exact normalization) slight changes in beam momentum and angle measured more accurately during the data run, and other small corrections, experimental values were available anytime for inspection upon computer print out command, and also oscilloscope displays of the kinematic requirements and the associated elastic scattering peaks were continuously available in our data trailer on the AGS floor. Therefore, the restuls of the experiment were known as it was run. We were able to obtain at least $10,000-20,000$ elastic scattering events/hour where beam rates were high and this represents more than one and perhaps two orders of magnitude increase over previous experiments and furthermore, our systematic errors were considerably smaller than for previous experiments. For further details of the apparatus see (5) and (7).
$p+p$ and $\pi^{ \pm}+p$ Elastic Scattering
Figs. (3) and (4) summarize the results obtained for $7-20 \mathrm{Bev} / \mathrm{c} p+\mathrm{p}$ and $\pi^{+}+p$ and $\pi^{-}+p$ elastic scattering. The graph ordinate is proportional to $!$ daidt/(do/dt) opt with the normalization chosen for convenience 80 that the ordinate
equals $\mathrm{d} \sigma / \mathrm{dt}[\mathrm{mb} / \mathrm{Bev} / \mathrm{c})]$ at $20 \mathrm{Bev} / \mathrm{c}$. Corrections were made for beam contamination, background, accidentals, pion decay, etc. The errors shown are compounded estimates of relative erropich affect conclusions regarding shrinkage. These include statistical errors (standard deviation), relative efficiency errors, relative normalization errors, uncertainty in background subtraction, and relative errors introduced in calculating mean $t$ values due to momentum and angle uncertainties.

The absolute normalization is estimated to be uncertain by $5 \%$ for $p+p$ and about $7 \%$ for $\pi^{ \pm}+p$. We believe a $10 \%$ uncertainty in absolute scale is a sufficently conservative limit, with the relative scale factor between the two different types of incident particles uncertain to $5 \%$ or less.

The fits. shown are of the form $d \sigma / d t=e^{a} b t+c t^{2}$ and the co-efficient is always positive, gnerally $\approx 20 \%$ of the $b$ co-efficient with an error $<1 / 4-1 / 2$ the co-efficient for each individual momentum, and is clearly statistically significant. Therefore, slope analyses and optical theorem extrapolation analyses of data which do not include the $c t^{2}$ term are unrealistic. Brandt et al ${ }^{(8)}$ have recently reported a bubble chamber experiment on $10 \mathrm{Bev} / \mathrm{c} \pi^{-}+\mathrm{p}$ elastic scattering data, which within errors agrees with our $10 \mathrm{Bev} / \mathrm{c}$ data. Table I summarizes the parameters obtained for $\operatorname{ctu} C \pi^{ \pm}+p$ data.

## Regge Pole Analysis

In the $p+p$ case (Fig. 3) one can observe a clear Regge type shrinkage with increasing $s$ or incident momentum of the $d \sigma / d t / d \sigma / d t_{o p t}$ fit curves, but in the $\pi^{+}+p$ case (Fig. 4) one fit $e^{a+b t+c t^{2}}$ independent of $B$ (or incident momentum) represefols the data well ( $x^{2}$ of 63 where 4818 expected for $\pi^{+}+p, x^{3}$ of 51 where 47 is expected for $\pi^{-}+p$ ). As can be seen in $F i g$. 1 , the $\pi^{-}+p$ and $\pi^{+}+p$ fits are. within errors about the same at low $t$ but there is a somewhat greater average slope in the $\pi^{-}+p \cdot f i t$.

Both the one pole and three pole model (or multi-pole) model can be represented by an equation of the form:

$$
\begin{equation*}
\log d \sigma / d t / d \sigma / d t_{o p t}=\log F(s, t)+[2 \alpha(t)-2] \log s \tag{15}
\end{equation*}
$$

where $\alpha(t)$ is independent of the choice of $s_{0}$ which is absorbed in $F(s, t)$, and the $s$ dependence of $F$ is absent in the one pole model and relatively weak in the three pole model. Therefore, neglecting $s$ dependence of $F(i . e .$, equivalent one pole analysis) the best way to determine $\alpha(t)$ at a particular $t *$ for a set of data at different $s$ is from eq. 15 where the slope of the linar least squares fit gives $2 \alpha(t)-2$. The results of such analyses are shown in Figs. (5), (6), and (7).

We then let $a(t)=a_{1}+b t * *$ and found good fits to our data in all cases as follows:

$$
\begin{gather*}
7-20 \mathrm{Bev} / \mathrm{c} \alpha_{p+p}(t)=(1.07 \pm .03)+(0.83 \pm 0.07) t  \tag{16}\\
>10 \mathrm{Bev} / \mathrm{c}-20 \mathrm{Bev} / \mathrm{c} \alpha_{p+p}(\mathrm{t})=(1.0 \pm 0.05)+(0.65 \pm 0.13) \mathrm{t}  \tag{17}\\
7-20 \mathrm{Bev} / \mathrm{c} \sigma_{\pi^{-}}+p=(0.96 \pm 0.03)+(0.008 \pm 0.080) t  \tag{18}\\
\mathrm{ll} \sigma_{\pi^{+}}+p=(0.96 \pm 0.04)+(0.086 \pm 0.097)
\end{gather*}
$$

considering $P, P^{\prime}, p$ and $\omega$ poles with spin averaged amplitudes and parallel Regge trajectories we cannot explain the above results.

From the lack of any difference within statistical errors for $\alpha_{\pi}{ }^{\boldsymbol{-}} \boldsymbol{p} p$ and $a_{\pi^{+}}+p$ and the lack of or very slow convergence of the small difference of total $\pi^{-}+p$ and $\pi^{+}+p$ cross-section ${ }^{(10)}$ and the small difference of total $(p+p)-(\eta+p)$ one can conclude that the $\rho$ pole is relatively weakly coupled and neglect it***(3b):

The $\omega$ has wrong $G$ parity $(=-1)$ and does not enter in $\pi^{ \pm}+p$ case. The remaining $P$ and $P^{\prime}$ therefore both being vacuum poles would be expected to be coupled with the same positive sign in $\pi^{+}+p$ and $\pi^{-}+p$. The relative amplitude of $P^{\prime}$ and $P$ is fixed by total cross-section data.(10)

In the $p+p$ case the $P^{\prime}$ and $\omega$ must have approximately equal and opposite imaginary amplitudes at $t=0$ to give energy independence of $\sigma_{t}(p+p)$ above $10 \mathrm{Bev} / \mathrm{c}$ and the magnitude of these amplitudes is estimable from the difference of $\sigma_{\varepsilon}(\bar{p}+p)-\sigma_{t}(p+p)(11)$

[^1]***One should remember that we are talking about spin averaged amplitudes in regard to total cross-section experiments, since if one allows a vastly different nonflip and spin flip amplitude, the total cross-section experiments only measure the non-flip amplitude.

From the foregoing one would conclude that $p+p$ and $\pi^{-}+p$ and
$\pi^{+}+p$ all would exhibit comparable shrinkage describable by a similar $a(t)$, which is obviously contradicted by the experiments and the Regge pole hypothesis made above are incorrect.

The effects of more complex assumptions (separate and arbitrarily coupled spin flip amplitudes; cuts, more poles, etc.) can be more fruitfully discussed later.

## $\mathrm{K}^{+}+\mathrm{p}$ Elastic Scattering

Fig. 8 presents our elastic scattering data for $K^{+}+p$ at incident momenta 7-15 Bev/c. The data was treated in a similar fashion as for $\pi+1$ Since from the total cross-section data (12) it was concluded there is no momentum dependence in this momentum interval $\mathrm{do} / \mathrm{dt} \mathrm{mb} /(\mathrm{Bev} / \mathrm{c})^{2}$ was plotted directly as the ordinate without the previously used normalization. The least squares fits shown are of the previously used form $d \sigma / d t=e^{a+b t+c t^{2}}$.

The results of the equivalent one pole analysis for $\alpha(t)$ are shown in Fig. 9.

The least squres linear fit, for $\alpha(t)=a+b t$ gave the result.

$$
\begin{equation*}
\alpha(t)=(0.71 \pm 0.20)+(0.003 \pm 0.230) t \tag{20}
\end{equation*}
$$

The error on a allows for $\approx 5 \%$ estimated uncertainty in the flatness of the $\mathrm{K}^{+}+\mathrm{p}$ total cross-section and other systematic errors. The difference of a form unity is not considered significant.

The real test of Regge type shrinkage is the $b$ co-efficient in $\alpha(t)=a+b t$.
This is so because any real amplitude varying with incident momentum or relative normalization error in either the incident momentum dependence of the total crosssection or the $d \sigma_{e l / d t}$ will sensitively change a form unity. However $b \cdot w i l l$ be almost independent of any normalization effect or change in real amplitude with incidient moemntum* since it measures the change in shape of the differential elastic

[^2]scattering curve as $\dot{a}$ function of $s$ rather than the change in normalization and it is therefore essentially only the bt terms in $\alpha(t)$ which gives the Regge shrinkage effects. We see from eq. (19) that $b$ is consistent with zero (i.e., no shrinkage). The systematic part of the error in $b$ can be well estimated to be a negligible fraction of the error since the same apparatus and calibrations were used as in the very accurate $p+p$ and $\pi^{ \pm}+p$ experiments. Therefore, statistical probability considerations can be directly applied to this error, and we see that $\approx 3.7$ standard deviations are required to obtain the same value of $b$ as for $p+p$ and only $\approx 1.8$ deviations to obtain $\approx \frac{1}{2}$ the value of $b$ as for $p+p$. Naturally negative values (anti-shrinkage) of $b$ are just as likely as positive values since the mean value is near zero.

From the Regge pole theory point of view the $K^{+}+p$ shrinkage behavior was expected to be similar to $p+\dot{p}$ since the same Regge poles enter and the flatness of the $K^{+}+p$ total cross-section implied the same cancellation of $\omega$ and $P^{\prime}$ poles which was used in the $p+p$ case, and the behavior of the $K^{-}+p$ cross-section also supports this.

Another interesting point is that in the fits $d \sigma / d t=e^{a} e^{(b+c t) t}$ to the data the average value of $\overline{b+c t}$ is comparable for positive and negative pions and protons over the $7-15 \mathrm{Bev} / \mathrm{c}$ incident momentum range, whereas for the $\mathrm{K}^{+}+\mathrm{p}$ the $\overline{\mathrm{b}+\mathrm{ct}}$ is considerably less (by about $\sim 30 \%$ ) implying that the $\mathrm{K}^{+}$is a small particle. The question of effective particle radii will be treated in more detail later.

## $\bar{p}+p$ Elastic Scattering

Fig. 10 presents our data for $d \sigma_{e l / d t}$ for $p+p$ at $7.2,9.0$ and $11.9 \mathrm{Bev} / \mathrm{c}$ incident momenta ${ }^{(6)}$. The ordinate is $\mathrm{d} \sigma / \mathrm{dt} \frac{\mathrm{d} \sigma}{\mathrm{dt}} \frac{\mathrm{mb}}{(\mathrm{Bev} / \mathrm{c})^{2}}$
with the normalization chosen so that the ordinate is equal to $\mathrm{dc} / \mathrm{dt}\left(\mathrm{mb} /(\mathrm{Bev} / \mathrm{c})^{2}\right.$ at the highest incident momentum $11.9 \mathrm{Bev} / \mathrm{c}$.

The average slope of the exponential fit is considerably steeper than for all other. interactions measured.

Fig. 11 shows an equivalent one Regge pole analysis. The result is $\underline{\alpha}(t)=(0.79 \pm 0.36)-(1.39 \pm 1.36) t$ and due to the size of the error is clearly in$\bar{p}+p$
conclusive.

## $K^{-}+\mathrm{p}$ Elastic Scattering

Fig. 12 presents our data ${ }^{(6)}$ for $d \sigma_{e 1 / d t}\left(K^{-}+p\right)$ at incident momenta of 7.2 and $8.9 \mathrm{Bev} / \mathrm{c}$.

The average slope is comparable with that for pions and protons, and considerably larger than for $\mathrm{K}^{+}$(see sect. on Particle Radif).

## Effective Particle Radii

In the Introduction we saw that for $t \lesssim .3$ and $R \approx 1$ fermi.
The black disc or sphere or constant absorption disc optical model elastic scattering can be presented by $d \sigma / d t=d \sigma / d t_{o p t} e^{-}\left(\frac{R}{2}\right)^{2} t$ and that an exponential form would also correspond to a Gaussian potential. Hence $R$ is a reasonable definition of an effective radius for the interaction. Unfortunately, our data exhibit significant c co-efficients when we let d $\sigma / d t=e^{a+b t+c t^{2}}$ and therefore $R=\phi(t)$ so that an effective radius should be defined as the slope of the exponential at a particular value $t, R=b+2 c t$ which is expected to reflect the average or effective behavior of the radius and, of course, this $t$ value should be in the measured range.

We believe that $t \approx 0.1$ to 0.2 corresponding to transverse momental of $\approx 300-450 \mathrm{Mev} / \mathrm{c}$ (and distance $\approx 2 / 3$ to $1 / 2$ fermi) is a reasonable compromise in averaging over outer pion cloud and core regions of the interactions, and we use $t \approx 0.2$ since in all cases, our data extends down to, that region. Since a proton target is common in all cases, we may for convenience, associate the radius of the interaction with the incident particle.

Fig. 13 shows our $p+p$ results for the exponential slope $=$ $(b+2 c t) \rightarrow b+0.4 c \neq\left(\frac{R}{2}\right)^{2}$ at $t=0.2$. Errors include statistics and estimates of systematic errors in the estimates. The lower energy data, including estimates of the error in making comparison from linear fit (no $\mathrm{ct}^{\text {c }}$ beam) is also shown.

The slope of the exponential at $t \approx .2$ will be expected to only loosely reflect the Regge pole shrinkage effects with large errors since the conclusions on Regge pole effect's are based on all the data, not just at one $t$ value. We find a trend for a growth of effective radius with increasing momentum as we would expect with relative values changing from $1.06 \pm 0.04 \mathrm{f}$ (at $7 \mathrm{Bev} / \mathrm{c}$ ) to $\approx 1.18 \pm 0.05 \mathrm{f}$. The average effective radius $\approx 1.14 \pm 0.015 \mathrm{f}(7-20 \mathrm{Bev} / \mathrm{c}) . \quad \mathrm{A}$ similar plot for effective radii in $\pi^{-}+p$ and $\pi^{+}+p$ is given in Fig. 14 .

Here we see no trend for change with incident momentum. The average effecitive radii for ( $7-17 \mathrm{Bev} / \mathrm{c}$ ) $\pi^{-}+p \approx 1.11 \pm 0.018 f$

$$
" \quad \pi^{+}+p \approx 1.05 \pm 0.022 f
$$

The difference in effective radii for $\pi^{+}+p$ and $\pi^{*}+p$ is not considered necessarily signficiant. As one can also note on the average (from 7-20 Bev/c) pions* and protons have almost comparable radii.

Fig. 15 shows the effective radii deduced for $K^{+}+p, K^{-}+p$ and $\bar{p}+p$ interactions.

It is clear that $\bar{p}+p$ effective radius is much larger than observed for pions and protons. For $7-12 \mathrm{Bev} / \mathrm{c}$ the average eff, rad $(\overrightarrow{\mathrm{p}}+\mathrm{p})=1.35 \pm 0.08 \mathrm{f}$ and may be increasing at lower momenta.

The $\mathrm{K}^{-}+\mathrm{p}(7-9 \mathrm{Bev} / \mathrm{c})$ on the other hand, has $\mathrm{R}_{\mathrm{eff}}=1.13 \pm .04$ and is comparable with protons and pions* in size. The average $\mathrm{K}^{+}+\mathrm{p}$ eff. radius for 7-15 Bev/c is $0.95 \pm .04$ and considerably smaller than the $K^{-}$or $\pi^{+}, \pi^{-}$or proton effective radii.

* At least for negative pions, since $\pi^{+}+p$ may have a somewhat smaller effective radius.

Hence to summarize the effective particle size, the $\overline{\mathrm{p}}$ appears to be effectively largest, then $\pi^{-}, \pi^{+}, K^{*}$ and $p$ (on average neglecting Regge effects) are all comparable, followed by the $K^{+}$which is the smallest.

## Magnetic Spectrometer Setup for low $t$ Data

The previously described hodoscope equipment (co-incidence setup) selected elastic scattering events by kinematic requirements (coplanarity, and kinematic angle) over the range $\approx 0.2$ to $1.0(\mathrm{Bev} / \mathrm{c})^{2}$. For the lower $t$ points we used magnetic spectrometer setup shown in Fig. 16. This was necessary since the recoil protons stopped in the target at low $t$.

Hodoscopes $\mathrm{H}_{2}$ and $\mathrm{H}_{2}$ consisting of 28 and 80 respectively vertical slab counters $6^{\prime \prime} \times \frac{3^{\prime \prime}}{4}$ wide measured the angle by which the incident particle was scattered by the Hydrogen target in the horizontal plane with a resolution of $\pm 1$ mrad.

Hodoscope $H_{3}$ consists of crossed slab counters 2.5 inches wide by 30 inches long arranged in an array of $120^{\prime \prime}$ wide by $30^{\prime \prime}$. high measured both the vertical and horizontal position of the scattered particle after passing throug the analyzing magnets. The momentum of the scattered particle was measured with a resolution of $\pm 1.5 \%$. The triggering logic was arranged $s 0$ that a particle was required to scatter by 15-55 mrad, strike $H_{3}$ and to have a momentum ( $>15-50 \%$ P incident) depending upon the scattering angle to open the gates from the counters. Coding was used to reduce the number of input pulses to 96 and the previously described data handing system and on line computer was used.

For those events having only one particle per hodoscope the space angle and momentum of the scattered particle was calculated. The momentum spectrum of the particles within each angular bin $(5 \mathrm{mrad})$ was calculated and generally showed a peak at the proper elastic momentum $\approx 5-10$ times background.

The on line computer totaled the number of possible elastic particles at the right momentum in each bin, calculated and subtracted the background, calculated absolute cross-sections $d \sigma / d t$, its statistical error and the mean $t$ values for the bin. Final 2nd order corrections to the data, as previously, were made after the experiment.

Hodoscopes $\mathrm{H}_{1}$ and $\mathrm{H}_{2}$ measured incidnet beam direction to $<0.2$ mrad. The analyzing magnets were used to set and measure beam momentum to $<0.2 \%$, using 3 centering counters near $H_{3}$. So far we have evaluated the data from this setup only for $p+p$ and $\pi^{-}+p$. Typical results at 2 momenta of the magnetic setup and compared to the previous results (co-incidence setup) are shown in Fig. 17 $(P+p)$ and in Fig. $18\left(\pi^{-}+p\right)$. A single calculated relative normalization factor well within the relative normalization errors of the two setups was used. There is considerable overlap of the two types of data especially at the higher momenta and the agreement between these two systematically entirely different methods is very. good. Fits of the form $d \sigma / d t=e^{a+b t+c t^{2}}$ are shown to all the data combined at the two momenta and an intermediate one.

The three $p+p$ fits show the well-defined Regge shrinkage increasing with increasing $t$, whereas the $\pi^{-}+p$ fits show no such effect. The random wandering of the $\pi^{-}+p$ fits at high $t$ just reflects the poorer statistics in this region. These and similar fits to all $\pi^{\circ}+p$ and $p+p$ data will be used later to estimate the total elasticcross-sections and do/dt at $t=0$. We expect in the near future to complete the treatment of the low $t$ (magnetic setup) data for $\pi^{+}, K^{ \pm}$, and $\bar{p}$ incident particles.

## Total Elastic Cross-sections

Having fits to the data of the form $d \sigma / d t=e^{a+b t+c t^{2}}$, it is an easy matter to assume this functional form and integrate* and obtain the total crosssection. Naturally, both the overall accuracy of the result and the size of possible

[^3]extrapolation errors are reduced by very low $t$ points and therefore the data obtained by the magnetic spectrometer method is particularly valuable in this respect. So far we have evaluated all the data including the magnetic spectrometer setup for the $\pi^{-}+p$ and $p+p$ we will treat this data first.

Fig. 20 (a) shows the total elastic cross-sections we obtained from $p+p$ and $\pi^{-}+p$ data. All sources of relative error have been included in the error points but the absolute scale factor is, of course, uncertain by the same constant ( $5-10 \%$ ) as for the difference of the cross-sections.

Results from other experiments in this momentum region are also shown and it is clear there is a good agreement within errors. There is a systematic trend in our $p+p$ data for a decrease of the elastic cross-section with increasing momentum, but this effect is either small or absent in our $\pi^{-}+p$ data.

Fig. 19 shows $\sigma_{e l / \sigma_{\text {tot }}}$ for our $p+p$ and $\pi^{-}+p$ data and is substantially larger for $p+p$, implying the pion is more transparent.

Although $\sigma_{e 1}\left(\pi^{+}+p\right)$ is not shown, it is estimated from our co-incidence setup data $(t \approx 0.2-1.0)$ that the cross-sections are similar to those for $\pi^{-}+p$ but perhaps $\sim 7 \%$ lower in value.

The elastic cross-sections for $\overline{\mathrm{p}}+\mathrm{p}, \mathrm{K}^{+}+\mathrm{p}$ and $\mathrm{K}^{-}+\mathrm{p}$ are obtained from an integration of the co-incidence setup data only and are shown in Fig. 20(b).

The forthcoming final anlaysis of the magnetic spectrometer data for; these particles will provide better final values.

## Optical Theorem

The optical theorem prediction in convenient practical units can be expressed as $\left(\mathrm{d} \sigma / \mathrm{dt} \cdot \mathrm{mb} /(\mathrm{Bev} / \mathrm{c})^{2}\right) \longrightarrow 0.051\left(\sigma_{\mathrm{tot}}\right)^{2}(\mathrm{mb})^{2}$ where the equality applies for no real part of the scattering amplitude.

Fig. 21 is a plot of a comparison of the extrapolation of our data (magnetic and co-incidence) and the optical theorem prediction by using the fits $d \sigma / d t^{a+b t+c t^{2}}$
and setting $t=0$. We have used our previous normalization method so that we plot an ordinate $\alpha d \sigma / d t / \frac{d \sigma}{d t_{o p t}}$ and the normalization is such that the ordinate is $\mathrm{d} \sigma / \mathrm{dt}\left(\mathrm{mb} /(\mathrm{Bev} / \mathrm{c})^{2}\right) \mathrm{at} 20 \mathrm{Bev} / \mathrm{c}$.

The dotted straight line then represents the optical theorem prediction.
The errors shown are relative errors only, and, of course, the same absolute scale uncertainty (5-10\%) exists as for the differential cross-section data.

The $\pi^{-}+p$ data agree well with the optical theorem and show no significant variation with incident momentum.

The $p+p$ data, on the other hand, aldhough they agree well with the optical limit in the region of $17-20 \mathrm{Bev} / \mathrm{c}$ show a systematic tendency to be above at lower momenta. Considering the absolute scale uncertainty, and the size of the relative errors, and possible relative errors as a function of momentum in the $p+p$ and $\pi^{-}+p$ total cross-section, we do not believe that the precision of the present analysis allows one to definitely conclude that there is convincing evidence for a real amplitude in the $p+p$ case, when one considers all the possible systematic errors. However, we shall further investigat this point*: From an extrapolation of the $\pi^{+}+p$ co-incidence data we expect a similar result as for $\pi^{-\quad+} p$, namely consistency with the optical theorem. However, for a critical evaluation of $\Pi^{+}+p$, $K^{+}+p, \pi^{-}+p$ and $p+p$ in regard to the optical theorem we must await the completion of the magnetic data analysis.

## Opacity

Our data for the $p+p$ case yields the following approximate estimate for the average opacity using eq. (12)
$\overline{0} \approx 0.74 \pm 0.022$ and
For both positive and negative pions the average opacity is consistent
with $57.5 \pm 0.03$
*Note added after Conference--See paper by Gøfíhanwhich reports observation of an interference effect between the coulamb amplitude and a real part of the $p+p$ scattering amplitude for 6.5 and $10.5 \mathrm{Ge} / \mathrm{c} p+\mathrm{p}$ interaction.

For positive Kaons (7-15 Bev/c) $\overline{0} \approx 0.55 \pm 0.04$
For negative Kaons ( $7-9 \mathrm{Bev} / \mathrm{c}$ ) $\overline{0} \approx 0.51 \pm 0.04$
For anti-protons ( $7-12 \mathrm{Bej} / \mathrm{c}$ ) $\overline{0} \approx 0.83 \pm 0.07$
At $3.25 \mathrm{Bev} / \mathrm{c} \overline{0} \approx 096 \pm 0.05$.

## Discussion

With the advent of the Regge pole theory it was the great hope of many that finally a simple and definite prescription for two body final states at highenough energy had been found.

It was originally generally considered that perhaps in the neighborhood of $Z 10 \mathrm{Bev} / \mathrm{c}$ the vacuum pole would dominate sufficiently so that effectgs of other poles might be neglected. The total cross-section data (10-12) and other reasons then made it clear that other poles, including the next highestlying trajectories, the $\rho$ and $\omega$ vector mesons should be included and a second (Igi's) vacuum pole $P^{\prime}$ or equivantly a distorted ABC trajectory. This led to the four-pole model which immediately became the three-pole model as the $\rho$ coupling appeared to be relatively weak. Spin-averaged amplitudes and parallel and approximately straight line Regge pole trajectories were assumed of average slope deduced from the nucleon trajectory.

The three-pole model or even the vacuum pole model alone can be easily made to fit all total cross-section data and the results of our $p+p(7-20 \mathrm{Bev} / \mathrm{c})$ elastic scattering experiments which exhibited Regge shrinkage compatable with the original estimate, and for which we determined from an equivalent one-pole analysis that

$$
\alpha_{p+p}=(1.07 \pm .03)+(0.88 \pm 0.07) t
$$

But then we cannot avoid a prediction for substantial Regge shrinkage for our (7-17 Bev/c) $\pi^{+}+p$ and $\pi^{-}+p$ which is completely incompatable with our high precision results for no Regge shrinkage within small errors.

$$
\begin{aligned}
& \alpha_{\pi^{-}}+p=(0.96 \pm 0.03)+(0.008 \pm 0.080) t \\
& \alpha_{\pi^{+}}+p=(0.96 \pm 0.04)+(0.086 \pm 0.097) t
\end{aligned}
$$

Therefore, we must introduce additional effects. The pole is shown to have a small effect since the $\alpha(t)$ is the smae within errors for $\pi^{+}+p$ and $\pi^{-}+p$ and the scattering amplitudes have it coupled equally and oppositely in the two cases.

The $\mathrm{K}^{+}+\mathrm{p}$ ealstic scattering would be expected to exhibit similar shrinkage behavior to the $p+p$ since the same Regge poles are involved and $P^{\prime}$ and $\omega$ are also colpled oppositely (imaginary amplitudes) to obtain the constant total crosssection just as in the $p+p$ case. However, we find the $K^{+}+p$ consistent with no Regge shrinkage within errors and 1 it will take $\approx 3.7$ standard deviations to obtain the same slope for the equivalent vacuum pole trajectory as in the $p+p$ case.

If we allow enough new arbitrary parameters we should eventually, of course, succeed in explaining any. finite set of experimental data, but such explanations may well be just convenient parameterizations.

One way to obtain more parameters and possibly explain these results is to allow separate spin flip and non-flip co-effeicients with arbitrary couplings for the four poles we have already considered.*

Another way is to admit cuts in addition to Regge poles as Mandelstam and Amati etal have shown their effects to be substantial (17).

Gatland and Moffat (18) have arbirarily assumed the energy variable s enters the equations in the normalized form only $=\frac{8}{2 m_{m} m}$ and then tried to explain our experimental rasults in terms of a single vacuum pole and a fixed cut. This makes $W^{+i+} p \approx_{6.5}\left(W_{p}+p\right)$ and allows the cut to dominate $\pi+p$ (which are more asymptotic), giving little shrinkage while the vacuum pole dominates $p+p$.

Also according to these authors with a scheme of this type, the $K^{+}+p$ should show very little shrinkage effect.

Of interest is a recent conclusion by Freund and Oehme ${ }^{(19)}$ that it is possible but not easy to obtain a non=shrinking diffraction pattern within the framework of causal dispersion theory.

Let us now summarize some of the other general features of the elastic scattering interactions we have observed.

[^4]The effective radii [see def eq. (9)] of $\pi^{+}+p$ and $\pi^{+}+p$ interactions exhibit no momentum dependence (from 7-17 Bev/c) and have an average value of $1.08 \pm 0.015$ which agrees within errors with the average value of lower momentum data. The $p+p$ interaction eff radii exhibit in general an expansion with increasing momentum (reflecting the Regge shrinkage effect), changing from $\approx 1.06 \pm 0.04 \mathrm{f}$ at $7 \mathrm{Bev} / \mathrm{c}$ to $\approx(1.18 \pm 0.05) f$ at $20 \mathrm{Bev} / \mathrm{c}$. The $(7-20 \mathrm{Bev} / \mathrm{c}) p+p$ average effective radius is $\approx 1.11 \pm 0.02 \mathrm{f}$. Hence, close to the average pion radius.

The average $K^{+}+p$ radius $(7-15 \mathrm{Bev} / \mathrm{c})$ is $0.95 \pm 0.04$ and is significantly lower than for the incident pions and the protons. However, the ( $7-9 \mathrm{Bev} / \mathrm{c}$ ) $\mathrm{K}^{-}+\mathrm{p}$. average eff radius $1.13 \pm 0.04$ is comparable to that for incident pions and protons.

The average $\bar{p}+p$ radius $(7-12 \mathrm{Bev} / \mathrm{c})$ is $1.35 \pm 0.08$ and is significantly larger than for the incident pions and protons and is probably increasing with lower momenta $(\sim 3.25 \mathrm{Bev} / \mathrm{c})$.

One cannot, unfortunately, easily directly relate these nuclear interaction radii with the electromagnetic radii determined by the classic experiments started many years ago by Hofstadter and co-workers at Stanford ${ }^{(20)}$. This is so because the electromagnetic interaction radius is more sensitive to the spatial distribution of charge but the nuclear interaction radii are mostly determined by the radius out to which the particular nuclear interaction is resonably strong.

As far as opacity is concerned, the $\bar{p}+p$ is most opaque ( $7-17 \mathrm{Bev} / \mathrm{c}$ ) $\overline{0} \approx 0.83 \pm 0.07$ increasing to $\overline{0} \approx 0.96 \pm 0.05$ at $3 / 25 \mathrm{Bev} / \mathrm{c}(7-20 \mathrm{Bev} / \mathrm{c})$.

Next comes $p+p(7-20 \mathrm{Bev} / \mathrm{c})$ with $\overline{0}=0.74 \pm 0.022$ and finally, the mesons, pions ( $7-17 \mathrm{Bev} / \mathrm{c}$ ) and Kaons ( $7-15 \mathrm{Bev} / \mathrm{c}$ ) all seem. to have an opacity consistent with $\overline{0} \approx 0.55$ 出 0.04 。

The extrapolation of $d \sigma / d t$ t $t=0$ and comparison with the optical theorem gives good agreement. within errors for $7-17 \mathrm{Bev} / \mathrm{c} \pi^{-}+p$ but in the case of (7-20 Bev/c) $p+p$ there is a considerable systematic tendency for higher values ( $\sim 10 \%$ ) than predicted below $15 \mathrm{Bev} / \mathrm{c}$. However, we do not conclude this effect is significant since we cannot rule out that possible systematic errors in all the relevant
quantities, including total cross-sections, wouldot reduce this effect to an inconclusive one. However, we are analyzing this problem further.

Various total elastic cross-sections are plotted in Figs. 20(a) and (b).
Finally, $I$ would comment that when reviewing all of the elastic scattering data, we haveijust considered in the $7-20 \mathrm{Bev} / \mathrm{c}$ region, and total cross-section measurements, I am more impressed with the many differences observed than the few similarities and it, therefore, appears that the explanation of these phenomena may be quite complex, and its uniqueness quite' uncertain.
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TABLE I
Least squares fits of $r^{\ddagger}+p$ data in coincidence set-up $t \approx 0.2$ w 1 usilat the paralietrie for

culated fit is less than the crror obtained by treating parameters is independerit due to the usual coupiing of er rors through tie error matrix which reduces the independently calculated error by a factor of 2 to several in the middle of the data $t$ range.


$$
\begin{array}{c|c|c|c|c|c}
a & \Delta & b & c b & c & L c \\
3.36 & 0.048 & +8.10 & 0.23 & 1.75 & 0.25
\end{array}
$$

$$
\begin{array}{c|c|c|c|c|c}
a & \Delta a & b & \Delta b & c & \Delta c \\
3.48 & 0.041 & +8.88 & 0.20 & 2.22 & 0.21
\end{array}
$$

## FIGURE CAPTIONS

Fig. 1. Chew-Frautschi Plot

Fig. 2 The Experimental Arrangement (5,6). A Counter Hodoscope (co-incidence set up) with Automatic Data Handing and on-line computer. Elastic Scattering is selected by coplanarity and kinematic angle requirements.

Fig. $\left.3 \frac{d \sigma}{d t}\left[\frac{\sigma_{t}(p)}{\sigma_{t}(20} \mathrm{Bev} / \mathrm{c}\right)\right]^{2}$ in $\frac{\mathrm{mb}}{(\mathrm{Bev} / \mathrm{c})^{2}}$ for (7-20 $\left.\mathrm{Bev} / \mathrm{c}\right)$ $p+p$ Elastic Scattering which is proportional to $d \sigma / d y \frac{d \sigma}{d t_{o p t}}$
plotted versus $t$

Fig. $4\left[\frac{\sigma_{t}(20 \mathrm{Bev} / \mathrm{c})}{\sigma_{t}(\mathrm{P})}\right]^{\mathrm{a}} \cdot \frac{\mathrm{d} \sigma}{\mathrm{dt}} \frac{\mathrm{mb}}{(\mathrm{Bev} /)^{2} \text { for } 7-17 \mathrm{Bev} / \mathrm{c} .}$ $\pi^{+}+\mathrm{p}$ which is proportional to $\mathrm{d} \sigma / \mathrm{dt} / \frac{\mathrm{d} \sigma}{\mathrm{dt}}$ opt plotted versus $t$ The solid line is a least squares fit to all the $\pi^{+}+p$ data. The dotted line is a least squres fit to all the previously reported $\pi^{-}+\mathrm{p}$ data.

Fig. 5a $\alpha(t)$ versus $t$, the black circles are $7-17 \mathrm{Bev} / \mathrm{c}\left(\pi^{-}+\mathrm{p}\right)$. The open circles are 7-20 Bev/c. $p+p$ data and the solid triangles for $p+p$ data .. above $10 \mathrm{Bev} / \mathrm{c}$. (5)

Fig. 5b Compares $a(t)$ from above $10 \mathrm{Bev} / \mathrm{c}$ data only for $p+p$ and $\pi^{-}+p(5,6)$

Fig. $6 \alpha(t)$ versus $t$ for $\pi^{+}+p$ data (7-17 $\beta \mathrm{Be} / \mathrm{c}$ )

Fig. 7 A compilation of $\alpha(t)$ for above $10 \mathrm{Bev} / \mathrm{c} p+p$ elastic scattering from $(5,6)$ and the higher $t$ points $(4,9)$

Fig. 8. $\mathrm{K}^{+}+\mathrm{p}$ Elastic Scattering - This Experiment (6).

Fig. $9 \alpha(t)$ versus $t$ for $K^{+}+\mathrm{p}$ :. This Experiment (6).

Fig. $10 \bar{p}+p$ Elastic Scattering: This Experiment (6).

Fig. $11 \alpha(t)$ versus $t$ for $\bar{p}+p$ : This Experiment (6).

Fig. $12 \mathrm{~K}^{-}+\mathrm{p}$ Elastic Scattering: This Experiment. (6).

Fig. $13 \mathrm{p}+\mathrm{p}$ effective radius in fermi (right hand scale) using definition in text (see eq. 21): This Experiment (6) and also (13).

Fig. $14 \pi^{ \pm}+p$ effective Radif: This Experiment: (6) and (8, 14 ).

Fig. $15 \mathrm{~K}^{+}+\mathrm{p}, \mathrm{K}^{-}+\mathrm{p}$, and $\overline{\mathrm{p}}+\mathrm{p}$ effective Radif: This Experiment (6) and (15a, 15b).

Fig. 16 Magnetic Spectrometer set-up for This Experiment (6) which obtained data points in the range 0.02 to 0.6 depending upon momentum.

Fig. $17 \mathrm{p}+\mathrm{p}$ Elastic. Scattering data at two typical incident momenta (8.88 and 19.58 Bev ) with both magnetic and co-incidence set-up data shown. The fits are of the form $d \sigma / d t=e^{a+b t+c t^{3}}$ and a third intermediate momentum fit is shown.

Fig. $18 \pi^{-}+p$ elastic scattering data at two typical incident momenta. The fits are of the form $d \sigma / d t=e^{a+b t+c t^{2}}$ and a third intermediate momentum fit is shown.

Fig. 19 The ratio of the elastic to the total cross-section for $p+p$ and $\pi^{-}+\mathrm{p}$ : This Experiment (6).

Fig. 20a The total elastic $p+p$ and $\pi^{-}+p$ cross-sections.
Fig. 20b The total elastic cross-section for $\bar{p}+p, K^{+}+p$ and $K^{-}+p$ : This Experiment (6) and(i.5a).

Fig. 21 Comparison of this experiment (6) with optical theorem (please note discussion in text).
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SCHEMATIC OF HODOSCOPE SYSTEM FOR BROOKHAVEN AGS ELASTIC SCATTERING EXPERIMENTS (SET-UP I)
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[^0]:    * One should note that at or vefy near $\alpha(t)=1$ the exponential term is or approaches unity and has no $s$ dependence.

[^1]:    *Second order variations in $t$ were interpolated out using the least squares fits to our data.
    **a must not be assumed unity, since real amplitudes and changes in functional form near $t=0$, or normalization errors in total cross-section data will affect a.

[^2]:    *Provided there is no coupled $s$ and $t$ dependence.

[^3]:    *The integration was carried to $t=1(\mathrm{Bev} / \mathrm{c})^{2}$ The error in neglecting higher $t$ contributions is estimated to be entirely negligible.

[^4]:    *Critical tests of such an approach are being considered by $G$. Chew and collaborators, Private Communication.

