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PREFACE

The Symposium on Thermonuclear Fusion Reactor Design was co-sponsored by the USAEC and Texas Tech University on June 2-5, 1970. The program consisted primarily of invited papers and was aimed at researchers with backgrounds in physics, electrical engineering, nuclear engineering, etc., but not necessarily at those with prior research experience in fusion reactor design. Some of the participants were already involved in various aspects of this research area and a small number of contributed papers were therefore also included to take full benefit of their experience.

Since the symposium was to a large extent tutorial in nature some of the papers were based on results which had been or were going to be presented at other conferences or in professional journals. Only the abstracts of these papers are included here in order not to preclude other publication. Several of the papers were prepared especially for this symposium as evidenced by the length of the proceedings.

The participants came from 24 states and 2 foreign countries. The distribution of participants between the various science and engineering disciplines was very broad and the participants contributed to the success of the symposium by their active comments and questions.

It has been found worthwhile to include in these proceedings a selected list of publications and reports pertaining to fusion reactor design studies. This list was compiled with the kind cooperation of W.C. Gough, USAEC. In the interest of saving time and enabling an early printing of the proceedings, only very minor editing and retyping of the various manuscripts have been done. Certain errors
and a non-uniform format will be evident but none of these were found important enough to justify delaying the printing of the proceedings.

The program covered a broad range of the various aspects and concepts of fusion reactor design. A status report on fast breeder reactors was specifically included in order to gain the proper perspective for evaluating the fusion studies. Some of the contributed papers were devoted to possible space application of fusion and this was also the topic of a special evening discussion session. The symposium appeared to succeed in its goal of presenting a broad review of the most important and recent fusion reactor studies in the U. S. to an audience with widely varied background and interests.
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TECHNOLOGICAL ASPECTS OF STEADY-STATE AND PULSED REACTORS*

F. L. Ribe
Los Alamos Scientific Laboratory
Los Alamos, New Mexico

Abstract

A comparison is made between the steady-state (S.S.) reactor, as
described by Rose and by Carruthers, Davenport and Mitchell, and the pulsed,
theta-pinch-like reactor described by Ribe, Oliphant, Quinn and Borkenhagen.
In the case of the S.S. reactor an engineering demand on the thermonuclear
energy flux through the vacuum wall (1300 W/cm²) sets the size and plasma-
physical properties of a reactor. The plasma radius $R_p$ is 1.25 meters,
and the inner diameter of the superconducting coil, which furnishes the
steady magnetic field surrounding the vacuum chamber and lithium blanket is
6 meters. Both charged-particle-heated and injection-heated reactors are
considered, with plasma $\beta$ (ratio of plasma pressure to magnetic confining
pressure) in the 5-10% region and necessary plasma containment times be-
tween 0.6 and 3 seconds. Such a reactor is estimated to produce its use-
ful electrical output at a cost of about 2.5 mils/kwh with less than 10
percent circulating power.

In the pulsed reactor the plasma is admitted and burned during magnetic
pulses of tens of milliseconds duration, separated by off periods 20 to 30
times as long. The plasma is much smaller ($R_p \approx 10$ cm) and denser, and
the magnetic energy per MW(th) output is a factor of \approx 50 less. Here a
demand on the $\beta = 1$ plasma D-T fusion-energy production determines the thermo-
nuclear flux through the vacuum wall and coil, which are now inside the

* This work performed under the auspices of the U. S. Atomic Energy Commission
tritium-breeding lithium blanket. That portion (20%) of the flux which actually heats the coil can be removed either by fast He-gas flow or liquid-Li flow at a heat transfer coefficient $h \approx 3 \times 10^3 \text{ Btu/ft}^2\text{hr}^\circ\text{F}$. Either technique corresponds to present fast-reactor practice. The Cu coil and its Mo backing (for supporting the magnetic stress) allow an ample tritium breeding ratio, $T/n = 1.28$.

The circulating power fraction of the pulsed reactor is at least $\sim 25\%$, set primarily by joule-heating of the internal coil. The cost/kw(E) output of the S.S. and pulsed reactors must be the same ($\sim \$200$/kw(E)) on economic grounds, and the costs of their "conventional plants" for thermal-to-electrical energy conversion will also be about the same per kw(E). The extra conventional plant necessary to furnish the larger circulating power in the pulsed case must be made up by a smaller cost of the "core", consisting of magnet, blanket and vacuum chamber. Since the magnetic energy is $\sim 50$ times smaller in the pulsed case, the necessary factor-of-two saving of core cost can probably be made, even when an external pulsed cryogenic magnetic energy store is used. This may allow the cost per kw(E) of the pulsed reactor to be equal to or less than that of the steady-state reactor.
INJECTOR REQUIREMENTS FOR OPEN ENDED
FUSION REACTORS

Harold K. Forsen
Department of Nuclear Engineering
The University of Wisconsin

May 1970
I - INTRODUCTION

Over the past twelve years considerable effort has gone into the study of plasmas and plasma containment towards the goal of power from controlled fusion. Throughout most of these studies the containment volumes have been of such size that plasma sources of conventional design have been available to do a reasonable but usually inadequate job. If we are to continue making progress on the plasma containment problem then it will soon be clear if not already, that we need to expend much more effort on plasma sources in order to fill our experimental containment volumes with interesting plasma. This means densities near $10^{14}$ cm$^{-3}$ and ion temperatures of kilovolts.

In this paper we will address ourselves to the problems in open ended low $\beta$ reactors where the plasma can not be heated or created in situ but which must be generated outside the system. This does not mean that it will be impossible to generate or heat plasmas in such systems but we hope to outline the problem from the point of view of an external source.

In trying to determine injector requirements for open ended fusion reactors there are many factors to be considered and in this paper we will only deal with some of them. For instance, we will show that the Lawson criterion$^1$ will have a direct effect on the injected current per unit volume that is required to sustain a reactor or build up density in an experiment. If we are given an $n\tau$ confinement criterion then one finds that the current required for fixed energy is only a function of the power output of the reactor or the square of the plasma density. Assuming the injector is to also provide the heat energy of the
system, then the current must be provided at some high energy. Should it eventually be possible to thermalize the charged reaction products such that they provide an internal source of heating, then the injector energy requirements can be reduced somewhat but this will have no effect on the current requirements. Thus, for the studies considered here we will neglect charged particle heating and therefore put an increased burden on the injector but it should provide an upper limit as to what must be done.

With the injector providing all the heating we then turn to problems of making a neutral atomic beam at the desired energy and injecting it into the reactor. Such problems as beam intensity, beam brightness, the conversion of ion beams to neutral beams and reactor wall area necessary for use by the injector are considered.

II - CURRENT REQUIREMENTS

In order to determine the current required to fuel a reactor one needs only realize that in order to keep the plasma density about constant you need to replace the plasma particles which undergo fusion or are lost from the system. That is if we write for ions in a steady state D-T reactor with \( n_D = n_T = n/2 \)

\[
\frac{dn_i}{dt} = S_i - \frac{n^2}{2} \langle \sigma v \rangle - \frac{n}{\tau_c} = 0
\]  

(1)

where \( S_i \) is the source of ions per unit volume and \( \tau_c \) is the containment time due to geometrical losses. If we look at the...
two loss terms we recognize that their ratio is just the fractional burn up \( f_b = \frac{1}{2} \frac{n \tau_c}{\langle \sigma v \rangle} \) for the case where \( \tau_c / \tau_f \ll 1 \) and \( \tau_f \) is the fusion reaction time.

In the limit of low fractional burn up we can approximate that \( S_i = n / \tau_c \) or if we want a current per unit volume we have

\[
\frac{I}{V} = \frac{ne}{\tau_c}. \tag{2}
\]

Multiplying the numerator and denominator by \( n \) we see that the current (per unit volume) is \( n^2 e / n \tau_c \) and the Lawson\(^1\) or \( n \tau \) criterion becomes all important. If we further write the fusion power for the system per unit volume we have

\[
P_F = n_1 n_2 \langle \sigma v \rangle Q_{12} \tag{3}
\]

where \( n_1 \) and \( n_2 \) are the particle densities for the two reacting nuclei which are usually taken such that \( n_1 = n_2 = n/2 \) and \( Q_{12} \) is the energy released per fusion. We solve Eq. (3) for a D-T reactor and solve for the density to obtain

\[
n^2 = \frac{4P_F}{\langle \sigma v \rangle Q}. \tag{4}
\]

Substitute this into Eq. (2) and solve to find

\[
I \frac{f \langle \sigma v \rangle}{n \tau} = \frac{2P_F V}{P_b Q_{ev}} \tag{5}
\]

where \( Q_{ev} \) is in eV. This does not leave much to the imagination because if we are to run a 1500 MW(th) plant at some fractional...
burn up, we find the current is determined except by uncertainties in the parameters. Table I lists values of the current from Eq. (5) for various reactions. However, in the table we use only the energy released per fusion and assume no contributions from the blanket or secondary reactions, i.e. $Q_{_{DD}} = 3.65 \text{ MeV}$, $Q_{_{DT}} = 17.6 \text{ MeV}$ and $Q_{_{D3}} = 18.3 \text{ MeV}$. If blanket reactions and secondary reactions are to be considered, the current requirements will not change appreciably but the fusion power will increase by as much as $68.4/3.65$ or $18.7$ for the D-D cycle according to calculations by Post. One should be careful however because we are assuming a fractional burn up and this will charge as a function of $n_r$ over which we may have little control.

There is a second almost independent way of arriving at the required current density. This involves dealing with Eq. (2) directly and trying to establish an economic size requirement. For instance, if we plot the volume required for a 1500 MW(th) plant as a function of density for various reactions using Eq. (3), we obtain Fig. 1. The two lines represent extremes for $\langle\sigma v\rangle$ determined by the energies given.

Using the criterion established by Carruthers et al. and based on limitations of first wall cooling and cost estimates, they suggest that an open ended cylindrical system must have dimensions of about 1.25 m plasma radius and 10 m long. This gives a plasma volume of about 50 m$^3$ and from Fig. 1 we find that a density between 2 and $30.10^{14} \text{ cm}^{-3}$ is required
depending on the cycle and energy. Because open ended systems are limited in their confinement time to something like the ion-ion collision time and this varies as $T^{3/2}/n$, we choose the higher temperatures and thus the lower density.

To complete the requirements for solving Eq. (2) we need to again use the Lawson criterion for the reaction under consideration. Several authors have recalculated this condition for different assumptions and we use that given by Carruthers et al. for an injection heated system but do our own calculation for the D-He$_3$ cycle. Since calculations of this type generally assume $T_e = T_i$ we run into difficulties at high energy because of the large bremsstrahlung contribution. Most injection heated systems will run with $T_e << T_i$ unless electron heating is externally provided. However, we approximate the $n\tau$ criterion as the minimum value consistent with injection heating and high overall thermal conversion and injector efficiencies. These assumptions tend to put an optimistic value on the containment problem but result in a pessimistic value of the current required. Thus, for this analysis we establish Table II for the current density and total current required for the various reactions.

If we compare the results of Tables I and II we observe that the numbers compare quite well for the two cases even though the minimum value of $n\tau$ was used whether it corresponded to the energy at which $<\sigma v>$ was taken or not. Also, the $n\tau$ calculations for D-D normally take into account the energy gain
by neutron absorption in sodium and this was omitted here. With this understanding of the uncertainty in the numbers, it is still clear that these are formidable currents and we will see that they require a substantial scaling in size and/or numbers from existing injectors.

III - ENERGY CONSIDERATIONS

For the three reactions considered we have roughly determined the current requirements and to do so required an estimate of the temperature. Now however we need to establish a requirement on the injection energy, independent of current or density considerations, and we do this to maximize reactor parameters or possibly containment parameters.

Whatever criteria we use to determine the injection energy, there are going to be many secondary things which must be considered. For instance if we choose the plasma temperature to maximize $\sigma$, $<\sigma v>$ or $<\sigma v>/T^2$ we need to realize that electron cooling of plasma ions is important and we will have to inject at somewhat higher energies than the desired ion temperature. This is over and above the fact that $kT_i = \frac{2}{3} U_o$ where $U_o$ is the injection energy. To give an example of the numbers, Rose calculates for a D-T mirror system where charged reaction products are not completely thermalized, that at 5% burn up and 120 keV injection energies, $T_i = 90$ keV and $T_e = 37$ keV. This is why the Lawson criterion used in the last section is not completely valid because $T_e \neq T_i$ as we pointed out.
If we simply use the cross section for the three reactions as a criterion for optimum injection, we see from Fig. 2 that they vary over a wide range. That is, for the two branches of the D-D reaction the peak occurs at about 2 MeV, for the D-T reaction it comes at about 120 keV and for the D-H\textsubscript{e} at around 400 keV.\textsuperscript{7} Later we will see that for any of these energies, the stress imposed on the source at the required currents appears extremely difficult.

In order to integrate the cross section over the velocity distribution to obtain $<\sigma v>$, we need to know the details of the velocity distribution. For mirror systems this will depend on the mirror ratio and therefore our results should contain these details. Post\textsuperscript{2} and others have made these calculations and to show how they compare to a Maxwellian we use the calculations of Kuo-Petravic et al.\textsuperscript{8} They find the peak in $<\sigma v>$ for D-T to be $1.1 \times 10^{-15}$ cm\textsuperscript{3}/sec at 60 keV in the cm system or 90 keV in the lab. The same cross section integrated over a Maxwellian is given by Glasstone and Lovberg\textsuperscript{9} and Rose\textsuperscript{6} who obtain $9.6 \times 10^{-16}$ at 80 keV. The point of this is that the reaction rate parameter $<\sigma v>$ is greater for a loss cone distribution than a Maxwellian at the same temperature and increases as the anisotropy of the distribution produced by a larger mirror ratio.

For the present study we are not interested in the magnitude of $<\sigma v>$ but are trying to determine the temperature at which it is a maximum. Therefore, we will assume a
Maxwellian and use the values given by Glasstone and Lovberg for the D-D and D-T reactions. That is, for a D-D reaction the peak in \( \langle \sigma v \rangle \) occurs above 1 MeV and for a D-T reaction it peaks at about 60 keV. For the D-\( ^3\text{He} \) reaction we use the value given by Post which occurs with a broad peak at 200 keV.

Mills and Rose point out the advantages of using \( \langle \sigma v \rangle/T^2 \) as a criterion for the operating temperature because the pressure the magnetic field can support is limited. Therefore for a fixed system or a system in which \( \beta \) and \( B \) are limited, we write the reaction rate as \( R = n^2 \langle \sigma v \rangle/4 \) and since \( n = \beta B^2/4\mu kT \) for \( T_e = T_i \), we obtain

\[
R = \frac{\beta^2 B^4}{64\mu^2} \frac{\langle \sigma v \rangle}{(kT)^2}.
\] (6)

Figure 3 presents a plot of Eq. (6) from Rose and the dashed portion of the curves represent the region where for \( T_e = T_i \) the bremsstrahlung losses exceed the power produced by fusion.

In Table I we summarize the temperature one would hope to maintain in a reactor as a function of the three different criteria. From this and Fig. 3 we see that we should establish a higher operating temperature than the \( \langle \sigma v \rangle/T^2 \) criterion would give because this is below the minimum ignition point for all but the D-T reaction.

Criteria such as that suggested by Table III does not take into account the classical confinement limit in open ended systems. That limit is the time for particles to diffuse into the loss cone and leave the system due to collisions. Since
it depends on the temperature as $T^{3/2}$, if one operates a mirror system at higher temperatures the confinement time increases. Kuo-Petravic et al.\textsuperscript{8} survey calculations of this type and find the confinement time for a D-T plasma goes as

$$n\tau = 4.6 \times 10^{11} U_o^{3/2} \log \frac{R}{\ln D} \text{ cm}^{-3} \text{ sec}$$

(7)

where $R$ is the mirror ratio, $\ln D$ is the Coulomb logarithm and $U_o$ is in keV. If we were to set this equal to the Lawson\textsuperscript{1} criterion and solve for the injection energy $U_o$, we would find $U_o = 570$ keV for $R = 3$. This may be a bit unrealistic but it gives some idea of where the crossover occurs. One should be careful however because the Lawson\textsuperscript{1} criterion is a function of energy and assumes steady state conditions during the time $\tau$. Equation (7) obtains the $n\tau_c$ criterion by taking an instantaneous value of $n^2/ \frac{dn}{dt}$ in a decaying plasma where loss is only by Coulomb encounters.

Most advocates of mirror reactors take the criterion of Eq. (7), couple it with other calculations and choose to operate somewhere between the $<\sigma v>$ and $<\sigma v>/T^2$ criterion. Similarly, if it is possible to convert the energy of particles lost through the mirrors to electricity at high efficiency as suggested by Post\textsuperscript{10}, then one would like to increase $U_o$ to minimize the percentage energy loss as the particles are collected. It might therefore be well to tabulate the energy suggested by various investigators rather than use any of the criteria of
Table III or Eq. (7) and this is done in Table IV. Here we see for most reactions that injection energies above 100 keV are desirable and this presents several problems which we will point out in the next section.

IV - POSSIBLE INJECTION SOURCES

Thus far we have determined the approximate current requirements and at least a range of energies for injection. Let us now look at the problems that come about in trying to satisfy these requirements and where we need to spend more of our time in research and development. For much of what is said in this and in the following section we describe effects with hydrogen gas but in real reactors the gas would be tritium, deuterium, or helium and the remarks apply equally well on a quantitative basis for these gases.

Since this analysis is confined to open ended systems, one has two limits on the injection direction, i.e. injection can be perpendicular to the field lines, parallel to them and presumably at any angle in between. Let us look at the two limits and see what kind of systems are possible. In order to inject across a magnetic confining field and have the plasma stop somewhere within a desired region, one can go about it in two ways. One way is to inject beams of charged or neutral atoms and have them dissociate or ionize within the region by either collisions with other ionized species or by Lorentz forces. The other way is to shoot bursts or possibly a
steady state stream of plasma towards the region, have the stream polarize and cross the magnetic induction and then depolarize and stop before it gets out. A problem with this method appears to be that if the region already contains a plasma that has established magnetic field lines as equipotentials, it may not be possible to add plasma without losing an equal amount along field lines. Attempts to overcome problems of this kind have led investigators to shoot these plasma streams through gas cells in an attempt to change ions of the plasma stream into neutral atoms such that they could then be trapped in the containment region by ionizing collisions as with beams. Because of the large divergence angle of plasma from sources of this type, they have not been attractive for injectors and yet they may prove important because of their acceleration mechanism. We will take a further look at these sources later.

Let us now return to steady state neutral injection where atomic beams are created from ion beams using some form of source such as that shown in Fig. 4. In these sources $\text{H}_2$ gas, for instance, flows through an arc where it is ionized into fractions of $\text{H}^+$, $\text{H}_2^+$, $\text{H}_3^+$ and $\text{H}^-$ with the percentages dictated by the cross sections but depending strongly on the arc current and gas pressure. These ions in the form of a plasma pass through the anode of the arc and are then accelerated by a strong electric field. In order to separate the desired charge state from all of those extracted and accelerated, a magnetic lens is frequently used. The lens also serves to focus the beam.
onto the aperture of the gas cell for charge exchange. Because initially the extracted beam is only an ion beam it becomes necessary to add charges of the opposite polarity to prevent space charge blow up. This is normally accomplished by simply ionizing the background gas with the energetic ions and allowing the beam to self neutralize. For low energy beams however, it is not possible to provide sufficient ionization without operating the background gas pressure undesirably high. If it becomes necessary to accelerate only one species from the source, say $H_2^+$, then it is possible to extract the ions at say 5 keV, magnetically select the desired ion and then post accelerate this species to the necessary higher energy. In this way the energy spent on the undesired ions is minimized. These and other considerations make the generation and handling of intense beams extremely difficult and thus far highly collimated, energetic beams have been limited to less than about 1 ampere. However, a beneficial feature of such beam systems is the fact that one can make beams of almost arbitrary energy just by adjusting the extraction voltage.

Once we have a space charged neutralized ion beam of the desired energy we now must change it back into the atomic state if we are to inject neutral atoms. This is done by running the beam through a charge exchange cell where electrons from gas atoms are captured onto the fast ions. Because a fast ion or atom can ionize a gas atom, it follows that a gas atom, ion or electron can ionize the energetic atoms of the beam. Figure 5
gives the electron capture and ionization cross section for \( \text{H}^+ \) in \( \text{H}_2 \) as a function of the fast particle energy. Of course such cross sections depend on the gas used for the cell but above a certain energy the cell gas which has the best conversion efficiency is frequently the same gas as the beam ions.

Looking at Fig. 5 one sees that for beam energies above 50 keV the ionization cross section \( \sigma_{01} \) is much greater than the electron capture cross section \( \sigma_{10} \). This means that even for thin cells the charged beam is likely to emerge from the gas cell still charged and this is highly undesirable. Since the dissociation cross section does not decrease with energy as rapidly as the charge exchange cross section, \( \text{H}_3^+ \) has the best neutral conversion efficiency at very high energy. D'yachkov has studied this problem for a lithium vapor jet crossing beams of \( \text{H}^- \), \( \text{H}_2^+ \) and \( \text{H}_3^+ \) and finds the probability of producing a single \( \text{H}^0 \) is given as

\[
\begin{align*}
\eta(\text{H}^-) &= 0.65 \\
\eta(\text{H}_2^+) &= 255 \, U_o^{-0.4} \\
\eta(\text{H}_3^+) &= 500 \, U_o^{-0.37}
\end{align*}
\]

where \( U_o \) is the initial ion energy in keV. To clarify the use of these expressions, if one desired to inject with 300 keV atoms you could start with 300 keV \( \text{H}^- \) and would end up with 650 ma of \( \text{H}^0 \) for each amp injected into the gas cell. If you started with 600 keV \( \text{H}_2^+ \) or 300 keV per particle, you would get 200 ma of \( \text{H}^0 \) per amp of original ion and with 900 keV \( \text{H}_3^+ \) you get 400 ma per amp.
A second problem that must be considered is the efficiency of the source in producing the various ion species. Morgan\textsuperscript{16} and Stewart\textsuperscript{17} have found that the source shown in Fig. 4 is capable of producing 65-80\% $H_2^+$ ions with a gas efficiency of 60-70\%. Similarly Morgan et al.\textsuperscript{14} have used slightly different versions of the duoplasmatron to produce even higher percentages of $H^+$ with even higher gas efficiency. Unfortunately however, no one has yet produced a source of $H_3^+$ with either a large fraction ion specie or high gas efficiency and this probably is because of the manner in which one gets $H_3^+$ and the magnitude of the cross sections involved. It would therefore seem desirable from a point of view of gas efficiency to run $H^+$ or $H_2^+$ beams at sufficiently low energy that large fractions of $H^0$ can be obtained from gas cells. We must either do this or perfect a mechanism whereby ions can be recycled through a cell a number of times until they become neutralized.

Assuming that we have neutral atoms let us now return to the problem of trapping them in the containment region by injecting across lines of magnetic induction. Rather than present any calculations let us just remark that if we are trying to refuel an operating reactor, then injecting anything into a high energy density plasma is likely to have a very short mean free path for ionization! Rose and others have worried considerably about this problem and conclude that since it is desirable to spread the new fuel across the diameter of the reactor...
rather than just its outer skin, one will have to go to larger collections of molecules and form them into pea size pellets for injection. In the meantime, for present plasma physics experiments we do not have high energy density targets and the simple trapping of beams is considerably less than 100%. Dandl et al.\textsuperscript{18} have shown that a modest energy density target plasma can be orders-of-magnitude more efficient in trapping than the $10^{-4}$ obtained from Lorentz forces. This may be very important in trying to raise the temperature of plasmas in toroidal geometries to the ignition point. For these closed line experiments it is more important to provide high energy than high currents because the target plasma may already be sufficiently dense.

The Lorentz force or Lorentz trapping\textsuperscript{13} that has been mentioned several times is caused by the $\vec{v} \times \vec{B}$ electric field in the particle frame which can be intense enough to strip weakly bound electrons from their ions. Since most gas cells, which are used to convert the ion beam to an atomic beam, provide equilibrium distributions of excited atoms and these go as $n^{-3}$ where $n$ is the principal quantum number, the highly excited atoms are ionized and trapped and then the plasma builds up in this manner. Unfortunately the Lorentz trapping efficiency is extremely small. At high energies however, an excited neutral beam may be undesirable for reactor fueling because of Lorentz ionization in the beam filling ports which must pass through the magnetic field in the blanket region.
Unless these large fields are somehow diverted at the ports, plasma may build up in an undesirable area.

Moving now to injection along magnetic field lines as is done in the 2X experiment,\textsuperscript{19} we find that we must consider whether we are dealing with a steady state or a pulsed reactor. In a steady state device there may be little opportunity to change the magnetic field in order to adiabatically trap particles and for that reason we must count on collisions. That is, if we inject a steady state beam of particles which are either in the atomic (neutral) or ionized state, or a burst of plasma from a pulsed source along magnetic field lines, the particles will leave as fast as they enter unless a momentum transfer collision is made. If such a collision is made, because of the presence of a dense already trapped plasma, then particles which were originally in the velocity space loss cone may be scattered out of such a region and could be trapped. This is an interesting possibility for refueling, providing of course such collisional trapping does not produce (equivalent) losses of their own, especially because of the plasma access at the ends of the device.

If the magnetic field of the system is to be pulsed, then pulsed plasma sources could be used and as the plasma moves into the evacuated containment region to provide a new fuel charge, the mirror fields can be programmed to adiabatically trap charged particles. This kind of trapping can be very efficient because the plasma can be guided along field lines.
into the desired region and no inefficient conversion of ions to neutrals is required. A problem with this system is that all of the plasma fuel must be injected in a time short compared to the bounce time of the plasma from the far magnetic mirror. If we are talking about kilovolt plasmas and containment lengths of 10 m, then we have something like 40 μsec to inject all of the particles suggested by Tables I and II. For a D-T reactor for instance this would be equivalent to $N = nV = 10^{22}$ particles or $4.10^7$ amperes. While this current seems high it is only a factor of $10^2$ from several existing gun sources; however, the requirements on a neutral beam source are at least a factor of $10^3$ away from what is presently available.

From these arguments one might conclude that pulsed gun sources are a better approach than steady state beam sources and as far as the ability to produce large currents goes, this is correct. The problem with gun sources is that their energy and gas efficiency are not as high as beam sources and economics is going to be an important consideration in the injector for any future reactors. Never the less, if we are working with a pulsed reactor it may be possible to provide substantial heating of a dense cold gun plasma by magnetic compression and thereby get to the necessary ignition temperatures.

V - SOURCE CONSIDERATION

Thus far we have attempted to outline the source requirements and in the last section we have alluded to solutions with
pulsed guns and neutral beams—describing some problems as we see them for both systems. By considering a few additional details of the source problem we should be able to see directions in which to proceed. As fundamental considerations indicate limitations, we should also look for other ways to go. For a start, let us look at pulsed sources.

In pulsed sources gas is injected via a fast acting valve into the inter-electrode space of some kind of axisymmetric coaxial system. Since the coaxial or Marshall gun is the simplest and most widely used, let us use it as our example. This system, shown in Fig. 6, normally has the gas valve located in the center electrode and is pulsed to dump a plenum containing \(10^{17}-10^{20}\) atoms into the inter-electrode region. After the plenum is emptied, 50 to 300 \(\mu\)sec depending on the type, a voltage is applied across the gun electrodes by connecting a bank of capacitors charged to the desired voltage. Avalanche breakdown occurs and the radial current interacts with the azimuthal magnetic induction behind the current sheet to accelerate the plasma by \(\mathbf{j} \times \mathbf{B}\) forces. This simple picture leaves out many sophisticated effects but it clearly indicates that the force is a body force which does not act on each particle individually and that the amount of the force is determined by such external parameters as the capacitance and inductance of the system. The driving piston acts throughout the axial distance of the gun but frequently there is more than one current path and the coupling is less than anticipated. This is especially true when running with large particle densities or high filling pressures as would be required for fueling injectors.
Previously we have mentioned the lower gas and energy efficiencies of these sources. This comes about because of the inefficient coupling of the capacitor energy to the particles as well as the surface and atomic effects which take place in the source. The gas efficiency probably could be increased with an increase in size of the systems but solving the energy efficiency problem is not as evident. Larson et al.\textsuperscript{21} have reported energy balance measurements of a rather typical system and they find only 45\% of the capacitor bank energy goes into the particles as kinetic energy. However, if systems of converting high explosive energy to magnetic energy can really be developed as by Marshall and coworkers,\textsuperscript{22} one may be willing to live with a lower energy efficiency for an inexpensive source of sufficient intensity. One cannot help but feel that obtaining scaling laws for these sources is just as important as obtaining those for containment vessels because unless in situ plasma generation turns out to be possible, such sources will be a limitation in any thermonuclear future. If pulsed sources could be developed and some means found to focus them through a gas cell, they could also play an important role in transverse neutral injection for fueling steady state devices. However, because of the intense beam flux, different gas cells for neutralization would also have to be found.

Moving on to steady state neutral beam sources we encounter a different kind of problem. Here the energy efficiency is capable of being high as is the gas efficiency; however, if one goes to the energies suggested in Table IV then neither of

\textsuperscript{22}
these efficiencies may be very high. The problem was partially outlined earlier in this section where it was observed that gas cells are not efficient at high energy and thus we might be tempted to go to high energy $H^+_3$ acceleration because of the larger dissociation cross section. Unfortunately efficient sources of these ions are not available and as a result the source gas and energy efficiency is also low.

Most ion sources used today have an energy scaling that in some fashion is governed by the Child-Langmuir law for space charge acceleration. This law, for plane parallel electrodes, governs the space charge limited current density which may be extracted at a potential $U_o$ when the separation of the electrodes is $z$ and is given by

$$J = \frac{4\varepsilon_o}{9} \left( \frac{2e}{M} \right)^{1/2} \frac{U_o^{3/2}}{z^2} \text{ amp/m}^2. \quad (9)$$

Since it is not possible to arbitrarily reduce $z$ because of the need to be able to hold off the accelerating potential, we are basically limited in the extractable current. While many present day ion sources can approach the limit of Eq. (9), it does not appear possible to exceed this value within present acceleration methods.

If we use a modest energy like 50 kV where from Fig. 5 it would appear that the gas cell problem may not be too bad, and assume we can stably hold this voltage over long periods at a spacing of 0.4 cm, then Eq. (9) gives us $7.8 \times 10^4$ amps/m$^2$ for
protons. Using the example of Carruthers et al.\textsuperscript{4} again, we have a plasma to vacuum wall radius ratio of 0.7 or a wall radius of 1.75 m. This gives for the axisymmetric cylindrical reactor a surface area of 110 m\textsuperscript{2}. For the current requirement of Table I for a D-T reactor at 5\% burn up we then only need 2.2 \times 10^{-2} m\textsuperscript{2} or considerably less than 0.1\% of the reactor surface area.

This sounds satisfactory until you realize that the source cannot be at the reactor vacuum surface but must be located some distance beyond the blanket or as much as 6 m from where it is needed. In order to transport the beam this distance and retain a reasonable fraction of the current, the beam brightness becomes an important consideration. Kelley\textsuperscript{23} defines the effective brightness of a beam as

\[
B = \frac{900 IM}{UA_1 A_2/L^2}
\]  

(10)

where M is the mass in amu, U is the energy in MeV, I the beam current in ma, A\textsubscript{1} the initial aperture size in cm\textsuperscript{2} and A\textsubscript{2} the final aperture size in cm\textsuperscript{2} when A\textsubscript{1} and A\textsubscript{2} are separated by L cm. Thus if our original area requirements were small we would need bright beams to keep the final aperture or area small. Morgan\textsuperscript{24} reviews Kelley's paper and summarizes the effective brightness of beams by several investigators in Table V. It is interesting to note that the brightest beams are the lower energy ones even though one can write Eq. (10) in terms of Eq. (9) to show that \( B \propto U^{3/2}/U = U^{1/2} \).
In order to generate bright beams one needs to work with reasonably small aspect ratios for the extraction aperture. The aspect ratio is defined for circular beams as the beam diameter (d) divided by the extraction electrode separation (z). For aspect ratios larger than unity the beam quality is down and for our study we choose d/z = 1. This means that the diameter of the beam of our previous example is only 0.4 cm or an area of 0.13 cm². Since we need 2.2 x 10⁻² m² of beam, this requires approximately 1700 sources which may be an economic impossibility. Fortunately, however, we may be able to combine many sources into one by using the arc of a single devise to illuminate a large surface. If the large surface can be a grid or a highly transparent electrode, then the extraction surface can also be a grid and spaced near the plasma grid. In this manner a single unit acts as though it were composed of many low aspect ratio sources all operating in parallel.

The problem with these grids or collimated extraction surfaces is that they get extremely hot when running high energy beams. That is, the periphery of each hole intercepts some of the energetic plasma and if the surface cannot conduct the heat away, it melts. Several groups are working on this problem and the conclusion seems to be that if the sources are required to operate at energies above a few keV steady state, the current limit is not determined by Eq. (9) but by materials properties and heat conduction. Thus far, a rule of thumb appears to be that a current density of 0.1 A/cm² is probably close to the limit. Using this as a criteria we find that at 5% burn up in
a 1500 MW(th) D-T reactor we will need a minimum of $1.7 \times 10^4 \text{ cm}^2$
wall area and this starts to look like a few percent of that available.

VI - CONCLUSIONS

In this paper an attempt has been made to survey the filling problem of the present and next generation plasma physics experiments of the mirror type. These projections should also be relevant for the start up requirements of possible reactors although no attempt has been made to take the time history of build up into account.

There are two general conclusions that this study sought to bring out. The first is the need to recognize that the injection problem is far from solved and that there are many areas in pulsed and steady state beam sources that need investigation. The second tries to underline the difficulty of producing the required neutral atom currents at energies above 20-50 keV.
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TABLE I
Amperes required to maintain a steady state 1500 MW\(\text{th}\) reactor.

<table>
<thead>
<tr>
<th>Fractional Burnup</th>
<th>D-D</th>
<th>D-T</th>
<th>D-(H_e^3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>(4.1.10^4)</td>
<td>(8.5.10^3)</td>
<td>(8.2.10^3)</td>
</tr>
<tr>
<td>0.05</td>
<td>(8.2.10^3)</td>
<td>(1.7.10^3)</td>
<td>(1.6.10^3)</td>
</tr>
<tr>
<td>0.10</td>
<td>(4.1.10^3)</td>
<td>(8.5.10^2)</td>
<td>(8.2.10^2)</td>
</tr>
</tbody>
</table>

TABLE II
Amperes per unit volume and total amperes required for a steady state 1500 MW\(\text{th}\) plant for various reactions using a 50 m\(^3\) volume and the lowest density from Figure 1.

<table>
<thead>
<tr>
<th></th>
<th>D-D</th>
<th>D-T</th>
<th>D-(H_e^3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>amps/volume</td>
<td>(2.4.10^2)</td>
<td>32</td>
<td>11</td>
</tr>
<tr>
<td>amperes</td>
<td>(1.2.10^4)</td>
<td>(1.6.10^3)</td>
<td>(5.4.10^2)</td>
</tr>
</tbody>
</table>

TABLE III
Energy in KeV at which \(\sigma\), \(<\sigma v>\) and \(<\sigma v>/T^2\) peak for various reactions assuming a Maxwellian distribution.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>D-D</th>
<th>D-T</th>
<th>D-(H_e^3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\sigma) (^{(7)})</td>
<td>2000</td>
<td>120</td>
<td>400</td>
</tr>
<tr>
<td>(&lt;\sigma v&gt;) (^{(9)})</td>
<td>(&gt;1000)</td>
<td>60</td>
<td>(&gt;1000)</td>
</tr>
<tr>
<td>(&lt;\sigma v&gt;/T^2) (^{(6)})</td>
<td>15</td>
<td>14</td>
<td>70</td>
</tr>
</tbody>
</table>
TABLE V. EFFECTIVE BRIGHTNESS OF SOME ION BEAMS

<table>
<thead>
<tr>
<th>Device</th>
<th>Ion Source</th>
<th>Particle Energy (keV)</th>
<th>Particle Current (mA)</th>
<th>Effective Brightness (mA/MV cm^2 rad^2)</th>
<th>Neutral or Ion Species</th>
</tr>
</thead>
<tbody>
<tr>
<td>ORGA-1^{25,26,27}</td>
<td>Calutron</td>
<td>160</td>
<td>155</td>
<td>4.9 x 10^6</td>
<td>H°</td>
</tr>
<tr>
<td>ALICE^{28}</td>
<td>Calutron</td>
<td>20</td>
<td>50</td>
<td>3.3 x 10^9</td>
<td>H°</td>
</tr>
<tr>
<td>PHOENIX-II^{29}</td>
<td>Duo-Plasmatron</td>
<td>40</td>
<td>50</td>
<td>5.7 x 10^7</td>
<td>H^+</td>
</tr>
<tr>
<td>DCX-1.5^{14,30}</td>
<td>Duo-Plasmatron</td>
<td>40</td>
<td>66</td>
<td>4.8 x 10^8</td>
<td>H^+</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>92</td>
<td>1.35 x 10^9</td>
<td>H°</td>
</tr>
<tr>
<td>DCX-2^{14,30}</td>
<td>Duo-Plasmatron</td>
<td>600</td>
<td>100</td>
<td>5.17 x 10^7</td>
<td>H^+</td>
</tr>
</tbody>
</table>
TABLE IV

Injection energy (KeV) for open mirror systems by various investigators

<table>
<thead>
<tr>
<th></th>
<th>D-D</th>
<th>D-T</th>
<th>D-$^3_{He}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Post$^{(2)}$</td>
<td>150-400</td>
<td>60-140</td>
<td></td>
</tr>
<tr>
<td>Thonemann et.al.$^{(12)}$</td>
<td></td>
<td>200</td>
<td></td>
</tr>
<tr>
<td>Lawson$^{(1)}$</td>
<td>100</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>Post$^{(11)}$</td>
<td>400</td>
<td>300</td>
<td>400</td>
</tr>
<tr>
<td>Lazar and Haste$^{(5)}$</td>
<td></td>
<td>130</td>
<td></td>
</tr>
<tr>
<td>Kuo-Petravic et.al.$^{(8)}$</td>
<td></td>
<td>$&lt;100$</td>
<td></td>
</tr>
</tbody>
</table>
Fig. 1, Plasma Density (cm$^3$) vs. Reactor Volume (m$^3$)
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A. Nuclear Physics

1. Reactions

Table I. Nuclear Fusion Reactions

<table>
<thead>
<tr>
<th>Reaction</th>
<th>E</th>
<th>E*</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) D + T</td>
<td>17.58</td>
<td>3.52</td>
</tr>
<tr>
<td>D + T</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2) D + D</td>
<td>3.6</td>
<td>2.4</td>
</tr>
<tr>
<td>D + D</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3) D + He³</td>
<td>18.34</td>
<td>18.34</td>
</tr>
<tr>
<td>D + He³</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4) T + T</td>
<td>11.32</td>
<td></td>
</tr>
<tr>
<td>T + T</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2. Cross Sections, Reactivity, and Relative Output

The first two figures are compiled from data presented in Glasstone and Lovberg.¹

Figure 3 is a correction of Fig. 2 taking into consideration the difference in temperatures of the electrons and ions and the partial pressure of the product alphas.

3. The Blanket

Except for the nuclear reactions described under item 1, all the nuclear physics of a thermonuclear reactor is involved with the blanket. These questions are not in the scope of this lecture.
Fig. 1. Energy Dependence of Cross Section and Reactivity.
Fig. 2. Reaction Rate as a Function of Temperature.
Fig. 3. Relative Power Output (in arbitrary units) of $\beta$-Limited Reactor.
B. Plasma Physics

1. Resistivity

a) Spitzer\(^2\) has calculated the resistivity of an ionized hydrogenic gas to be (the electron temperature, \(T_e\), measured in keV)

\[
\rho = (1.653 \times 10^{-7}) \ln \Lambda / T_e^{3/2} \quad \text{(ohm-cm)} \quad (1)
\]

In this expression \(\Lambda\) is the ratio of the Debye shielding distance to the impact parameter of a close collision producing a 90\(^\circ\) deflection. See Ref. 2.

Numerically,

\[
\Lambda = 9.308 \times 10^{13} \frac{T_e}{Z Z_1 n_e^{1/2}} \quad (2)
\]

with the electron density, \(n_e\), expressed in cm\(^{-3}\), and \(Z\) and \(Z_1\) are the charge numbers of the two interacting species. Figure 4 presents this relationship.

b) The presence of a strong electron current produces turbulence and anomalously high resistivity. Figure 5 shows the correlation of anomalous resistivity with the ratio of the electron drift velocity to the electron thermal velocity.

2. Equilibration Times

a) The self collision time is given by Spitzer\(^2\) as

\[
\tau_{eq} = (0.45 \times 10^{12}) A^{1/2} T_e^{3/2} / n Z^4 \ln \Lambda \quad , \quad (3)
\]

where \(A\) is the mass number.
Fig. 4. Temperature Dependence of Plasma Resistivity.
Fig. 5. Comparison of Anomalous Resistivity Experimental Results

Obtained in Tokamak-Confined and C Stellarator-Confined Hydrogen Plasmas.
Under plasma conditions typical of those assumed for a thermonuclear reactor, the self collision time for electrons will be of the order of a microsecond, and for the ions, of the order of 50 microseconds. Therefore, these populations may be considered to have a well defined temperature.

b) Electron-Ion Equilibriation Time

Spitzer\(^2\) gives this as

\[ \tau_{ei} = (0.9899 \times 10^{13}) \frac{A_i T_e^{3/2}/n_i Z_i^2 \ln \Lambda_{ei} \ . (4) }{ } \]

For a 50-50 D-T plasma the electrons will be exchanging energy with a gas of average mass under 2.5. In this special case

\[ \tau_{ei} = (2.472 \times 10^{13}) T_e^{3/2}/n_i \ln \Lambda \ . (5) \]

This is plotted in Fig. 6.

c) Alpha Heating of D-T Plasmas

With \(A_i = 4\) and \(Z_i = 2\) and a \(\Lambda\) appropriate for alpha-electron collisions, the alpha-electron cooling time may be calculated from (4) above. The alphas will cool according to this decay time towards the electron sea temperature until their velocity is low enough that they exchange more rapidly with the ions. See Butler and Buckingham.\(^3\) The energy vs time curve for an energetic alpha will therefore be similar to Fig. 7.
Fig. 6. Electron-Ion Equilibration Time.
Fig. 7. Alpha Energy as a Function of Time.
3. Bremsstrahlung

Bremsstrahlung radiation from a hydrogenic plasma has been calculated by Spitzer.\(^2\) The result is

\[ P_B = (0.4854 \times 10^{-23}) n_e^2 T_e^{1/2} \left( 1 + \sum_i Z_i^2 \frac{n_i}{n_e} \right) \frac{\text{ergs}}{\text{cm}^3 \cdot \text{sec}}. \]  

(6)

4. Synchrotron Radiation

The point of departure for the study of synchrotron radiation is the work of Trubnikov and Kudryavtsev.\(^4\) When metallic reflection is considered quantitatively, the amount of synchrotron radiation to be expected from a device may be calculated.\(^5\)

Typical results are illustrated in Fig. 8.

5. Confinement and Stability

a) Magnetic confinement will depend on the ratio of plasma pressure to magnetic pressure, \(\beta\), defined as

\[ \beta = \frac{8\pi n k T}{B_0^2}. \]  

(7)

b) Classical analysis yields the following diffusion coefficient:

\[ D = 130 \beta / T^{3/2} \quad \text{cm}^2 / \text{sec}. \]  

(8)

c) Bohm suggested the following semi-empirical relation,

\[ D = 5.8 \times 10^9 \frac{T}{B} \quad \text{cm}^2 / \text{sec}. \]  

(9)
Fig. 8. Radiation Loss from a Cylindrical Plasma as a Function of Field Strength, Electron Temperature, and Wall Openings.
d) Experiment

For many years toroidal confinement seemed to be consistent with Bohm. In recent years Bohm has been exceeded by a factor of at least one order of magnitude and perhaps two in Tokamaks.

e) Confinement time, $\tau$,

$$\tau \approx a^{2/4D}$$

where $a$ is the radius of a cylindrical plasma. Assuming conditions of $B = 10^5$ gauss, $T = 10$ keV, $\beta = 0.1$, and $a = 100$ cm,

$$\tau_{\text{classical}} = 10 \text{ minutes}$$

$$\tau_{\text{Bohm}} = 17 \text{ milliseconds}.$$  

One second is required.

C. Reactor Considerations

1. Lawson Criterion

$$\left[ n_1^2 p (1 - p) (\sigma v) U T + 3 n_1 k T + P_B T \right] \eta = 3 n_1 k T + P_B T \quad (10)$$

In this expression $p$ is the fraction of $n_i$ that is tritium, $U$ is the total energy released in a single fusion event ($\sim 22$ MeV), $\tau$ is the plasma confinement time, and $P_B$ is bremsstrahlung power, which from (6) above can be written as

$$P_B = b n_1^2 T^{1/2} \quad . \quad (11)$$
By dividing (10) by \( n_i \) we find that this gives \( n_i \tau \) as a function of \( T \):

\[
\left[ p(1 - p)(\overline{\sigma v})U(n_i \tau ) + 3kT + bT^{1/2}(n_i \tau ) \right] \eta = 3kT + bT^{1/2}(n_i \tau )
\]

or

\[
n_i \tau = \frac{3kT(1/\eta - 1)}{(\overline{\sigma v})p(1 - p)U - (1/\eta - 1)(bT^{1/2})} . \tag{12}
\]

2. Equilibrium Condition

\[
n_i^2 p(1 - p)(\overline{\sigma v})cE^* = \frac{3}{2}mk(T_i + T_e) . \tag{13}
\]

in this expression \( E^* \) is the energy released to charged particles in the plasma (alpha energy), and \( c \) is the fraction of this that remains after bremsstrahlung and synchrotron radiation. The feed rate (\( m \) ions (or electrons) per second per cubic centimeter) determines the variation of density in time by

\[
\frac{dn_i}{dt} = m - \frac{n_i}{\tau} , \tag{14}
\]

and in equilibrium

\[
n_i^2 p(1 - p)(\overline{\sigma v})cE^* = \frac{3}{2}k\frac{n_i}{T} (T_i + T_e)
\]

or

\[
n_i \tau = \frac{3k(T_i + T_e)}{2p(1 - p)(\overline{\sigma v})cE^*} , \tag{15}
\]

a result of the greatest importance. Figure 9 compares these criteria.
Fig. 9. The Lawson Criterion and the Equilibrium Condition as a Function of Ion Temperature.
3. Scaling Laws

From the definition of $\beta$ and the fact that fusion results from binary collisions, it follows that the output of a reactor will scale as follows:

$$\text{Power} \sim r^3 \beta^2 B^4.$$  \hspace{1cm} (16)

4. Wall Limitations

The power output available from a given size of machine will be limited by the physical properties of materials, no doubt the vacuum wall. The operating level may be characterized by the parameter introduced by Rose and his students, the neutron energy transport per unit area of the wall. A typical characteristic is shown in Fig. 10.

D. Hypothetical Machines

1. Closed vs Open

Open machines (mirrors) cannot provide the confinement time sufficient to meet the equilibrium condition. Energetic injection is therefore necessary to maintain the reactor in steady state.

2. Closed Configurations

This category includes stellarators and Tokamaks, but also floating ring machines, toroidal $\theta$-pinches, and astrons. Closed machines imply unfavorable field curvature.

a) Stellarator

This type of machine requires stabilizing windings.
Fig. 10. Neutron Energy Transport Density as a Function of Ion Temperature and Density. Plasma Radius = 100 cm.
Theory is not sufficiently advanced to predict the $\beta$ limit. It may be in the 10-20\% range.

b) Tokamak$^{11,12}$

This type of machine uses an induced plasma current to provide the rotational transform. The following definitions are needed:

Aspect ratio, $A \equiv \text{Major Radius/Minor Radius}$

$q = B_z / AB_\theta$, where $B_z$ is the externally applied solenoidal confinement field, and $B_\theta$ is the poloidal field generated by the plasma current. The reciprocal of $q$ is the rotational transform in units of $2\pi$. $q$ is sometimes called the stability margin.

$$\beta_\theta = \frac{8\pi n k T}{B_\theta^2},$$
therefore

$$\beta_\theta = \beta (1 + A^2 q^2).$$

$\beta_\theta$ must be less than $A$, possibly as small as 1. Therefore $\beta$ must be limited to the 1-4\% range.

c) Common Features

Both machines are governed by the equilibrium condition (15) above, and the presence of the ohmic heating current is significant only at low temperatures. Therefore, characteristics such as relative output (Fig. 3), the difference in temperature between the electron and ion seas (Fig. 11), and the relative tritium burnup per pass (Fig. 12) are all similar.

d) Differences

Helical windings vs induced current. Possible beta ad-
Fig. 11. Typical Difference in Temperature between the Ion and Electron Seas. The curves are field and density dependent.
Fig. 12. Typical Relative Fuel Burnup.
vantage for stellarators. The cyclic operation of Tokamak is not a severe disadvantage, since the operating period is long (minutes to hours).

E. Sizes and Costs

1. Estimates

Preliminary cost estimates have been made (see, for example, Carruthers, Mills, Rose). These machines, if successful, would appear to be economically competitive.

2. Fuel

Note from the following table that it is the fuel cost that dominates the cost difference.
Table II. Comparative Power Costs

<table>
<thead>
<tr>
<th></th>
<th>Oyster Creek Nuclear Station</th>
<th>Oyster Creek Coal Station</th>
<th>Fusion Power Station</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capital Charge</td>
<td>1.55</td>
<td>1.52</td>
<td>1.75</td>
</tr>
<tr>
<td>Operations and Maintenance</td>
<td>0.50</td>
<td>0.42</td>
<td>0.53</td>
</tr>
<tr>
<td>Fuel Cost</td>
<td>1.62</td>
<td>2.37</td>
<td>0.02</td>
</tr>
<tr>
<td>Power Cost, mills/kWh</td>
<td>3.67</td>
<td>4.31</td>
<td>2.30</td>
</tr>
</tbody>
</table>
II CONTROL AND IGNITION OF TOROIDAL FUSION REACTORS

A. Stability

1. Variation of the Equilibrium Condition

The equilibrium condition requires the constancy of a function.

\[ \psi = m \tau^2 p (1 - p) c \overline{c(v)} / (T_i + T_e) \]  \hspace{1cm} (17)

Defining a function, \( S = c \overline{c(v)} / T_i + T_e \), we have

\[ \psi = m \tau^2 p (1 - p) S \]  \hspace{1cm} (18)

and

\[ \frac{\delta \psi}{\psi} = \frac{\delta m}{m} + 2 \frac{\delta \tau}{\tau} + \left( \frac{1 - 2p}{1 - p} \right) \frac{\delta p}{p} + \frac{\delta S}{S} = 0 \]  \hspace{1cm} (19)

for stability.

Thus the equilibrium tends to be unstable against fluctuation in
the fuel feed rate, the confinement time, and the fuel mixture (unless
\( p = 0.5 \)). The behavior with respect to \( S \) (essentially the temperature
dependence) can be understood from Fig. 13.

2. Need for Control

Feedback control is necessary if one desires to operate at
more advantageous temperatures below the maximum of the stability
function. Figure 14 illustrates the problem.

B. Various Forms of Feedback Control

Stabilization can result from "Bohm-type" confinement.

Most convenient, perhaps, is mixture control. Figures 15, 16, and
17 demonstrate these effects.
Fig. 13. The Stability Function.
Fig. 14. Temperature Instability with Respect to the Fluctuation of a Fixed Confinement Time.
Fig. 15. Effect of "Bohm" Confinement Time, $\tau = K/T_e$. 
Fig. 16. Effect of Cutting Off Tritium Injection.
Fig. 17. Mixture Control.
C. High Field Effects

Synchrotron radiation reduces the stable temperature point. The effect on the stable operating point is shown in Fig. 18.

D. Ignition Problems

1. Ohmic Heating

As the temperature rises, bremsstrahlung increases, but the plasma resistivity falls. Consequently, with constant ohmic heating current density, the electron temperature saturates. The time, \( t \), to reach a temperature, \( T \), is given by:

\[
t = \frac{AD}{2B} \left[ 2 \arctan \left( \frac{T^{1/2}}{D} \right) + \ln \left( \frac{D + T^{1/2}}{D - T^{1/2}} \right) \right] - \frac{2AT^{1/2}}{B},
\]

(20)

a solution of

\[
A \frac{dT}{dt} + BT^{1/2} - CT^{-3/2} = 0,
\]

(21)

with \( D \equiv (C/B)^{1/4} \).

The temperature approaches an asymptotic value, \( T_m \), of \( D^2 \). The time requirement to reach half the limit, \( t_{1/2} \), is given by

\[
t_{1/2} = 0.79AD/B.
\]

\[
T_m = (0.22 \times 10^{16}) \text{j/n ev}.
\]

\[
t_{1/2} = (0.58 \times 10^{21}) \text{j}^{1/2} \text{n}^{-3/2} \text{ seconds}.
\]

Figure 19 shows typical behavior.
Fig. 18. Typical Effect of High Field on the Equilibrium Condition. Wall Resistivity = $16 \times 10^{-4}$ ohm-cm. Plasma Radius = 100 cm. Impurity Level = $10^{-5}$. Radiation Leak = 0.05. Tritium Fraction = 0.5.
Fig. 19. Ohmic Heating.
2. Low Temperature Equilibrium

Figure 20 shows the equilibrium among 1) ohmic heating, 2) bremsstrahlung, and 3) alpha heating. The lower branch is stable. The upper branch is unstable and represents an ignition limit.

3. Intrinsic Slowness of Ignition by Ohmic Heating Alone

Figure 21 presents the number of seconds to reach 6 keV from various initial points by Tokamak ohmic heating ignition alone for a plasma of density $1.0 \times 10^{14}$.

E. Compression

An analysis of Tokamak compression will be found in the literature. Figure 22 shows its effectiveness in speeding ignition.

F. Establishment of Equilibrium Regime

Figure 23 shows two examples of a complete ignition and injection sequence to establish an equilibrium burn. Compression takes place between 1 and 2 seconds, and injection of cold fuel begins at 4 seconds. Various injection rates lead to various equilibrium densities.
Fig. 20. Low Temperature Equilibrium of a Tokamak.
A = 3, q = 3, Plasma Radius = 100 cm.
Fig. 21. Heating Time Required to Reach 6 keV. $A = 3$, $q = 3$, Plasma Radius = 100 cm.

$n_i = 1 \times 10^{14} \text{cm}^{-3}$
Fig. 22. Effect of Adiabatic Compression from an Initial Major Radius of 300 cm.

Density = $1.0 \times 10^{14}$ cm$^{-3}$. Radiation Leak = 0.05.
Fig. 23. Two Examples of Igniting a Reactor. Case (a) is for a Confinement Time of 10 Seconds. Case (b), 5 Seconds. The Plasma Is Compressed from 300 cm Major Radius to 170 cm Major Radius during a One-Second Period between $t = 1.0$ and $t = 2.0$ seconds. Injection Begins at $t = 4$ Seconds.
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ABSTRACT

By "turbulent heating" we mean that the appropriate direct current
power applied to the plasma is converted by the plasma to radiofrequency
oscillations that result in intense heating of the plasma. At Oak Ridge
National Laboratory, we have been producing plasma in steady-state experi­
ments in mirror machines either with hot electrons or with hot ions. In
the hot-electron case, electron temperatures of $10^5$ eV, and $10^{11}$ electrons/
$\text{cm}^3$ have been produced; in the ion case, ion temperatures of $10^3$ eV and
$10^{13}$ ions/$\text{cm}^3$ are now being studied. In both cases, the heating efficiency
(dc power in, related to hot-confined plasma leaking out) ranges from a
few up to 10%.
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Recent studies have concentrated experimentally and theoretically on the mechanisms of the heating processes. We find two classes of instabilities present and competing for the applied power: plasma electron oscillations, driven by currents along the magnetic field, and resulting in hot electrons; and plasma ion oscillations, driven by currents across the magnetic field, and resulting in hot ions. (The electrons in the latter case are "frozen" to magnetic field lines and participate in the oscillations in only a "subdued" fashion.)

Recent theoretical and experimental work has produced the following results. First, in both the electron and the ion heating cases, the character of the "turbulence-excited" radiofrequencies is not such as to produce rapid, gross losses of plasma; second, density and temperature limitations on plasma heating observed in the past are now understood and possibly can be overcome; third, the details of the heating mechanisms are becoming sufficiently well understood that we think it is possible to apply these mechanisms to larger, different, and possibly more interesting magnetic field configurations, including systems of "closed" geometry.
We first survey the experimental results of past experiments in turbulent heating in mirror machines at the Oak Ridge National Laboratory. We restrict ourselves to discussing the Oak Ridge experiments and calculations because they lead directly to an understanding of the heating mechanisms. Since our theory has grown smoothly from our experiments, we have not made an exhaustive survey of the literature concerning turbulence calculations. Thus, we may have overlooked previous pertinent work by others.

The first set of experiments involved injecting an electron beam through a hollow, gas-filled anode, into a magnetic mirror, as shown in Fig. 1. Experimentally, we found that the plasma electrons were heated to a temperature of $10^5$ eV, a density of $10^{11}$ cm$^{-3}$, had a lifetime on the order of $10^{-1}$ sec, and were heated with an efficiency of a few percent.$^{1,2}$

Since the plasma was hot and reasonably dense, we tried to use this hot-electron plasma as a blanket that would intercept and ionize gas atoms flowing into the hot ion plasma confined in a mirror machine. Experimentally, the blanket was formed by placing the beam-plasma interaction region off-axis in a large mirror machine. Electrons heated by the interaction were trapped between the mirrors, and precessed azimuthally in the radial magnetic field gradient, forming a shell or "blanket". This blanket$^3$ is shown in Fig. 2. Unfortunately, the empirical studies were not capable of forming plasma blankets of sufficient density ($n_e > 10^{14}$ cm$^{-3}$) to accomplish shielding against gas influx, and the project was terminated.

A study of the radiofrequency emission from the hot-electron plasmas, using special high-frequency probes and correlators,$^4$ has led to an understanding of the heating mechanism$^5$ and of the density limitation. The
correlators suggest that noise, present in the plasma gun, excites oscillations that grow at $\omega_{pe}$ and are convected along the electron beam. The parameters of the operating system were empirically so chosen that: (1) the amplitude of the rf is now computed to reach a maximum in the midplane of the mirror machine; and (2) $\omega_{pe} \approx \omega_{ce}$, so fringing-field effects couple the rf plasma oscillations to cyclotron oscillations. Thus the electrons are heated to high temperatures by electron-cyclotron resonance.

The density limitation on the heating of electrons comes from the fact that the e-folding distance $x_0$ for the rf to grow is given approximately by $x_0 = v_0/\omega_{pe}$, where $v_0$ is the velocity of the incident electron beam, and $\omega_{pe}$ is the electron plasma frequency. Since $\omega_{pe}$ is proportional to the square root of the electron density, a large increase in the electron density results in the growth distance becoming so short that the maximum rf amplitude is generated not in the mirror machine, but back in the electron gun.

To maintain electron heating at higher electron densities in systems of finite size, we must increase the growth e-folding distance. One possibility of accomplishing this is by using relativistic electron beams. The growth distance for plasma oscillations increases as $\gamma^{3/2}$ for longitudinal oscillations, and $\gamma^{1/2}$ for transverse oscillations, where

$$\gamma = \left(1 - \frac{v^2}{c^2}\right)^{-1/2},$$

$v$ is the velocity of the electron beam, and $c$ is the velocity of light. Another technique might involve the placing of an electron gun closer to the desired plasma-heating region. In any case, since we now understand the limitation in heating plasma electrons at high density, we can begin to consider ways of overcoming this limitation.
One interesting observation is that the high-frequency rf fields in the plasma probably do not produce radial plasma losses. Our probe studies demonstrate that the plasma itself confines the rf to the central region around the beam. Thus the rf does not extend to the plasma surface to cause plasma losses there.

In the case of ion heating, our results have been rather encouraging. By placing a hollow, gas-filled anode between the coils of a magnetic-mirror machine, we have obtained ion temperatures of a few keV at a density of about \(10^{13}\) ions/cm\(^3\). The heating efficiency is high — on the order of 5 to 10%. The temperature and density are sufficient for a weak thermonuclear reaction to be observed. Unfortunately, the hot-ion lifetime is limited by charge exchange on neutral gas atoms to about 100 \(\mu\)sec. The apparatus is shown schematically in Fig. 3.

In order to apply this turbulent heating process to higher plasma densities, volumes, and systems of better confinement, it is necessary to understand the heating mechanism. Also, we wish to understand some strange properties of this ion-heating device, such as why we observe hot ions in the device \((T_i \sim 1\) keV) when at the same time the electrons are cold.

As a result of an integrated diagnostic study, coupled with a theoretical study, we now think that we understand the heating process for the ions. We suspect that in the ion-heating case, the heating occurs by means of the electron flow across the magnetic field, in contrast to the electron heating case where the heating occurs by the electron flow along the magnetic field.

Auto- and cross-correlation studies show that the plasma has a filamentary turbulence pattern, with potential "rods" extending along the mag-
netic field fluctuating randomly with respect to each other at high amplitudes with frequencies near \( \omega_{\text{pi}} \). Since this leads to electric fields which are perpendicular to the magnetic field, high electron temperatures are not required to maintain high electric fields. Moreover, since the fluctuating fields are perpendicular to the magnetic field, they are ideal for heating ions without accelerating them into the loss cone of the magnetic mirrors. In fact, due to the rapid growth rate of the heating instability (see Table 1), ions scattered into the loss cone are probably accelerated back out of the loss cone before being lost, leading to longer trapping.

The next step in this research was to determine how this instability near \( \omega_{\text{pi}} \) is excited. The critical step occurred when one of the authors (I.A.) attended the Fusion Torch Study Group in Washington, D. C.,\(^{11}\) where a paper presented by H. K. Forsen described the "centrifugal splitting" that can occur when particles precess azimuthally in a radial electric field and an axial magnetic field. In cylindrical coordinates, particles of different mass precess with different azimuthal velocities due to the fact that centrifugal force is mass-dependent. In particular, in a cylindrical system, electrons and ions precess with sufficiently different velocities that a variety of "two-stream" azimuthal heating modes, described below, can occur. These instabilities all require a large azimuthal precessional velocity, i.e., a high radial dc electric field. We have attempted to confirm the presence of such fields and have obtained three pieces of experimental data that suggest they are, indeed, present:
1. **X-Ray Data.** We have used commercial xenon-filled proportional counters to examine the soft x-ray photon spectrum^{12} emitted from the plasma in the range of 2-10 keV (from the counter's sensitivity threshold to the energy corresponding to the applied potential). We find that in the plasma, the electrons from the initial electron beam are both spread in energy (which is expected from beam-plasma interactions) and degraded in energy to about half the value acquired in falling through the applied potential. This degradation in energy, with no electrons present having energies near that corresponding to the applied potential, is most easily understood if the core of the plasma is 5 kV negative with respect to the wall of the apparatus. Such a negative core would produce a radial \( \mathbf{E} \)-field of about 10 kV/cm in our finite geometry plasma.

2. **Spectral Data.** Using a recently discovered technique^{13} of using normally forbidden satellite spectral lines from helium that is added to the plasma, we have measured electric field strength, electric field polarization, and electric field frequency in the plasma.^{14} We find that the electric field has a peak value of about 8 kV/cm, is perpendicular to the magnetic field, and has a frequency \( \omega \) that lies in the range \( 0 \lesssim \omega \lesssim \omega_{pi} \) or, in other words, \( \omega \ll \omega_{pe}, \omega_{ce} \).

3. **Precessional Velocity Measurements.** By placing two probes at different azimuthal spacings, and by filtering out the intense rf near \( \omega_{pi} \), we have followed the azimuthal propagation of small density fluctuations in the plasma. We find that they move in
the direction corresponding to the $\mathbf{E} \times \mathbf{B}$ drift, and have a velocity corresponding to a radial $\mathbf{E}$ field on the order of 10 kV/cm.

Table 1 summarizes our present theoretical knowledge of the various two-stream azimuthal instabilities which can result when a strong dc radial $\mathbf{E}$ field such as described above exists in the plasma. Note that in all cases the computed maximum e-folding growth time is short compared to the observed ion charge-exchange lifetime of 100 μsec. For all cases it has been assumed that $\omega_{pe} < \omega_{ce}$.

All the instabilities heat ions preferentially, except #2 which can heat electrons as well as ions under the proper conditions of wavelength parallel to the magnetic field relative to wavelength perpendicular to the magnetic field. All the instabilities in these high E-field modes tend to occur at short wavelengths, which tends primarily to heat the ions rather than to move them across the magnetic field. Number 5 does not require a relative drift of ions and electrons.

The instability that we suspect most strongly as causing the observed heating in our device is #1, since it has both the most rapid growth rate, and a predicted rf emission spectrum that agrees with experiment. The physical nature of this instability is shown schematically in Fig. 4. We assume that although the ions precess azimuthally on the average, on the time scale discussed here they are essentially unmagnetized ($\omega \approx \omega_{pi} \gg \omega_{ci}$). The electrons, on the other hand, are magnetized ($\omega \ll \omega_{pe} < \omega_{ce}$) and precess with a velocity $\mathbf{v} = \frac{\mathbf{C} \mathbf{E} \times \mathbf{B}}{\mathbf{B}^2}$. The electrons are precessing more rapidly than the ions. In addition, we assume that the plasma density decreases rapidly with increasing radius (experimentally, $\Delta n/n \approx 1$ over the radius of the plasma).
Table 1
Theoretically Predicted Instabilities

<table>
<thead>
<tr>
<th>Instability Requires</th>
<th>Growth Time (max)</th>
<th>Azimuthal Wavelength for max growth†</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Radial density gradient.15-18</td>
<td>$10^{-9}$ sec</td>
<td>$k_r \sim \frac{\omega_i}{\Delta u}$</td>
</tr>
<tr>
<td>2. Electrons move axially, ions azimuthally.16,19</td>
<td>$10^{-7}$ sec*</td>
<td>**</td>
</tr>
<tr>
<td>3. Radial density gradient caused by applied $E$ field.</td>
<td>$10^{-7}$ sec</td>
<td>$k_r \sim \frac{\omega_i}{\Delta u}$</td>
</tr>
<tr>
<td>4. Collisions between electrons and ions.20</td>
<td>$10^{-7}$ sec ‡</td>
<td>$k_r \sim \frac{\omega_i}{\Delta u}$</td>
</tr>
<tr>
<td>5. Shear in rotating ion cloud21</td>
<td>$10^{-7}$ sec ‡</td>
<td>$k_r \sim \frac{\omega_i}{\nu_i}$</td>
</tr>
</tbody>
</table>

†$\Delta u$ is relative drift of ions and electrons; $\nu_i$ is the ion drift velocity.

*Computer solution for one case.

**Not studied.

‡These are the growth times predicted by linear theory20,21; quasi-linear theory (not yet published) predicts growth times \sim 100 times shorter.
Assume that an azimuthal potential fluctuation is produced from random noise, as is shown. We now demonstrate that this azimuthal potential fluctuation will grow. Ions, being unmagnetized, approach a positive potential fluctuation and slow down, thereby increasing the local positive charge. Electrons being magnetized, precess from the outer, more tenuous electron cloud to the region of the local positive charge and replace the initial more dense electron cloud, further enhancing the local positive region. Similarly, it can be shown that a negative potential fluctuation will grow so that both electron and ion perturbations provide positive feedback that causes rapid growth of radial plasma "spokes".

The strong charge fluctuations result in rapid ion heating. Strong phase mixing is present and is easily observed in a computer simulation of the response of the plasma column to a suddenly-applied potential step.

On the basis of the turbulence model above, we can compute the steady-state, or "saturated" turbulent electric field present in the plasma column. We find that the calculated turbulent electric field yields a calculated flow of radial electron current that is in excellent agreement with the value observed experimentally in our plasma device.

If we wish to ignite a large volume of plasma by our turbulence process, some modifications are necessary. The present fundamental limitation of the heating process is that it works best in columns of small radial extent, both because a small radial distance allows us to obtain high radial electric fields with modest applied potentials, and a small radius allows us to obtain large centrifugal effects for moderate azimuthal velocities. Therefore, to fill mirror machines having a large radial dimension by this turbulence process requires us to use many small columns in parallel, as shown...
in Fig. 5. We can either have injected many separate plasma columns to utilize the density-gradient-dependent turbulence process (No. 1), or we can use one or more of the more slowly growing turbulence processes that do not require the gradient. In the latter cases, since a uniform plasma density suffices, we can simply fill the machine with cold gas or plasma and ignite it with an appropriate voltage pulse.

Applications of this system to heating plasma in toroidal configurations seem to be obvious. Rings placed around the plasma column, as used by Kawabe and Eubank at Princeton,\textsuperscript{23} place a high potential drop along the surface of the plasma column, as is shown schematically in Fig. 6. As the Princeton workers have clearly demonstrated, turbulence near $\omega_{pe}$ greatly increases the surface resistivity of the plasma, and the current, in consequence, diffuses inward to fill the plasma column. Since the current must flow across the magnetic field in the vicinity of the rings, our ion-heating turbulence process can occur there. Variations of various electromagnetic coupling processes may also help to couple in energy with the appropriate currents perpendicular to the magnetic field.

In conclusion, we now feel that we understand both the hot-electron and hot-ion turbulent heating processes in mirror machines sufficiently well to be able to deduce meaningful scaling laws and to make extrapolations to systems of larger volume, density, and temperature. In addition, we can discuss plasma heating in systems of closed geometry. The turbulent heating is simple, efficient, and need not lead directly to severe plasma losses.
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FIGURE CAPTIONS

Fig. 1. Photos of hot-electron plasma taken with visible light (top) and with bremsstrahlung x-rays (bottom), with explanatory overlay showing schematic of apparatus. The intense x-ray spots at the ends of the x-ray image are due to hot electrons that escape from the plasma and emit intense x-rays during bombardment of the metal surfaces of the sides of the magnet coils.

Fig. 2. Schematic of the hot electron blanket experiment. The reflex discharge was about three meters long.

Fig. 3. Schematic of the hot ion plasma experiment, Burnout V.

Fig. 4. Schematic of the proposed ion-heating instability in Burnout V. An azimuthal charge perturbation takes electrons from the dense core, superimposing these electrons on the negative density perturbation, thus reinforcing it. Similarly, ion and electron motion are such as to reinforce positive density fluctuations.

Fig. 5. Concept of using a multi-electrode structure to turbulently heat the ions in a large-volume plasma device by means of many cylindrical, turbulent plasma cells.

Fig. 6. Schematic of the turbulent-heating mechanism now used at the Princeton Plasma Laboratory to couple electrical energy radially into a plasma column (which could, of course, be toroidal).
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SOME NEUTRONIC ASPECTS OF A DT FUSION REACTOR*
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ABSTRACT

Fusion reactors based on the Deuterium-Tritium (DT) fusion reaction must produce tritium to be a viable power source. A survey of papers on the subject shows that attractive tritium production looks achievable. Some other neutronic considerations of DT fusion power are also discussed.

* This work was performed under the auspices of the United States Atomic Energy Commission

This paper was prepared for presentation at the Symposium on Fusion Reactor Design, June 2-5, 1970, at Texas Tech University, Lubbock, Texas
INTRODUCTION

Two of the four fusion reactions being considered for fusion reactors produce energetic neutrons. These reactions are:

\[
\text{The Deuterium-Deuterium } \rightarrow \text{He}^3 (0.82 \text{ MeV}) + n(2.45 \text{ MeV}) \quad \text{and}
\]
\[
\text{the Deuterium-Tritium } \rightarrow \text{He}^4 (3.5 \text{ MeV}) + n(14.1 \text{ MeV}).
\]

Hereafter, these reactions will be referred to as the DD and DT reactions. By virtue of its high cross section at low temperature as well as its high energy release, the DT fusion reaction is considered most likely to be used in early fusion reactors. Based on this, the DT reaction and its resulting 14.1 MeV neutron is the starting point for this discussion.

To make use of the DT fusion neutron, which carries 80% of the fusion reaction energy, the fusioning DT plasma must be surrounded by a blanket. This blanket has two functions. First, it must intercept the 14.1 MeV neutrons and convert as much of their kinetic and potential energy to thermal energy as practical. Second, it must breed tritium to fuel the DT fusion reactions.

Unlike deuterium (D) which is a stable hydrogen isotope with a 0.015% abundance, tritium is an unstable, 12.6 year half life hydrogen isotope not found in nature. Tritium breeding is therefore the most crucial requirement the blanket must meet for if sufficient tritium cannot breed a fusion reactor based on the DT reaction would not be feasible.

Fortunately, blanket calculations with lithium as the fertile material have shown tritium breeding in excess of that required is possible. The bulk of this presentation will deal with tritium breeding and energy generation in DT reactor blankets. Some of the radiological aspects such as tritium inventory, direct neutron and gamma radiation and contamination of a DT fusion reactor will also be discussed.
TRITIUM BREEDING AND ENERGY GENERATION

As explained in the introduction, fusion reactors utilizing the attractive DT fusion reaction must have the means to breed tritium. The only conceivable means of producing tritium in the amounts needed is by neutron transmutation. The neutron source being the DT fusion reaction. They also must have the means to convert to heat the kinetic and as much of the potential energy of the 14.1 MeV DT neutron as practical. To accomplish this, the DT fusion source must be surrounded by a neutron intercepting blanket.

For a DT fusion system to be viable, the blanket must be able to breed at least enough tritium to make up for tritium consumed by fusion plus losses such as tritium's 12.6y half life β decay to helium 3. This means for each 14.1 MeV DT fusion neutron produced, one plus tritons must be bred in the blanket.

Lithium appears to be the only fertile element with any likelihood of producing required tritium from interactions with neutron. Natural lithium is composed of 2 stable isotopes, Li⁶ (7.42%) and Li⁷ (92.58%). Both isotopes undergo neutron reaction resulting in tritium. Lithium-6 undergoes an exothermic reaction of the form:

\[ \text{Li}^6 (n,α) T + 4.78 \text{ MeV} \]
Fig. 1. $^6$Li$(n,T)$He$^4$ cross section vs. energy.

Figure 1 shows the $^6$Li$(n,a)$T cross section for neutrons between .01 MeV to 11 MeV. The Lithium-6 thermal cross section is about 950 barns.
Lithium-7 undergoes an endothermic reaction of the form:

\[ \text{Li}^7 (n,n'\alpha) \text{T} - 2.47 \text{ MeV} \]

Figure 2 shows the \( \text{Li}^7 (n,tn') \text{He}^4 \) cross section vs. energy.

Figure 2 shows the \( \text{Li}^7 (n,n'\alpha) \text{T} \) cross section for neutrons up to 14 MeV.

Early references to the tritium breeding problem such as in the books by Bishop,\(^2\) Glasstone and Lovberg,\(^3\) and Rose and Clark\(^4\) mentioned the \( \text{Li}^6 (n\alpha) \text{T} \) reaction as a means to breed tritium.

In 1962 Myers\(^5\) et al at Lawrence Radiation Laboratory performed some one dimensional diffusion theory calculations on a number of different blankets.
<table>
<thead>
<tr>
<th>MATERIAL</th>
<th>TOTAL RADIAL THICKNESS OF BLANKET-CM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>9</td>
</tr>
<tr>
<td>Eutectic flibe with water layer</td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>.295</td>
</tr>
<tr>
<td>K7</td>
<td>.073</td>
</tr>
<tr>
<td>Eutectic flibe</td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>.114</td>
</tr>
<tr>
<td>K7</td>
<td>.092</td>
</tr>
<tr>
<td>Li$^6$ eutectic flibe</td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>.129</td>
</tr>
<tr>
<td>K7</td>
<td></td>
</tr>
<tr>
<td>30 mole percent LiF flibe</td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>.066</td>
</tr>
<tr>
<td>K7</td>
<td>.051</td>
</tr>
<tr>
<td>15 mole percent LiF flibe</td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>.033</td>
</tr>
<tr>
<td>K7</td>
<td>.024</td>
</tr>
<tr>
<td>Lithium metal</td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>.264</td>
</tr>
<tr>
<td>K7</td>
<td>.254</td>
</tr>
<tr>
<td>Lithium-6 metal</td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>.065</td>
</tr>
<tr>
<td>K7</td>
<td></td>
</tr>
<tr>
<td>LiNO$_3$</td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>.091</td>
</tr>
<tr>
<td>K7</td>
<td></td>
</tr>
<tr>
<td>LiNO$_2$</td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>.114</td>
</tr>
<tr>
<td>K7</td>
<td>.109</td>
</tr>
</tbody>
</table>
Table 1 gives results of these calculations. The geometry used was cylindrical with an inner radius at 77 cm. Flibe is a mixture of lithium fluoride (LiF) and beryllium fluoride (BeF₂). Eutectic flibe composition is 48 mole % LiF. These results indicate attractive tritium breeding ratios are attainable. In fact, only the all lithium-6 blanket failed to provide required tritium breeding. Also note the Li⁷(n,n'α)T reaction can be an important part of the total tritium breeding. In the case of the natural lithium blanket, material #6, lithium-7 reactions account for nearly half the tritium. One major drawback of Myer's calculations is that the fluoride and nitrogen cross sections were unavailable so oxygen cross sections were used in their places.

In a 1965 thesis Impink⁶ studied the effect on tritium breeding for a number of blanket variables. Impink's standard blanket was made up of a 2 cm molybdenum first wall, a 6.25 cm coolant containing flibe, then a 56 cm primary attenuator containing 79 v/o flibe plus 21 v/o graphite. The flibe is composed of 66 mole % lithium fluoride and 34 mole % beryllium fluoride. A sample of Impink's results are listed in Table 2.
### TABLE 2

**TRITIUM BREEDING CALCULATIONS BY IMPINK**

<table>
<thead>
<tr>
<th>FIRST WALL</th>
<th>COOLANT CHANNEL</th>
<th>PRIMARY ATTENUATOR</th>
<th>TRITIUM PER NEUTRON</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>STD.</td>
<td>STD.</td>
<td>1.0717</td>
</tr>
<tr>
<td>Ni (1 cm)</td>
<td>&quot;</td>
<td>&quot;</td>
<td>1.0042</td>
</tr>
<tr>
<td>Mo (1 cm)</td>
<td>&quot;</td>
<td>&quot;</td>
<td>1.1414</td>
</tr>
<tr>
<td>Mo (2 cm) (STD)</td>
<td>&quot;</td>
<td>&quot;</td>
<td>1.1679</td>
</tr>
<tr>
<td>(VARIATION IN FIRST WALL)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mo (2 cm)</td>
<td>NAT</td>
<td>NAT</td>
<td>1.1499</td>
</tr>
<tr>
<td>&quot;</td>
<td>0.20</td>
<td>NAT</td>
<td>1.1806</td>
</tr>
<tr>
<td>&quot;</td>
<td>0.50</td>
<td>0.50</td>
<td>1.2163</td>
</tr>
<tr>
<td>(VARIATION IN Li (^6) ISOTOPIC ACTION)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mo (2 cm)</td>
<td>STD.</td>
<td>NONE</td>
<td>1.1499</td>
</tr>
<tr>
<td>&quot;</td>
<td>&quot;</td>
<td>+ 5 cm Be</td>
<td>1.5526</td>
</tr>
<tr>
<td>&quot;</td>
<td>&quot;</td>
<td>+ 9 cm Be 0</td>
<td>1.4942</td>
</tr>
<tr>
<td>Ni (1 cm)</td>
<td>&quot;</td>
<td>+ 10 cm Be</td>
<td>1.5328</td>
</tr>
</tbody>
</table>

Impink found tritium breeding in flibe to be less than Myers estimated. This lower breeding is attributed in part to Impink's better treatment of the fluorine cross sections.

In a companion thesis Homeyer\(^7\) dealt with thermal and chemical problems in blankets. Figure 3 displays sample results of nuclear heating.
Figure 3 - Nuclear heating rates in the blanket and magnet coil by Homeyer

The heat rate in watts/cm$^3$ is based on a 14 MeV neutron energy flux of 1 MW/m$^2$. Recoverable energy was 17.4 MeV per incident 14.1 MeV neutron.
TRITON PRODUCTION PER 14 MEV NEUTRON INCIDENT ON VARIOUS BLANKETS BY BELL

<table>
<thead>
<tr>
<th>PROBLEM NUMBER</th>
<th>R₁ (CM)</th>
<th>M₁</th>
<th>GEOMETRY</th>
<th>M₂</th>
<th>R₃</th>
<th>T₀</th>
<th>T₁</th>
<th>L</th>
<th>T</th>
<th>T⁺</th>
</tr>
</thead>
<tbody>
<tr>
<td>T010</td>
<td>0</td>
<td>Li</td>
<td>-</td>
<td>INFINITE MEDIUM</td>
<td>1.05</td>
<td>0.83</td>
<td>0</td>
<td>1.88</td>
<td>1.88</td>
<td></td>
</tr>
<tr>
<td>T0101</td>
<td>0</td>
<td>FLIBE</td>
<td>-</td>
<td>INFINITE MEDIUM</td>
<td>1.02</td>
<td>0.10</td>
<td>0</td>
<td>1.12</td>
<td>1.12</td>
<td></td>
</tr>
<tr>
<td>T03</td>
<td>0</td>
<td>Be + 1.001 Li₆</td>
<td>-</td>
<td>INFINITE MEDIUM</td>
<td>2.74</td>
<td>0</td>
<td>0</td>
<td>2.74</td>
<td>2.74</td>
<td></td>
</tr>
<tr>
<td>T03A</td>
<td>0</td>
<td>Be₂C + 0.001 Li₆</td>
<td>-</td>
<td>INFINITE MEDIUM</td>
<td>2.03</td>
<td>0</td>
<td>0</td>
<td>2.03</td>
<td>2.03</td>
<td></td>
</tr>
<tr>
<td>T01A</td>
<td>77</td>
<td>Li</td>
<td>112.0</td>
<td></td>
<td></td>
<td>0.16</td>
<td>0.59</td>
<td>0.88</td>
<td>0.75</td>
<td>1.63</td>
</tr>
<tr>
<td>T01B</td>
<td>77</td>
<td>Li</td>
<td>137.0</td>
<td></td>
<td></td>
<td>0.40</td>
<td>0.73</td>
<td>0.64</td>
<td>1.13</td>
<td>1.77</td>
</tr>
<tr>
<td>T01C</td>
<td>77</td>
<td>Li</td>
<td>177.01</td>
<td></td>
<td></td>
<td>0.72</td>
<td>0.80</td>
<td>0.33</td>
<td>1.52</td>
<td>1.85</td>
</tr>
<tr>
<td>T02A</td>
<td>77</td>
<td>FLIBE</td>
<td>112.0</td>
<td></td>
<td></td>
<td>0.73</td>
<td>0.10</td>
<td>0.29</td>
<td>0.83</td>
<td>1.12</td>
</tr>
<tr>
<td>T02B</td>
<td>77</td>
<td>FLIBE</td>
<td>137.0</td>
<td></td>
<td></td>
<td>0.97</td>
<td>0.10</td>
<td>0.05</td>
<td>1.07</td>
<td>1.12</td>
</tr>
<tr>
<td>T02C</td>
<td>77</td>
<td>FLIBE</td>
<td>177.0</td>
<td></td>
<td></td>
<td>1.02</td>
<td>0.10</td>
<td>0</td>
<td>1.12</td>
<td>1.12</td>
</tr>
<tr>
<td>T04</td>
<td>10</td>
<td>Cu</td>
<td>13.3</td>
<td>113.3</td>
<td></td>
<td>0.81</td>
<td>0.39</td>
<td>0.36</td>
<td>1.20</td>
<td>1.56</td>
</tr>
<tr>
<td>T04A</td>
<td>10</td>
<td>Mo</td>
<td>13.3</td>
<td>113.3</td>
<td></td>
<td>0.86</td>
<td>0.41</td>
<td>0.39</td>
<td>1.27</td>
<td>1.66</td>
</tr>
<tr>
<td>T05</td>
<td>10</td>
<td>VOID</td>
<td>13.3</td>
<td>0.5 Be + 0.5 Li</td>
<td>73.3</td>
<td>2.09</td>
<td>0.22</td>
<td>0.15</td>
<td>2.31</td>
<td>2.46</td>
</tr>
<tr>
<td>T05A</td>
<td>10</td>
<td>VOID</td>
<td>13.3</td>
<td>0.75 Be + 0.25 Li</td>
<td>73.3</td>
<td>2.47</td>
<td>0.09</td>
<td>0.06</td>
<td>2.56</td>
<td>2.62</td>
</tr>
<tr>
<td>T06</td>
<td>10</td>
<td>Cu</td>
<td>13.3</td>
<td>0.5 Be + 0.5 Li</td>
<td>73.3</td>
<td>1.60</td>
<td>0.11</td>
<td>0.08</td>
<td>1.71</td>
<td>1.79</td>
</tr>
<tr>
<td>T06'</td>
<td>10</td>
<td>Mo</td>
<td>13.3</td>
<td>0.5 Be + 0.5 Li</td>
<td>73.3</td>
<td>1.701</td>
<td>0.12</td>
<td>0.09</td>
<td>1.82</td>
<td>1.91</td>
</tr>
<tr>
<td>T06A</td>
<td>10</td>
<td>Cu</td>
<td>13.3</td>
<td>0.5 Be₂C + 0.5 Li</td>
<td>73.3</td>
<td>1.35</td>
<td>0.11</td>
<td>0.10</td>
<td>1.46</td>
<td>1.57</td>
</tr>
<tr>
<td>T06B</td>
<td>10</td>
<td>Cu</td>
<td>13.3</td>
<td>0.75 Be + 0.25 Li</td>
<td>73.3</td>
<td>1.75</td>
<td>0.05</td>
<td>0.04</td>
<td>1.80</td>
<td>1.84</td>
</tr>
<tr>
<td>T07</td>
<td>76</td>
<td>Mo</td>
<td>77.0</td>
<td>0.5 Be + 0.5 FLIBE</td>
<td>117.0</td>
<td>1.46</td>
<td>0.04</td>
<td>0.13</td>
<td>1.50</td>
<td>1.63</td>
</tr>
<tr>
<td>T07A</td>
<td>76</td>
<td>Mo</td>
<td>77.0</td>
<td>0.75 Be + 0.25 FLIBE</td>
<td>117.0</td>
<td>1.76</td>
<td>0.02</td>
<td>0.12</td>
<td>1.78</td>
<td>1.90</td>
</tr>
<tr>
<td>T07B</td>
<td>76</td>
<td>Mo</td>
<td>77.0</td>
<td>FLIBE</td>
<td>117.0</td>
<td>0.87</td>
<td>0.08</td>
<td>0.19</td>
<td>0.95</td>
<td>1.14</td>
</tr>
</tbody>
</table>

Table 3
In another 1965 paper Bell of LASL describes tritium breeding calculations in a number of different blankets. Table 3 lists Bell's blanket descriptions and their resulting tritium breeding. Calculations were made using the DTK neutron transport code with 25 energy groups and the $S_4$ approximation. Blanket geometry in each case was an infinitely long cylindrical annulus. The 14 MeV neutron source is inside $R_1$, material $M_2$ is between $R_2$ and $R_3$, where the $R$'s refer to radii in cm. $T_g$ and $T_7$ are the tritons produced per incident 14 MeV neutron by the $^{6}\text{Li}(n,\alpha)T$ and $^{7}\text{Li}(n,n'\alpha)T$ reactions, respectively. Total tritium produced ($T$) is the sum of $T_g$ and $T_7$. $L$ is the leakage and $T^+$ is the sum of $T$ and $L$. Bell's infinite medium results indicate that lithium, beryllium plus a little lithium-6, and beryllium carbide plus a little lithium-6 are attractive tritium breeding materials, while flibe is marginal. Flibe's major problem appears to be inelastic scattering by fluorine which can degrade the fast neutron's energy below the $^{7}\text{Li}(n,n'\alpha)T$ and $\text{Be}(n,2n)$ thresholds. The fluorine cross sections are the most uncertain of the lot and should be suspect.

Bell's results also show that pure lithium blankets can give attractive breeding but need to be thicker than blankets containing beryllium. While problem numbers TU & and TU 7A show that flibe plus beryllium can give attractive breeding.

Up to this point, I have dealt with idealized blanket studies. These are very useful in that they indicate attractive tritium breeding looks possible and show what directions one might go to come up with real blanket designs.

I would now like to discuss in some detail neutron studies that consider to some extent structural, and heat transfer requirements, and also the tradeoff between tritium breeding and energy generation. The bases for these discussions are the papers presented at the International
Nuclear Fusion Reactor Conference held in England at the Culham Laboratory last September.

Lithium Blankets

In a paper entitled "Tritium Breeding and Energy Generation in Liquid Lithium Blankets," I examine some of the neutronic aspects of a lithium blanket.

Liquid lithium appears uniquely qualified to meet all blanket requirements except structural.

1. It is the fertile material from which tritium must be bred.
2. It is a reasonably good fast neutron moderator.
3. It is an excellent heat transfer fluid, assuming MHD losses caused by the presence of strong magnetic fields can be made acceptably low.
4. It is not subject to radiation damage.

In its simple form, the liquid lithium blanket would consist of an annulus (cylindrical or spherical) through which liquid lithium flows. The D+T plasma would be maintained inside the inner surface of the annulus.

To calculate tritium breeding and energy generation, two neutron transport codes were used. One being a three dimensional Monte Carlo code called SORS-N; the other, a one-dimensional discrete ordinates code called ANISN. The SORS-N code employed 66 neutron energy groups. The ANISN problems were run with a 19-energy group, $p_0$ cross section set and an SN order of 4. In both cases, neutron cross sections were derived from the Lawrence Radiation Laboratory, Livermore, (LRL), Howerton Evaluated Neutron Cross Section Library. All the SORS-N problems were run with five batches of 500, 14.1 MeV source neutrons each.

The SORS-N runs calculated tritium breeding and energy generation per source neutron. The ANISN runs calculated only tritium breeding per source neutron.
To examine the effects of structural material present in a liquid lithium blanket, a number of SORS-N calculations were run on blankets with various volume fractions of niobium.

Blanket geometry for these problems was a spherical annulus made up of three zones (zones 2-4). Outer radii ($R_o$) of these zones (including the inner zone simulating the plasma region) were 100, 101, 202 and 302, respectively.

With only liquid lithium in the three blanket zones, tritium breeding and energy generation per source fusion neutron are 2.10 T/n and 17.14 MeV/n, respectively. Table 4 lists the complete results by zone.

**TABLE 4**

Tritium Breeding and Energy Generation with 100 v/o Lithium in Zones 2, 3, and 4.

<table>
<thead>
<tr>
<th>Zones</th>
<th>2(1 cm)</th>
<th>3(100cm)</th>
<th>4(100 cm)</th>
<th>Leakage</th>
<th>Totals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atoms/cm-barn</td>
<td>0.03679</td>
<td>0.03679</td>
<td>0.03679</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Iso. fractions, Li$^6$</td>
<td>0.0742</td>
<td>0.0742</td>
<td>0.0742</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Li$^7$</td>
<td>0.9258</td>
<td>0.9258</td>
<td>0.9258</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

(Results per Source Neutron)

| Triton generation | 0.02263 | 1.6894  | 0.3928   | —       | 2.1048 |
| Li$^6$(n,$\alpha$)T reactions | 0.00524 | 0.69084 | 0.3065   | —       | 1.0025 |
| Li$^7$(n,n'\alpha)T reactions | 0.01739 | 0.99857 | 0.08637  | —       | 1.1023 |
| (n,2n) reactions | 0.00229 | 0.09284 | 0.00471  | —       | 0.0998 |
| Neutron energy deposition (MeV) | 0.2196  | 14.3098 | 2.4989   | 0.116   | 17.144 |
| Neutron energy deposition (%) | 1.28    | 83.5    | 14.6     | 0.665   | 100.0  |
| Standard deviation (%) | 2.1     | 1.0     | 1.3      | 8.4     |        |
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for this idealized blanket. The tritium breeding ratio of 2.1 is quite attractive, about 10% higher than Bell got in his infinite medium Li case. But note that this is in an idealized structureless blanket presented for comparison with more realistic blanket-containing structure.

To account for required blanket structure, zone 2 (1 cm) was made all niobium and the liquid lithium in zones 3 and 4 was varied for 100% lithium to a homogeneous mixture of lithium diluted with 20 v/o niobium. Figure 4 graphically displays the results of SORS-N analysis of these blankets.

![Graph](image)

**Fig. 4** Tritium & energy generation per 14.1-MeV source neutron vs. niobium volume fraction (first wall 1.0-cm niobium).

The increase in energy generation and the decrease in tritium breeding with increasing niobium is attributed to the increased capture in the niobium which has an energy release of 7.17 MeV vs. 4.78 MeV for the lithium-6 capture reactions.
The tritium breeding ratio drops to 1.0 at a niobium fraction of about 20%. This fraction is higher than that considered necessary for an achievable blanket structure. It appears blankets containing only lithium and required structure can meet tritium breeding requirements.

A second series of problems was run with the inner zone of niobium reduced in thickness from 1.0 to 0.1 cm. Figure 5 displays these results. The only noticeable effect caused by the change is the slight increase in $\text{Li}^7$ tritons and a reduction in energy generation at low niobium fractions.

![Graph showing tritium breeding and energy generation per 14.1-MeV source neutron vs. niobium volume fraction (first wall 0.1-cm niobium).](image)

**Fig. 5**  Tritium & energy generation per 14.1-MeV source neutron vs. niobium volume fraction (first wall 0.1-cm niobium).

A major reason for a thin wall is heat transfer. Cooling the first wall (or vacuum wall) is a very demanding requirement. Bremsstrahlung and cyclotron radiation heat its inner surface, while neutrons and secondary gamma heat it volumetrically.

The neutron-caused heating can be estimated by using the results SORS-N calculated for the blanket with the 0.1 cm Nb first wall. Energy
deposition in this wall per 14.1 MeV source neutron is 0.17 MeV, therefore
deposition heating is estimated to be 12 watt/cm$^2$ for 1 MW/m$^2$ of neutrons incident
on the first wall.

To get a better feeling for what goes on inside a lithium blanket
containing structure, SORS-N was used to calculate the tritium breeding
and energy-generation profiles in a blanket containing a homogeneous
mixture of 95% liquid lithium plus 5% Nb by volume. The blanket was
made up of seven cylindrical annular zones with the inner radius of the
first blanket zone (zone 2) at 220 cm. The fusion neutron source was
simulated by a 115 cm disc source of isotropic 14.1 MeV neutrons at the
center of and normal to the blanket axis.

TABLE 5

Tritium Breeding and Energy Generation
per Zone per Source Neutron.

<table>
<thead>
<tr>
<th>Zone</th>
<th>$R_o$ (cm)</th>
<th>$T^6$</th>
<th>$T^7$</th>
<th>$T$</th>
<th>Energy</th>
<th>SD(%)</th>
<th>E(%)</th>
<th>E(%/cc)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>220</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>222</td>
<td>0.0202</td>
<td>0.0357</td>
<td>0.0559</td>
<td>0.698</td>
<td>1.4</td>
<td>3.75</td>
<td>$1.35 \times 10^{-3}$</td>
</tr>
<tr>
<td>3</td>
<td>226</td>
<td>0.0410</td>
<td>0.0703</td>
<td>0.1113</td>
<td>1.369</td>
<td>1.6</td>
<td>7.35</td>
<td>$1.305 \times 10^{-3}$</td>
</tr>
<tr>
<td>4</td>
<td>234</td>
<td>0.0824</td>
<td>0.1356</td>
<td>0.2180</td>
<td>2.598</td>
<td>0.9</td>
<td>13.95</td>
<td>$1.205 \times 10^{-3}$</td>
</tr>
<tr>
<td>5</td>
<td>250</td>
<td>0.1635</td>
<td>0.2211</td>
<td>0.3846</td>
<td>4.370</td>
<td>1.2</td>
<td>23.45</td>
<td>$9.64 \times 10^{-4}$</td>
</tr>
<tr>
<td>6</td>
<td>282</td>
<td>0.2718</td>
<td>0.2536</td>
<td>0.5254</td>
<td>5.451</td>
<td>2.5</td>
<td>29.20</td>
<td>$5.45 \times 10^{-4}$</td>
</tr>
<tr>
<td>7</td>
<td>346</td>
<td>0.2711</td>
<td>0.1212</td>
<td>0.3923</td>
<td>3.508</td>
<td>3.0</td>
<td>18.82</td>
<td>$1.49 \times 10^{-4}$</td>
</tr>
<tr>
<td>8</td>
<td>410</td>
<td>0.0685</td>
<td>0.0130</td>
<td>0.0815</td>
<td>0.634</td>
<td>5.5</td>
<td>3.40</td>
<td>$2.24 \times 10^{-5}$</td>
</tr>
<tr>
<td></td>
<td>TOTALS</td>
<td>0.919</td>
<td>0.850</td>
<td>1.769</td>
<td>18.627</td>
<td>2.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Results are listed in Table 5. Note that 95% of the tritium
breeding (1.69 triton per neutron) and 96.6% of the energy generation
(18.0 MeV per neutron) occurs in the first 126 cm of the blanket. Also
note that energy density, shown in the last column, varies by more than a
factor of 10 over the blanket radius.
It is desirable to have a fast-running neutronic code for parametric blanket studies. The ANISN code (a one-dimensional discrete ordinates transport code) has the potential for short running time. It also can be recast in subroutine form for use in an overall blanket design code.

To compare the results of ANISN and SORS-N, the first set of blanket problems was rerun with ANISN.

The ANISN problems used the same zone geometry and material compositions as the SORS problems. Zone 1 [plasma-vacuum region \((R_0 = 100 \text{ cm})\)] was broken up into three equal-thickness intervals with a distributed 14.1 MeV neutron source in the first interval. Zone 2 [niobium vacuum wall (1 cm)] had three equal intervals. Zones 3 and 4 [2,100-cm-thick blanket regions with liquid lithium diluted with from 0 to 20% by volume with niobium] had ten equal intervals.

A quadrature (SN) order of four was used with the following set of direction cosines and weights:

<table>
<thead>
<tr>
<th>Cosine ((\omega))</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.00000</td>
<td>0</td>
</tr>
<tr>
<td>-0.881917</td>
<td>0.166667</td>
</tr>
<tr>
<td>-0.333333</td>
<td>0.333333</td>
</tr>
<tr>
<td>+0.333333</td>
<td>0.333333</td>
</tr>
<tr>
<td>+0.881917</td>
<td>0.166667</td>
</tr>
</tbody>
</table>

And a nineteen-energy group set of isotropic neutron cross sections with six groups of downscatter was used.
Figure 6 compares ANISN to SORS-N total triton production per source neutron. ANISN underestimates the SORS-N results by $\approx 15\%$ for the 100 v/o Li blanket to $\approx 5\%$ for the 80 v/o Li, 20 v/o Nb blanket.
ANISN reactions
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Fig. 7 Comparison of SORS-N and ANISN calculated blanket tritium-producing reactions.

Figure 7 compares individual triton reactions and shows that the fast neutron Li\textsuperscript{6}(n,\alpha)T reaction is the major contributor to ANISN's underestimation of triton production.

Running time on the CDC 6600 averaged = 0.6 min. per ANISN run compared to = 1.6 min. per SORS run.

In light of the relative crudeness of the ANISN problems [specifically, the small number of energy groups (19), isotropic scattering, SN order of four and cross sections generated using a flat flux spectrum] the results of the ANISN runs compared to SORS are considered quite good. ANISN is considered a useful tool to run blanket parameter studies. It
also can be rewritten as a blanket neutronic subprogram for use in a thermonuclear reactor systems code while SORS cannot be. The more exact but more costly SORS code will be used to check and normalize ANISN results and for three-dimensional analysis when required.

To determine what effect lithium-6 concentration has on tritium breeding in a liquid lithium blanket, a series of blanket calculations were run using the ANISN code.

The basic blanket model consisted of a spherical annulus \((R_i = 100 \text{ cm}, R_o = 330 \text{ cm})\) with a homogeneous mixture of 95% lithium and 5% niobium (structure). The sphere enclosed by the blanket was a D-T neutron \((14.1 \text{ MeV})\) source. The lithium-6 to lithium atom fraction was varied from 1 to 10% in five consecutive ANISN runs.

![Graph showing tritium breeding vs. Li\(^6\)/Li atom fraction in 95 v/o + 5 v/o Nb homogenous blanket. [T\(^6\) and T\(^7\) refer to Li\(^6\)(n,\(\alpha\))T and Li\(^7\)(n,n',\(\alpha\))T reactions, respectively.]

Fig. 8 Tritium breeding vs. Li\(^6\)/Li atom fraction in 95 v/o + 5 v/o Nb homogenous blanket. [T\(^6\) and T\(^7\) refer to Li\(^6\)(n,\(\alpha\))T and Li\(^7\)(n,n',\(\alpha\))T reactions, respectively.]
Figure 8 shows the results of the five runs, where $T^6$ and $T^7$ represent the number of $Li^6(n,\alpha)T$ and $Li^7(n,n'\alpha)T$ reactions, respectively, per source neutron.

From these results it is apparent that lithium-6 enrichment of natural lithium is not worthwhile. In fact, the lithium can be depleted in lithium-6 to 1% while still giving the respectable tritium breeding ratio of $\approx 1.2$.

The raw material for fueling a deuterium-tritium fusion plant will be water and lithium, and possibly beryllium. Deuterium makes up 0.015% of natural hydrogen, and tritium (as shown) can be bred from lithium.

But what is the tritium and energy generation potential of our lithium resources? Given a gram of natural lithium (composed of 7.42 a/o $Li^6 + 92.58$ a/o $Li^7$) how much energy could be generated?

The answer, of course, depends on what kind of blanket is used. There are two basic choices:

1. Maximize energy generation per fusion reaction by converting only Lithium-6 to tritium [by the $Li^6(n_{th},\alpha)T + 4.97$ MeV reaction] at a breeding ratio of 1.0 and using the fusion neutron's kinetic energy to multiply more neutrons for generating more energy.

2. Maximize energy generation for the lithium used by converting as much Lithium-7 as possible by the $Li^7(n_f,n'\alpha)T - 2.47$ MeV reaction.

Four blanket schemes are presented as examples of these two basic choices.

Scheme 1

A blanket consisting of $Li^6 + Na(30$ v/o), $Be(60$ v/o), and $Nb (10$ v/o) is an example of a blanket compatible with choice 1.
Such a blanket is estimated (by SORS) to give a total generation of approximately 30 MeV per D-T fusion at a breeding ratio of 1 triton per fusion. Such a blanket could potentially convert all the lithium-6 in natural lithium, producing $6.37 \times 10^{21}$ tritons per gram of natural lithium or in terms of energy, $8.54 \times 10^3$ kWh per gram of natural lithium supplied.

An example of a blanket compatible with choice 2 basically would be all lithium (95 v/o) plus required structure (5 v/o Nb). Figure 8 showed breeding ratio vs. Li\textsuperscript{6}/Li atom fraction for this blanket as estimated by the ANISN transport code. Total energy generation per fusion with this blanket was estimated by SORS to be $= 22$ MeV. This blanket might be used in the following three ways: (schemes 2 through 4).

**Scheme 2**

The entire blanket loop (including required makeup) could be loaded with natural lithium and run until all the excess tritons produced when the breeding ratio was greater than 1.0 are consumed. If no tritium decay is assumed (by shipping the tritium between plants), the total triton atoms generated would be $= 2.74 \times 10^{22}$ per initial gram of natural lithium. Therefore, at 22 MeV per fusion, $= 2.60 \times 10^4$ kWh of energy could be generated per gram of lithium. Figure 9 graphically displays approximate integrated blanket reactions and tritium excess vs. integrated power for scheme 2.
Integrated lithium and tritium reactions and tritium excess vs. integrated power per initial gram of natural lithium (without tritium decay).

Scheme 3

Lithium utilization scheme 3 is the same as scheme 2, except that the excess tritium is stored, then used by the same reactor that produced it. Specifying an average power density of 40 watts/initial gram of lithium supplied, tritium decay of He$^3$ reduced the energy generation by D-T fusion (at 22 MeV per fusion) to $\approx 1.49 \times 10^4$ kWh per initial gram of lithium; or $1.7 \times 10^4$ kWh, if the He$^3$ produced is used for D-He$^3$ fusion.
Fig. 10 Integrated lithium and tritium reactions and tritium excess per initial gram of natural lithium vs. time (average power density = 40 W/initial gram of lithium).

Figure 10 displays approximate integrated lithium and tritium reactions (including decay to $^3$He) and tritium excess as a function of blanket age, for scheme 3.

Scheme 4

The last scheme considered also employs the basic lithium blanket but at a constant Li$^6$/Li atom fractions required to give an effective tritium breeding ratio of 1.0. From Figure 8 we estimate this atom fraction to be $= 0.003$. This fraction would be maintained by replacing depleted blanket lithium with natural lithium at the required rate. This scheme would produce and consume $= 2.58 \times 10^{22}$ tritons per gram of natural lithium used while generating $= 2.53 \times 10^4$ kWh of energy.
Table 6 compares the tritium and energy generation potential of a gram of natural lithium of the four schemes.

<table>
<thead>
<tr>
<th>Schemes</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tritium potential, atoms per gram of lithium</td>
<td>$6.37 \times 10^{21}$</td>
<td>$2.74 \times 10^{22}$</td>
<td>$1.78 \times 10^{22}$</td>
<td>$2.58 \times 10^{22}$</td>
</tr>
</tbody>
</table>
| Energy potential, kWh per gram of lithium | $8.54 \times 10^{3}$ | $2.69 \times 10^{4}$ | $1.49 \times 10^{4}$ | $2.53 \times 10^{4}$
|        |           |           |           | $(1.71 \times 10^{4}$ if the $\text{He}^3$ is used.) |

From a lithium utilization standpoint, scheme 4 appears to be the best choice. Its energy generation potential of $\approx 2.53 \times 10^4$ kWh (8.64 x $10^7$ BTU's) per gram of natural lithium used is only 5% below the highest achieved (scheme 2's) and requires tritium shipping and storage only for start up.

At initial start up, scheme 4's blanket loop would be filled with natural lithium. Excess tritium would be bred until the isotopic concentration of Lithium-6 is depleted to the point where the tritium breeding ratio is 1. Figure 9 shows that during this period, $\approx 3.8 \times 10^{21}$ excess tritons are produced per gram of lithium which could be used to start up new D-T reactors. These excess tritons could also be allowed to decay into $\text{He}^3$ and "burned" in D-$\text{He}^3$ reactors.

Referring again to Figure 8, it is obvious that any tritium breeding ratio up to $\approx 1.65$ could be maintained by tailoring the $\text{Li}^6/\text{Li}$ atom fraction if more excess tritiums were desired. But the higher the breeding ratio, the lower the energy generation potential of the lithium resources.
For example, if a breeding ratio of \( \approx 1.5 \) were maintained by keeping the \( \text{Li}^6/\text{Li} \) atom fraction at \( \approx 0.03 \), the energy potential of a gram of natural lithium would be \( \approx 6.65 \times 10^3 \) kWh, assuming all the tritium is "burned" in a D-T reactor giving \( \approx 22 \) MeV per fusion. This is only 26\% of what was obtained from scheme 4 at a breeding ratio of 1.0.

Economics will dictate what lithium utilization scheme is employed. If lithium is expensive, the high lithium utilization scheme 4 would be advantageous. On the other hand, if the capital cost of the fusion plant dominates and the cost of lithium-6, beryllium, and sodium is low, then a higher energy yield per fusion scheme like number 1 (\( \approx 30 \) MeV vs \( \approx 22 \) MeV) would be better.

In another Culham paper, entitled "Preliminary Design Considerations for an Astron Reactor System,"\(^{12}\) I examine the tradeoff between tritium breeding and energy generation in a blanket containing beryllium for neutron multiplication by the reaction,

\[
\text{Be}(n_{\gamma}, 2n) 2\text{He}^4 \rightarrow 1.67 \text{ MeV},
\]
lithium for tritium breeding, sodium for energy generation by the respective reactions,

\[
\text{Na}^{23} (n, \gamma) \text{Na}^{24} \rightarrow 6.97 \text{ MeV}
\]
\[
\text{Na}^{24} \begin{pmatrix} 8^- \\ t_2 = 15\text{h} \end{pmatrix} \rightarrow \text{Mg}^{24} \rightarrow 5.51 \text{ MeV},
\]
and niobium for blanket structure.

Neutronic analysis of the blanket employed the SORS\(^{10}\)Monte Carlo neutron-transport code. The code uses 66-group neutron cross sections derived from the Howerton-evaluated LRL (Lawrence Radiation Laboratory, Livermore) neutron cross-section library. Five batches of 500 neutrons each were used for each problem.
Blanket geometry was taken to be an infinite length cylindrical annulus with an inner and outer radius of 280 and 380 cm, respectively. To reduce the power density near the inner radius and increase tritium breeding from lithium-7, the blanket was divided into two zones. The inner zone contained only natural lithium coolant and niobium structure with volume fractions of 75 and 5, respectively. Zone 1 thickness was 10 cm. The neutronic analysis treated zone 1 as two 5-cm-thick regions, regions 2 and 3. Region 1 simulated the D-T plasma and contained a 14.1 MeV isotropic neutron line source at the center of and normal to the blanket axis.

The outer blanket zone was 90 cm thick and subdivided into five regions (4 through 8) of increasing thicknesses. This zone contained 35% beryllium, 40% coolant, and 5% structure by volume. Both blanket zones 1 and 2 contain 20 v/o heat pipe void. Neutron analysis of a blanket in which zone 2 contained 50 v/o beryllium, 25 v/o coolant and 5 v/o structure, is also presented for comparison.

The materials in the two blanket zones are homogeneous mixtures of the required elements. Values of weight and atom densities of these are based on an average material temperature of 1075°K. The beryllium density used is 90% of theoretical to provide for a 10 v/o interconnected void for escape of helium generated by the Be(n,2n) 2He reactions. (See Table 7).

### TABLE 7

<table>
<thead>
<tr>
<th>Element</th>
<th>Density ρ (g/cc)</th>
<th>N(atoms/cm³) × 10⁻²⁴</th>
</tr>
</thead>
<tbody>
<tr>
<td>Be</td>
<td>1.592</td>
<td>0.1065</td>
</tr>
<tr>
<td>Li</td>
<td>0.447</td>
<td>0.0388</td>
</tr>
<tr>
<td>Na</td>
<td>0.742</td>
<td>0.01945</td>
</tr>
<tr>
<td>Nb</td>
<td>8.25</td>
<td>0.0535</td>
</tr>
</tbody>
</table>
With the volume fractions of the beryllium, sodium or lithium coolant, and the niobium structure fixed by heat-transfer and structural requirements at 35, 40 and 5 v/o, respectively, the ratio of lithium-6, lithium-7, and Na in the coolant was varied to examine the trade-off between tritium production and energy generation per 14.1 MeV fusion neutron. Table 8 lists the results of four such variations of the coolant mixture.

### TABLE 8

Tritium Breeding and Energy Generation vs. Coolant Mixture With Total Coolant = 40 v/o

<table>
<thead>
<tr>
<th>Case</th>
<th>Coolant fluid (v/o)</th>
<th>Tritium production (T/n)</th>
<th>Energy generation, E (MeV/n)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Li\textsuperscript{6}</td>
<td>Li(nat)</td>
<td>Na</td>
</tr>
<tr>
<td>1</td>
<td>0.1</td>
<td>0</td>
<td>39.9</td>
</tr>
<tr>
<td>2</td>
<td>0.2</td>
<td>0</td>
<td>39.8</td>
</tr>
<tr>
<td>3</td>
<td>40</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>40</td>
<td>0</td>
</tr>
</tbody>
</table>

For comparison, a blanket with 50 v/o beryllium, 25 v/o coolant, and 5 v/o niobium structure in region 2 gives the results listed in Table 9.

### TABLE 9

Tritium Breeding and Energy Generation vs. Coolant Mixture With Total Coolant = 25 v/o

<table>
<thead>
<tr>
<th>Case</th>
<th>Coolant fluid (v/o)</th>
<th>Tritium production (T/n)</th>
<th>Energy generation, E (MeV/n)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Li\textsuperscript{6}</td>
<td>Li(nat)</td>
<td>Na</td>
</tr>
<tr>
<td>11</td>
<td>0.1</td>
<td>0</td>
<td>24.9</td>
</tr>
<tr>
<td>12</td>
<td>25</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>0</td>
<td>25</td>
<td>0</td>
</tr>
</tbody>
</table>
Figure 11 graphically displays these results.

<table>
<thead>
<tr>
<th>Case No.</th>
<th>Coolant composition v/%</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Li$^6$</td>
<td>Na</td>
<td>Nat. Li</td>
</tr>
<tr>
<td>1</td>
<td>0.1</td>
<td>39.9</td>
</tr>
<tr>
<td>2</td>
<td>0.2</td>
<td>39.9</td>
</tr>
<tr>
<td>3</td>
<td>40</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>11</td>
<td>0.1</td>
<td>24.9</td>
</tr>
<tr>
<td>12</td>
<td>25</td>
<td>-</td>
</tr>
<tr>
<td>13</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Fig. 11 Energy generation vs. breeding ratio for varying coolant mixtures.
Cases 1 through 4 and cases 11 through 13 are blankets with total coolant volume fractions at 40 percent and 25 percent, respectively. It is interesting to note the natural lithium coolant cases (4 and 13) compared to the lithium-6-sodium mixture cases. It does not appear worthwhile to separate lithium-6 and mix it with sodium.

More detailed results from case 4 are listed in Table 10.

**TABLE 10**

<table>
<thead>
<tr>
<th>Region No.</th>
<th>Outer radius R (cm)</th>
<th>Tritons per fusion neutron</th>
<th>Energy/fusion neutron E/n(MeV)</th>
<th>Std. dev. %</th>
</tr>
</thead>
<tbody>
<tr>
<td>T6/n</td>
<td>T7/n</td>
<td>T/n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>280</td>
<td>- Plasma Region</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>285</td>
<td>0.100</td>
<td>0.068</td>
<td>0.168</td>
</tr>
<tr>
<td>3</td>
<td>290</td>
<td>0.117</td>
<td>0.066</td>
<td>0.183</td>
</tr>
<tr>
<td>4</td>
<td>293</td>
<td>0.085</td>
<td>0.033</td>
<td>0.118</td>
</tr>
<tr>
<td>5</td>
<td>300</td>
<td>0.100</td>
<td>0.030</td>
<td>0.130</td>
</tr>
<tr>
<td>6</td>
<td>320</td>
<td>0.428</td>
<td>0.083</td>
<td>0.511</td>
</tr>
<tr>
<td>7</td>
<td>340</td>
<td>0.286</td>
<td>0.036</td>
<td>0.322</td>
</tr>
<tr>
<td>8</td>
<td>380</td>
<td>0.187</td>
<td>0.020</td>
<td>0.207</td>
</tr>
<tr>
<td>Totals</td>
<td></td>
<td>1.303</td>
<td>0.336</td>
<td>1.639</td>
</tr>
</tbody>
</table>

The $T^6/n$, $T^7/n$, $T/n$ and $E/n$ are again the lithium-6, lithium-7 and total triton producing reactions and energy generation per fusion neutron in the seven blanket regions and their totals.

It is apparent the presence of beryllium in the blanket (case 4 has 35 percent by volume) causes a marked increase in energy generation, 23 vs. 18 MeV per 14 MeV neutron or 28 percent, over the all lithium blanket discussed earlier.
In another Culham paper, Steiner\textsuperscript{13} compared the nuclear behavior of two designs differing only in their vacuum wall coolants. One design employs lithium, the second lithium-beryllium fluoride (flibe). Calculations were performed using the ANISN one-dimensional discrete ordinates transport code employing 100 neutron and 21 gamma energy groups, an eight order quadrature and a third order Legendre expansion.

Blanket geometry was a slab with perfect reflection at the inner surface. Blanket configuration contained a $\frac{1}{2}$ cm niobium vacuum wall, 3 cm vacuum wall coolant (lithium in design 1, flibe in design 2), $\frac{1}{2}$ cm niobium second wall, 60 cm lithium coolant diluted by 6 percent niobium structure, 30 cm graphite moderator, and 6 cm lithium coolant diluted by 6 percent niobium structure. Total blanket thickness was 100 cm.

As shown in Table 11 tritium breeding in Steiner's blanket are 1.35 and 1.22 for designs 1 and 2. These are attractive but somewhat lower than the 1.77 and 1.64 breeding ratios the SORS-N Monte Carlo calculated for the lithium and lithium plus beryllium blankets discussed earlier.
### SUMMARY DESCRIPTIONS OF DESIGNS 1 AND 2 (STEINER)

<table>
<thead>
<tr>
<th>Region Number</th>
<th>Description of Region</th>
<th>Thickness of Region (cm)</th>
<th>Design 1</th>
<th>Design 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Vacuum Wall</td>
<td>0.5</td>
<td>Niobium</td>
<td>Niobium</td>
</tr>
<tr>
<td>2</td>
<td>Vacuum Wall Coolant</td>
<td>3.0</td>
<td>Lithium</td>
<td>FLiBe</td>
</tr>
<tr>
<td>3</td>
<td>Second Wall</td>
<td>0.5</td>
<td>Niobium</td>
<td>Niobium</td>
</tr>
<tr>
<td>4</td>
<td>Coolant + Structure</td>
<td>60.0</td>
<td>94% Lithium</td>
<td>94% Lithium</td>
</tr>
<tr>
<td>5</td>
<td>Moderator</td>
<td>30.0</td>
<td>Graphite</td>
<td>Graphite</td>
</tr>
<tr>
<td>6</td>
<td>Coolant + Structure</td>
<td>6.0</td>
<td>94% Lithium</td>
<td>94% Lithium</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6% Niobium</td>
<td>6% Niobium</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Total</strong></td>
<td><strong>100 cm</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Note:** All percentages are volume percentages

### SUMMARY OF TRITIUM BREEDING CALCULATIONS* (STEINER)

<table>
<thead>
<tr>
<th>Design</th>
<th>(T_6)</th>
<th>(T_7)</th>
<th>(T)</th>
<th>(L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.89</td>
<td>0.46</td>
<td>1.35</td>
<td>0.023</td>
</tr>
<tr>
<td>2</td>
<td>0.86</td>
<td>0.36</td>
<td>1.22</td>
<td>0.020</td>
</tr>
</tbody>
</table>

* Basis: One 14-MeV neutron incident on the vacuum wall. \(T_6\) is the tritium breeding tritium breeding ratio in \(^6\)Li, \(T_7\) is the tritium breeding ratio in \(^7\)Li, \(T\) is the sum of \(T_6\) and \(T_7\), and \(L\) is the neutron leakage.
Steiner did an excellent job for analysing heating in his blankets. Figure 12 shows the striking difference in heating rates in the first three blanket regions between having lithium or flibe as vacuum wall coolants, designs 1 and 2, respectively.

Fig. 12 Spatially-Dependent Heating Rates for the First Three Regions of Designs 1 and 2. (Steiner)
Heating rates are based on a wall loading of 10 MW/m$^2$ of 14 MeV neutrons incident on the vacuum wall.

Figure 13 shows heating rates over the entire blanket design No. 1. Heating rates here are also based on a wall loading of 10 MW/m$^2$.

Fig. 13 Spatially-Dependent Heating Rates for Design 1. (Steiner)
Based on the preceding discussions, I believe it is safe to say that required tritium breeding from DT fusion neutrons is indeed achievable in realistic blankets. Blankets that meet structural and heat transfer requirements. What remains to be seen is the economics of real blankets.

Before leaving the subject of tritium breeding, I would like to make some comments about an intriguing concept reported by Lidsky in his Culham paper \(^{14}\) entitled "Fission-Fusion Symbiosis." In this paper he suggests we could use the excess tritium breeding capacity that blankets have to produce fissile U\(^{233}\) or Pu\(^{239}\) by capturing the excess neutrons in TH\(^ {232}\) or U\(^ {238}\). This fissile fuel would then be used to augment the fuel production in a converter fission reactor to give a much shorter doubling time than the envisioned fission breeder reactor will give.

The suggestion is to combine a DT fusion reactor and a fission converter reactor into a system where the advantages of each offset the disadvantages of each. The neutron rich but power balance poor DT fusion reactor and neutron poor but power rich fission converter reactor could make a very attractive couple.

In his paper Lidsky sites as an example a molten salt converter fission reactor and a toroidal fusion reactor combination. The fission reactor had a conversion ratio of 0.96 and the fusion reactor blanket produced 1.126 tritons and 0.325 fissile atoms per DT fusion neutron. The overall fuel doubling time was 5 years and the capital cost per net electrical kW was estimated to be \(\sim 180 \$ /kW_e\).

If such a system is viable, I see two major advantages. First, it has a much shorter fuel doubling time, 5 years, than an all fission breeder plant which Lidsky referenced as being a minimum of 15 years. When compared with a demand doubling time of more like 10 years, the advantage is obvious. Second, if viable, such a system would negate the need for development of fission breeder reactions, which in turn would allow more effort to be placed on fusion research and development hastening the day of pure fusion power.
RADIOLOGICAL ASPECTS

When considering a new power source to meet the future power requirements of our planet, its environmental implications must be considered. Nuclear energy's advantages over fossil fuels are obvious: No burning of our oxygen and hydrocarbon resources, and no release of carbon dioxide and other combustion products to name the most obvious.

On the other side of the coin, nuclear energy poses radiological problems that must be dealt with. In my opinion, the radiological problems of nuclear energy can be dealt with while the burning of oxygen and release of carbon dioxide etc. cannot long be dealt with assuming the energy demand continues to grow as projected.

What are the radiological problems of fusion and how do they compare with those of fission?

In my comparison of fusion and fission, I do not mean to imply fission is hazardous and fusion is not. I only want to show that dealing with the radiological problems of fusion systems should be much easier than dealing with the radiological problems of fission systems. Two obvious advantages of fusion are:

1. Fusion reactions produce stable helium while fission products are a multitude of highly radioactive elements.

2. Fusion reactors will be incapable of a nuclear run away. The fusioning plasma is so tenuous there is never enough fuel present at any one time to support a nuclear excursion. A fission reactor must contain a critical mass of fissionable material containing an extremely large amount of potential energy.

Both the DD and DT fusion reaction produce fast neutrons and produce and consume tritium, respectively. These neutrons and the tritium are the primary causes of the radiological problems fusion reactor system designers must deal with.
The DT reaction with its resulting 14.1 MeV neutron and required tritium and tritium breeding poses a greater radiological problem than DD fusion. The radiological problems of a DT fusion reaction will be:

1. Shielding primary and secondary neutrons and gammas.
2. Containing radioactive materials during normal operation.
3. Containing radioactive materials in case of an accident.

To get some feeling for the magnitude of these problems, I would like to crudely compare a DT fusion reactor and a fission reactor.

For this evaluation, the tritium producing DT reactor blanket is assumed to be composed at 75% lithium, 5% niobium structure, and 20% void (by volume). A 1.5 meter thickness and lithium depleted to 4% Lithium-6 was found to give the desired breeding ratio of 1.3. Results of the blanket neutronic calculations follow:

TABLE 12

<table>
<thead>
<tr>
<th>Reactions</th>
<th>Per 14.1 MeV Neutron</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tritium breeding</td>
<td>1.31</td>
</tr>
<tr>
<td>Energy</td>
<td>17.1 MeV</td>
</tr>
<tr>
<td>$\text{Li}^7(n,n'\alpha)\text{T}$ reactions</td>
<td>0.704</td>
</tr>
<tr>
<td>$\text{Li}^6(n,\alpha)\text{T}$ reactions</td>
<td>0.602</td>
</tr>
<tr>
<td>$\text{Nb}^{93}(n,\gamma)\text{Nb}^{94}$ reactions</td>
<td>0.232</td>
</tr>
<tr>
<td>$\text{Li}^7(n,\gamma)\text{Li}^8$ reactions</td>
<td>$1.79 \times 10^{-4}$</td>
</tr>
<tr>
<td>$\text{Nb}^{93}(n,2n)\text{Nb}^{92}$ reactions</td>
<td>0.125</td>
</tr>
</tbody>
</table>

The 14.1 MeV neutrons produced by the DT fusion reaction is the primary source of the radiological hazard.

These neutrons are the major components of the penetrating radiation that must be shielded. These neutrons also produce secondary gammas in
the blanket due to inelastic and capture reactions. These reactions in turn cause a contamination hazard by activation of the blanket materials.

1. Since about 80% of a DT reactor's power is born as fast neutrons and gammas compared to about 10% in a fission reactor, neutron and gamma shielding problems in a DT reactor should be more difficult than in a fission reactor.

2. During normal operation, tritium leakage should be the major contamination problem for a DT reactor. Morley and Kennedy in another Culham paper, "Fusion Reactors and Environmental Safety," compare dose rates from a tritium leakage rate of 0.1% (5 x 10^5 Ci/y/1000 MW_e) of tritium burned to dose rates from the noble gas fission product krypton-85 (half life = 10.8y) which is currently discharged to the atmosphere. At a total power level of 10^6 MW_e the tritium world dose rate at equilibrium is stated to be 0.12 mrem/y vs. 1.8 mrem/y for krypton 85.

3. In comparing the potential accidental contamination problems of fusion and fission, two factors are considered.
   (1) Amount and kinds of radioisotopes present.
   (2) Radiological tolerance to these radioisotopes.

I have estimated the radioisotope inventory based on a 2000 MW(th) plant and the blanket reactions shown in Table 12. The tritium inventory in a 2000 MW fusion plant has been estimated at 1 kg or 9.48 x 10^6 curies. Luckily the by-product of the required tritium breeding neutron-lithium reactions is stable helium. Lithium-7 does undergo a neutron capture reaction but its probability is so low and lithium-8's half life is so short (0.085 sec) it is of no consequence.

The remaining blanket material, niobium-93 structure, undergoes both an n,2n reaction producing niobium-92 (half life 10.1 days) and a capture reaction producing two isomeric slates of niobium-94 (half lives 6.6 min and 2 x 10^4 years).
Inventory calculations of these materials assume the short half life materials are in equilibrium and the long half life niobium-94 isomer has been building up for 1 year. Results are:

<table>
<thead>
<tr>
<th>Material</th>
<th>Half Life</th>
<th>Inventory (Curies)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lithium 8</td>
<td>0.0855</td>
<td>$3.27 \times 10^6$</td>
</tr>
<tr>
<td>Niobium$^{92}$</td>
<td>10.1d</td>
<td>$2.0 \times 10^9$</td>
</tr>
<tr>
<td>Niobium$^{94}$</td>
<td>$2 \times 10^4y$</td>
<td>$1.13 \times 10^4$</td>
</tr>
<tr>
<td>Niobium$^{94*}$</td>
<td>6.6 m</td>
<td>$3.43 \times 10^9$</td>
</tr>
</tbody>
</table>

For comparison a 2000 MW fast fission reactor would contain $\approx$1000 kg of plutonium$^{239}$ which is $6.13 \times 10^4$ curies. To get a feeling for the relative hazard potential of the fusion reactor radioisotope inventory compared to the plutonium inventory of a fast fission reactor each are weighted by the reciprocal of their Continuous Maximum Permissible Concentration$^{18}$ (MPC's) in air.

Relative Hazard = \[
\frac{A(T)}{MPC(T)} + \frac{A(Nb^{92})}{MPC(Nb^{92})} + \frac{A(Nb^{94})}{MPC(Nb^{94})} \]
\[
= \frac{A(Pu239)}{MPC(Pu239)}
\]
\[
= \frac{4.7 \times 10^{12} + 4.5 \times 10^{12} + 1.1 \times 10^{12}}{1.0 \times 10^{17}}
\]
\[
= \frac{1.0 \times 10^{13}}{10^{17}} = 10^{-4}
\]

While the analysis was quite crude, I believe it gives a good indication that the relative biological hazard potential of the material contained in a fusion reactor is 3 to 4 orders of magnitude less hazardous than the plutonium in a fission reactor.

4. To compare the relative difficulty of long term storage of radioactive waste products both the chemical-physical problems of containment and hazard potential of the materials stored must be compared. I have estimated the latter by comparing niobium activated in a DT reactor.
blanket to the fission products of a fission reactor in the same manner as above. Results indicate the hazard potential of the fusion blanket waste products to be \( \approx 20 \) times less than fission products.

Even though the analysis is crude and the use of MPC values are questionable, I think the results are useful in getting a feeling for the relative difficulty of dealing with the radiological problems.

Let me now sum up what I think are the radiological advantages of a DT fusion system:

1. The basic DT reaction does not produce radioactive waste products.
2. The necessary tritium breeding reactions do not produce radioactive waste products.
3. Tritium is less hazardous than plutonium.
4. Tritium should be easier to contain than the noble fission gases.
5. Blanket activation can be controlled by proper choice of materials while one is stuck with fission products.
6. DT fusion can lead the way to even cleaner cycles such as D He\(^3\) fusion.
7. Fusion reactors can not have a nuclear excursion.

CONCLUSION

Blanket neutronic calculations to date show that attractive tritium breeding is possible making the DT fusion cycle an attractive choice. In my opinion the simplest blanket, an all lithium blanket, is also the best. Lidsky's proposal of a fusion-fission system should be given serious consideration in the hope that fission breeder development can be skipped and the day of fusion hastened.
While we have made a good start, much more fundamental neutronics work remains to be done, for example:

1. Cross section measurement, theory, evaluation and library development is needed in neutronics and photonics.
2. Highly efficient shielding methods need to be developed to limit neutron and gamma heating problems in the superconducting magnets required to contain the plasma.
3. Rigorous methods must be developed and used to analyse and deal with the radiological hazards involved.
4. Neutron damage to materials subjected to 14 MeV neutrons must be understood and dealt with efficiently.
5. Neutronics must be integrated into an overall system analysis procedure dealing with heat transfer, structure, and costs, etc.

I hope this presentation has been informative. For those of you who wish to pursue the subject further, the Culham Conference papers\textsuperscript{19} would make excellent reference material.
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ABSTRACT

The blanket of a fusion reactor performs several functions. The primary function is the conversion of neutron kinetic energy to thermal energy and the transfer of this energy to a thermal power plant. Another important function, unique to the deuterium-tritium (DT) fuel cycle, is the regeneration of tritium at a rate that exceeds its consumption in the fusion reaction.

An analysis is presented which describes a self consistent, workable blanket for a DT fusion reactor. The very high neutron energy flux at the first wall is effectively distributed throughout a blanket constructed of niobium, using lithium as a moderator-coolant and sodium heat pipes to transfer heat radially. The lithium also provides adequate tritium breeding. The blanket is made up of modules containing small diameter tubes which must be designed to withstand only small internal pressures. The heavily loaded vacuum wall is external to the blanket, in a low temperature, neutron-free environment.

The analysis includes heat transfer calculations for the first wall, the heat pipes, and the lithium coolant. Fluid flow calculations include consideration of magnetically induced pressure gradients.

* This work was performed under the auspices of the United States Atomic Energy Commission
INTRODUCTION

As with any power plant, the production of useful power from a fusion reactor plant requires conversion of the energy of the reaction products into electricity. In general, the reaction products of a fusion reactor are energetic charged particles and energetic neutrons. The fusion source also emits considerable electromagnetic radiation.

Several fuel cycles are under consideration for fusion reactors, and the fraction of reaction energy present in each of the forms is a function of the particular fuel mix and operating conditions. Reaction energy in the form of neutron kinetic energy is converted by a neutron moderator into thermal energy for use in a thermal power cycle. Charged particle energy may also be converted into thermal energy, but direct conversion is an attractive alternative. Direct conversion of the energetic charged particles would be accomplished through electrostatic deceleration and subsequent collection of the particles on a set of electrodes. Such a system has been proposed by Post and has been treated from an engineering standpoint by Werner. This paper will consider the design of a thermal conversion system for the recovery of fusion neutron energy.

A particular fuel cycle and a particular set of operating conditions which are believed to be representative of a typical fusion reactor are chosen. Most of the discussion is devoted to the fluid mechanical and thermal aspects of the conversion system, but structural aspects are also considered. It will be seen that some special problems arise in the design of the conversion system. It is believed that these problems are all amenable to solution and that a workable thermal conversion system for a fusion reactor is indeed possible.

FUSION FUEL CYCLES

The primary reactions which are considered for a fusion reactor are shown in Table 1. The numbers in parentheses are the kinetic energies, in MeV, of the reaction products.
Table 1 - Primary Fusion Reactions

The deuterium-helium reaction (DHe³) produces only charged particles and, therefore, is an attractive candidate for use with only a direct energy conversion system. The deuterium-deuterium cycle (DD) produces neutrons carrying 34% of the total reaction energy and charged particles carrying the other 66%. (The two DD reactions occur with almost equal probability). The deuterium-tritium cycle (DT) has 80% of its reaction energy available as 14.1 MeV neutrons. DD and DT reactors may employ both direct and thermal energy conversion systems. Because of the 80% neutron energy for DT, however, it appears that thermal conversion systems are essential for DT reactors.

In order to obtain net electrical power from any of these fuel cycles it is necessary that the recoverable fusion power exceed the power losses. Power losses are of two types, direct and indirect. Direct losses are those associated with the escape of either radiation or reactant particles from the plasma. Indirect losses are those associated with operation of auxiliary equipment such as magnets and particle injectors.

Power balance against direct losses is primarily a question of the rates of energy gain and loss for each unit volume of the reacting plasma. The rates of the fusion reactions are strong functions of the mean energy of the reactants. Figure 1 shows fusion reaction cross sections (proportional to reaction rate) as a function of the energy of deuterons striking stationary targets. Observe that the DT reaction has the largest
CROSS SECTIONS FOR
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Figure 1 - Fusion Reaction Cross Sections
cross section for energies below about 500 keV. For energies below 100 keV the DT cross section is more than two orders of magnitude larger than that for DD or DHe\textsuperscript{3}. Studies have shown that a DT reactor can produce net power at reactant energy levels substantially below those required for other fusion cycles.\textsuperscript{3}

PARTICULAR SYSTEM

A DT fusion reactor was chosen for this study for two reasons. First, DT absolutely requires a thermal energy conversion system because 80% of the reaction energy appears as energetic neutrons. The second reason is that the first fusion reactors to be built will probably operate on the DT cycle because of its lower required reactant energy.

The assumed plasma parameters are shown in Table 2. It is believed that these parameters are appropriate for a DT fusion reactor. The lower electron temperature is typical of the mirror type containment system.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean plasma ion energy, $\bar{W}_i$</td>
<td>90 keV</td>
</tr>
<tr>
<td>Ion temperature, $T_i$</td>
<td>$\frac{2}{3} \bar{W}_i = 60$ keV</td>
</tr>
<tr>
<td>Electron temperature, $T_e$</td>
<td>20 keV</td>
</tr>
<tr>
<td>Plasma radius</td>
<td>1.0 m</td>
</tr>
<tr>
<td>Plasma ion density, $n_i$</td>
<td>$1 \times 10^{15}$ ions/cm\textsuperscript{3}</td>
</tr>
<tr>
<td>Plasma neutron power density</td>
<td>100 w/cm\textsuperscript{3}</td>
</tr>
</tbody>
</table>

Table 2 - Plasma Parameters

The plasma is assumed to be magnetically contained in a cylindrical volume inside the coils of a superconducting magnet. Moderation of the fusion reaction neutrons takes place in a region called the blanket, a cylindrical annulus placed between the plasma and the magnet. The applied magnetic field is assumed to be axial and about 70 kgauss in strength. The physical arrangement of the plasma, blanket and magnet are shown in Figure 2.
FUSION REACTOR CROSS SECTION

Figure 2
The radii of the blanket are 2.2 m inside and 4.1 m outside. The inside radius is chosen such that power flux at the first wall is not excessive. The thickness of the blanket is determined by the requirement to reduce the neutron energy to a negligible fraction of 14 MeV. The blanket is assumed to consist of several (5 or more) axial units of length 5 m each. The units are structurally independent, but coolant tubes are assumed to make a single axial pass through all of the units. We shall design a blanket unit to convert fusion neutron power into 2000 Mw of blanket thermal power.

FUNCTIONS OF THE BLANKET

Before we consider the details of blanket design let us consider the several important functions of the blanket. The primary function of any fusion reactor blanket is the conversion of the neutron kinetic energy to thermal energy and the transfer of this energy to a thermal power plant. To perform this function the blanket must contain a fast neutron moderator material and a fluid coolant.

An equally important blanket function, unique to the DT cycle, is the regeneration of tritium by nuclear reaction at a rate that exceeds its consumption in the fusion reaction. Tritium breeding is necessary because the isotope does not appear in nature. Tritium is radioactive and beta decays to helium-3 with a 12.3 year half life. Both naturally occurring isotopes of lithium, lithium-6 (7.4%) and lithium-7 (92.6%), react with energetic neutrons to produce tritium. The reactions are shown in Table 3. Thus, it appears that the blanket must contain lithium in order to accomplish the tritium breeding function.

\[
\begin{align*}
    n + ^{6}\text{Li} & \rightarrow ^{3}\text{T} + ^{4}\text{He} + 4.78 \text{ MeV} \\
    n + ^{7}\text{Li} & \rightarrow ^{3}\text{T} + n' + ^{4}\text{He} - 2.47 \text{ MeV}
\end{align*}
\]

Table 3 - Tritium Breeding Reactions
The third blanket function is structural: containment of the various blanket materials and exclusion of the atmosphere from the blanket and plasma regions. The structural material must have good neutron economy and an acceptably low rate of radiation damage.

DESCRIPTION OF A PARTICULAR BLANKET

The blanket for this study uses liquid natural lithium both as the primary neutron moderator and as the blanket coolant fluid. The lithium also provides the required tritium breeding. The blanket structural material is taken to be niobium. The coolant temperature is assumed to increase from 1000°K at the blanket entrance to 1150°K at the exit.

A cross section through the blanket is shown in Figure 3. This blanket is essentially the one considered by Werner at the Culham Fusion Conference. The blanket is made up of heat transfer modules that form an interlocking structure. Radially, the blanket is divided into a number of moderating zones. In this case, two zones are assumed; each with a radial depth of about 1 m. It will be seen that the bulk of the neutron energy is deposited in the first zone, and thus the more severe heat transfer problems occur there. Circumferential division is primarily for fabrication and assembly convenience.

Note that the first wall of the blanket is not a "vacuum wall" as it is in some fusion blanket concepts. In this blanket the highly loaded vacuum wall is moved outside the blanket where it enjoys several advantages:

1. It exists in a region of essentially zero neutron flux and therefore is not subject to radiation damage and neutron heating.
2. The temperature is low and the problems of structural creep are eliminated.
3. The wall material and the maximum thickness of the wall are no longer influenced by requirements for neutron economy. The wall can be as thick as necessary for structural rigidity and constructed of a common material such as stainless steel.
BLANKET CROSS SECTION

Figure 3
The blanket proper contains two primary elements: axially directed tubes for the flowing lithium coolant and radially directed heat pipes for radial heat transport. We choose sodium as the appropriate heat pipe working fluid. In sections to follow, we shall consider the thermal and fluid mechanical operation of these two elements in some detail.

THE FIRST WALL

The fusion reaction takes place inside the volume enclosed by the first wall. The energetic neutrons to be moderated in the blanket must pass through the first wall, causing neutron heating. Radiation from the plasma also heats the first wall. We must ensure that the total heat load on the first wall is not excessive.

Neutrons

The neutron energy flux at the first wall may be calculated from the plasma power density and the dimensions of the system. In this case, the energy flux is 2.20 kw/cm². Note that this neutron flux results in a neutron power less than the 2000 MW for which we are designing the blanket unit:

\[
\text{Neutron power} = (2.20 \times 10^7 \frac{\text{W}}{\text{m}^2}) (2\pi (2.2) (5.0) \text{ m}^2) \]

\[
= 1520 \text{ Mw}
\]

The additional 480 Mw arises from nuclear reactions in the blanket itself.

The energy lost by the neutrons traversing the first wall has been calculated using SORS-N, a Monte Carlo neutron-transport code. For an 0.1 cm thick niobium first wall the neutron energy loss is 0.17 MeV. The energy loss is very nearly proportional to wall thickness for walls thinner than 0.1 cm.

The actual required thickness of the first wall may be calculated based on allowable stress. Recall from Figure 3 that the first wall is...
actually made up of the end caps of many heat pipes, and thus the stress in the wall is determined by the vapor pressure in the pipe. Assuming a cylindrical end cap of radius 3 cm, a vapor pressure of about one atmosphere (sodium at 1150°K) and an allowable stress of 5000 psi results in a first wall thickness of less than 0.01 cm.

To be conservative from a stress standpoint and realistic from a fabrication standpoint, we shall take the first wall thickness to be 0.1 cm, and thus absorb 0.17 MeV per incident neutron. This results in a neutron heating load of 26 w/cm² for the first wall.

Charged Particles

It should be mentioned that the charged particles of the fusion reaction, which are carrying 20% of the reaction energy or 380 Mw per blanket unit, are prevented from impinging on the first wall by the magnetic containment system. This is fortunate because impingement of the charged particles on the first wall would contribute an unacceptable heating load of 550 w/cm². The charged particles leak from the system on magnetic field lines, and may be dealt with outside the reactor by another thermal conversion system, or perhaps a direct converter.

Radiation

If the fusion plasma were a black body throughout the spectrum, it would radiate according to the Stefan-Boltzman law at a rate:

\[ q_R = 5.67 \times 10^{-12} T^4 \text{ w/cm}^2 \]

At T = 60 KeV (7 x 10⁸°K), \( q_R = 1.4 \times 10^{24} \text{ w/cm}^2 \). Fortunately, this stupendous power flux does not occur because the plasma is not a black body. The fusion plasma does emit two types of radiation which must be considered in the heating of the first wall. These are bremsstrahlung radiation and electron synchrotron radiation.
Bremsstrahlung occurs when an electron passes close to a nucleus and is accelerated by the nuclear charge. In the fusion reactor, the bremsstrahlung lies principally in the x-ray region of the spectrum. The bremsstrahlung power density in the plasma has been calculated by Glasstone and Lovberg and may be written:

\[ P_B = 2.14 \times 10^{-30} n_D n_T T_e^{3/2} \text{ w/cm}^3 \]

where \( T_e \) is the electron temperatures in KeV and \( n_D \) and \( n_T \) are the number densities of deuterium and tritium, respectively, in ions/cm\(^3\). For the present case, the bremsstrahlung energy flux on the first wall is:

\[ q_B = (2.14 \times 10^{-30}) (0.5 \times 10^{15})^2 (20)^{3/2} \frac{(100.0)^2}{2(220.0)} \]

\[ = 54 \text{ w/cm}^2 \]

Because of the x-ray frequency of bremsstrahlung, this total energy flux is absorbed by the first wall.

Electron synchrotron radiation emerges from the fusion plasma due to electrons gyrating in the applied magnetic field. Since this radiation lies in the infrared and far infrared regions of the spectrum, reflection by the first wall surface significantly reduces the heat load. The synchrotron radiation absorbed by the first wall is a function of the thickness of the plasma (important because reabsorption is significant), the electron temperature and number density, the magnetic field strength, and the coefficient of reflectivity of the wall. Mills has shown that the absorbed synchrotron radiation is more than two orders of magnitude less than the bremsstrahlung heat load for the plasma parameters of this study and magnetic fields as strong as 75 kilogauss. The synchrotron radiation heat load on the first wall will therefore be neglected.
An additional heat load on the first wall may arise from gamma radiation backscattered from neutron-gamma reactions in the blanket. This effect has not been calculated for this blanket because SORS-N, the neutron transport code, does not consider the transport of gamma radiation. SORS-N assumes the energy of neutron-gamma reactions to be deposited at the site of the reaction. An investigation by Steiner, which included gamma transport concluded that backscattered gamma was not significant for a lithium cooled blanket. (Steiner did find significant first wall heating from backscattered gamma for a blanket cooled with lithium-beryllium fluoride (flibe).) Therefore, with some justification, we ignore backscattered gamma radiation.

**Total First Wall Heating**

The total heat load on the 0.1 cm thick first wall is the sum of the neutron energy deposition and the bremsstrahlung radiation, a total of 80 w/cm². For niobium the temperature difference across the wall is 15°K. The 80 w/cm² to be removed from the outside surface of the first wall is well within the capabilities of high performance liquid metal heat pipes. Heat pipe fluid will vaporize in the wick which covers the outside surface of the first wall, and the vapor will carry the heat radially outward. The maximum heat removal capability at such a wall is determined by the flux at which nucleate boiling occurs in the wick structure. For typical sodium heat pipes it appears that 200 w/cm² is a reasonable limit.

**POWER DENSITY IN THE BLANKET**

The neutron energy deposition in the blanket has been calculated using SORS-N, the same neutron transport code used to calculate energy deposition in the first wall. For this calculation, the blanket is assumed to be a radially uniform homogeneous mixture made up of its various component materials in proper proportions. The volume fractions for this blanket have been estimated to be 0.75 natural lithium, 0.05 niobium and 0.20 heat pipe void. Although the heat pipes contain a working fluid, in this case sodium, the amount is negligibly small from a neutronics standpoint.
Before we consider the radial variation of power density in the blanket let us look at some overall results of the neutronic calculations. The average total energy deposited per incident 14.1 MeV neutron is 18.6 MeV. It is this energy multiplication, due to various nuclear reactions in the blanket, which increases the 1520 MW of neutron power per blanket unit to 2000 MW of blanket thermal power. The energy multiplication can be further increased by increasing the fraction of niobium in the blanket or adding other materials which undergo neutron multiplication reactions (such as beryllium) or exothermic neutron capture reactions (such as sodium).

The tritium breeding reactions of lithium-6 and lithium-7 result in a tritium breeding ratio (tritons generated per triton used) of 1.66, more than sufficient to sustain the reaction if an effective recovery method can be devised. One approach investigated by Werner indicates that tritium recovery should not be a problem. Recall that this blanket uses natural lithium. Although lithium-6 constitutes only 7.4% of natural lithium, it accounts for somewhat more than half of the tritium produced because of a higher average reaction cross section. Although it might seem that tritium breeding could be greatly increased by using lithium-6 enriched lithium, such is not the case because the lithium-6 reaction is a neutron capture reaction while the lithium-7 reaction is \((n,n'\alpha)\). Thus, replacing lithium-7 atoms with lithium-6 increases the probability of lithium-6 reactions, but decreases the probability of lithium-7 reactions followed by lithium-6 reactions, a process which yields two tritons per source neutron. It turns out that natural lithium is very nearly the optimum mix for maximum tritium breeding.

The various tradeoffs concerning tritium breeding and blanket energy generation have been considered in some detail by Lee.

The average energy which leaks beyond the outside radius of the blanket per incident 14.1 MeV neutron is 0.0752 MeV. This amounts to a neutron power loss of 8 MW per blanket unit, only 0.4% of the blanket thermal power. Although the power loss is trivial from an energy utilization...
standpoint, it is necessary to deny its access to the superconducting magnet with neutron and gamma radiation absorption shields.

The radial variation of blanket power density is shown in Figure 4. The maximum power density is about 46 watts/cm$^3$. Approximately 90% of the total thermal power appears in the first 100 cm of the blanket, which we have previously designated as the first radial moderating zone. The average power density in this zone is 21 watts/cm$^3$. We shall deal only with the first zone in our consideration of blanket heat transfer and fluid flow.

**HEAT TRANSFER**

The consideration of heat transfer in the first radial zone of the blanket may be separated conveniently into two elements. First is the operation of the heat pipes which transport heat radially outward from the region in the zone where the power density exceeds the average to the region deficient in power. Second is the transfer of heat into the axially flowing lithium coolant in the deficient power region and out of the coolant in the excess power region.

**Heat Pipes**

Heat pipes are self-contained thermal conductance devices which can transfer large quantities of heat as latent energy by evaporating a working fluid in a heating zone and condensing the vapor thus produced in a cooling zone. The condensate is returned to the heating zone by capillary pumping. The heat transfer is essentially isothermal. In the present application the heat pipes consist of radial passages between radial rows of axially directed coolant tubes. Capillary wicking covers the outside surfaces of the coolant tubes.

The purpose of the heat pipes is to redistribute the energy deposited in the blanket zone so that the coolant everywhere handles exactly the average power density (21 watts/cm$^3$). As shown in Figure 4,
Figure 4 - Blanket Power Density
the power density of the blanket equals 21 watts/cm$^3$ at about $r = 268$ cm, or 48 cm from the first wall. The average power density in the first 48 cm of the blanket is 31 watts/cm$^3$; so the "excess" blanket power to be transported radially outward is 368 Mw. If we also distribute the first wall heat load (55 Mw) uniformly throughout the first blanket zone the total heat to be transported radially outward past the $r = 268$ cm station is increased to 400 Mw.

The peak axial heat flux in the heat pipes (radial direction in the blanket) is 400 Mw divided by the total heat pipe cross sectional area at $r = 268$ cm. Estimating the flow area as 20% of the available circumferential area results in a peak axial heat flux of 2.4 kw/cm$^2$. This is within the capability of sodium heat pipes, at least in zero magnetic field applications. In the present application, however, the heat pipes are perpendicular to the magnetic containment field; so the electrically conducting heat pipe fluid is subjected to magnetically induced pressure gradients. This effect is discussed in the section on fluid flow.

**Lithium Coolant**

The power handled per unit volume of lithium is the average power density divided by the lithium volume fraction, or $21/0.75 = 28$ w/cm$^3$. The heat to be transferred between the lithium coolant and the heat pipe fluid depends on the difference between the local power deposition in lithium and the average power handled. Unfortunately, the exact power deposition in the lithium is unknown because the neutronics calculations assumed a homogeneous blanket. As an estimate, we take the local lithium power to be the blanket power density divided by 1.0 minus the void fraction. This results in a maximum lithium power density of 58 w/cm$^3$ at the first wall and a minimum of 6.5 w/cm$^3$ at the outside radius of the first zone. Thus, the greatest heat transfer to or from the lithium coolant occurs at the first coolant tubes, where the excess power deposition is $58 - 28 = 30$ w/cm$^3$. We shall consider the heat transfer for these critical tubes.
An energy balance for a circular tube with uniform internal heat generation yields:

\[ q_s = \frac{R}{2} q_G \]

where \( q_s \) is the surface heat flux, \( R \) is the tube radius, and \( q_G \) is the volumetric heat generation (in this case, \( q_G \) is the excess power deposition, 30 w/cm\(^3\)). Since we must limit \( q_s \) to < 200 w/cm\(^2\) to prevent nucleate boiling in the heat pipe wick, the maximum tube radius we can consider is \( R = 13 \) cm. To be conservative we shall take \( R = 3 \) cm.

The radial temperature profile inside the lithium tube depends upon the characteristics of the flow. Turbulent convection would result in the smallest temperature variation. Laminar flow, which may persist even at high Reynolds numbers because of the parallel magnetic field,\(^{11}\) results in greater temperature variation. Here we calculate the worst case by assuming solid body conduction. The centerline to wall temperature difference is given by:

\[ \Delta T = \frac{q_G R^2}{4k} \]

where \( k \) is the thermal conductivity of the lithium, approximately 0.63 w/cm°K. For \( R = 3 \) cm, the temperature difference is \( \Delta T = 110 \)°K. If the minimum operating pressure of the lithium is 1 atmosphere the boiling point is over 1600°K; so the maximum lithium temperature, 1150 + 110 = 1260°K, is of no concern.

**FLUID FLOW**

Both the heat pipes and the lithium coolant tubes are inside the magnetic field region. Thus, in addition to normal flow losses, the electrically conducting fluids are subjected to magnetically induced pressure gradients.
Heat Pipes

Fluid flow in a heat pipe consists of vapor flow in the core of the pipe and liquid flow in the capillary structure lining the inside of the pipe walls. The two flows are parallel but in opposite directions. The maximum fluid circulation in a heat pipe and the accompanying maximum heat transfer capability are calculated by equating the sum of the liquid and vapor flow pressure drops to the pressure rise across the capillary meniscus.

In the present application the vapor and liquid flows in the heat pipe are perpendicular to the applied magnetic field. The magnetic effect on the vapor flow is negligible because of the low electrical conductivity of the vapor. However, the magnetic effect on the liquid flow is very important, and must be considered in the design of the heat pipe. Electrical eddy currents flow in the liquid in a plane perpendicular to the fluid velocity, causing thinning of the side-wall boundary layers with accompanying increased viscous losses. These electrical currents are increased if the channel walls are electrically conducting, resulting in a magnetic body force in the liquid which opposes its motion.

Modification of the heat pipe equation to include the magnetic effect on liquid flow has been reported by Carlson and Hoffman. The report lists three important steps for minimization of the magnetic effect:

1. The wick structure should have as small a wall electrical conductance as possible.
2. There is a great advantage to a compound wick structure with large liquid flow channels covered with a fine mesh or screen to provide the capillary pumping.
3. Maximum performance requires optimizing the liquid-vapor area apportionment in the heat pipe for the particular magnetic field to be encountered.
For a particular heat pipe with length 1 m and diameter 2 cm using sodium at 1000°K as the working fluid, the following maximum axial heat fluxes are calculated in Ref 12. The parameter C is the ratio of wall to fluid electrical conductance.

Zero magnetic field: \( q = 5.1 \text{ kw/cm}^2 \)

Magnetic field = 70 kilogauss:

\[
\begin{align*}
C = 0 & \quad q = 4.4 \text{ kw/cm}^2 \\
C = 0.001 & \quad q = 2.5 \\
C = 0.01 & \quad q = 0.8
\end{align*}
\]

It appears that such a heat pipe could satisfy the requirements of the present application (\( q = 2.4 \text{kw/cm}^2 \)) if C can be maintained sufficiently close to zero. The nonconducting wall case, C = 0, is especially promising, but whether suitable insulators compatible with high temperature sodium can be found is not known.

For the non-zero C cases, if we neglect the effect of contact resistance, the conductance ratio may be written:

\[
C = \frac{\sigma_w t_w}{\sigma_L a}
\]

where \( \sigma_w \) and \( \sigma_L \) are the electrical conductivities of the wall and liquid, respectively, \( a \) is the half-width of the flow channel, and \( t_w \) is the effective channel wall thickness. At 1000°K the conductivities of niobium and liquid sodium are about equal; so C is approximately \( t_w / a \). While C = 0.01 may be possible for thin-walled niobium heat pipes with \( a = 1 \text{ cm} \), it appears that C = 0.001 is impossible.

Electrical contact resistance between the liquid metal and a metallic heat pipe wall would decrease the value of C. This effect has not been investigated. Another possible solution to the problem is a sandwich
construction of the heat pipe wall. A very thin metal layer (small $t_w$) would be bonded to the primary metal structure with an intermediate oxide insulator.\textsuperscript{13} If all else fails, it may be necessary to investigate the possibility of an electrically non-conducting working fluid for the heat pipes. Then, of course, the magnetic effect would be completely eliminated.

**Lithium Coolant**

The lithium coolant makes a single axial pass through the blanket. Assuming 5 axial blanket units and a lithium temperature rise of 150°K yields a volumetric flow rate of 33 m$^3$/s in the first radial zone. For the given cross section of the blanket the lithium flow velocity is a moderate 2.5 m/s. The Reynolds number for a tube with radius 3 cm is $3 \times 10^5$.

The flow of the lithium within the blanket is parallel to the magnetic field and therefore not subjected to the magnetic pressure drop considered for the heat pipe liquid flow. For normal turbulent flow in smooth walled pipes, the pressure drop of the lithium is only $8.7 \times 10^3$ N/m$^2$, or about 1.3psi. This pressure drop may be further reduced if the magnetic field is effective in laminarizing the flow. This effect has been reported by Globe\textsuperscript{11} but only for Reynolds numbers up to 4000.

Although the lithium flow is parallel to the magnetic field within the blanket, it must cross the field as it enters and exits the blanket region. In these entry regions, the flow is subjected to two magnetic effects. First is the Hartmann effect: electrical eddy current flow in the liquid in a plane perpendicular to the fluid velocity. This is the same effect discussed previously in the section on heat pipe fluid flow. Second is the "end loop effect": electrical eddy current flow in a plane perpendicular to the magnetic field. These currents are caused by magnetic field gradients. Unfortunately, the two effects can be evaluated separately and the results superimposed only for the case of nonconducting walls. With conducting walls the two effects are coupled because both types of eddy currents flow through the walls.
For the case of nonconducting walls the entry region pressure drop due to the Hartmann effect is given by:

$$\Delta P_H = u \bar{B} \sqrt{\sigma \eta} \frac{\ell}{R}$$

where $u$ is the flow velocity, $\bar{B}$ is the average magnetic field strength, $\sigma$ is the electrical conductivity, $\eta$ is the viscosity, $\ell$ is the entry length, and $R$ is the tube radius. The entry region pressure drop due to the end loop effect is given by Shercliff\textsuperscript{14} for the special case $\ell = 0$ (step change in field strength):

$$\Delta P_E = 0.27 \sigma u B^2 R$$

where $B$ is the strength of the magnetic field to be entered. The constant in this equation is a decreasing function of $\ell/R$. Hoffman\textsuperscript{15} has calculated 0.16 for $\ell/R = 1$ and 0.038 for $\ell/R = 8$.

The way in which the fluid should be brought into and out of the field is not obvious. An abrupt entry through a large diameter manifold at a position of high magnetic flux density would minimize the Hartmann effect. On the other hand, a gradual entry through small diameter tubes at a position of weak magnetic field gradients would minimize the end loop effect. Furthermore, the degree to which either of these approaches can be adopted is uncertain because a detailed description of the magnetic field is not available.

In order to calculate a "worse than real" example, we make the following assumptions: For the Hartmann effect assume $R = 3$ cm and $\ell = 3$ m. Then, for $\bar{B} = 35$ kgauss,

$$\Delta P_H = 2.1 \times 10^4 \text{ N/m}^2 = 3.0 \text{ psi}$$

For the end loop effect assume $R = 3$ cm and $\ell/R = 8$. Then, for $B = 70$ kgauss,

$$\Delta P_E = 3.5 \times 10^5 \text{ N/m}^2 = 51 \text{ psi}.$$
Doubling the sum of $\Delta P_H$ and $\Delta P_e$ to account for both entry and exit and adding the normal viscous pressure drop (1 psi) yields a total lithium pressure drop of 110 psi. Such a pressure drop requires neither a high operating pressure nor excessive pumping power. The pumping power in this case would be 25 Mw, or only 0.3% of the 5 unit blanket thermal power.

The consideration of the lithium pressure losses in the magnetic field entry and exit regions for the case of conducting wall tubes is beyond the scope of this paper. It appears, however, that losses in this case may be excessive unless the conductance ratio C can be very small. Insulated walls may therefore be a necessity in the entry regions.

**THERMAL POWER PLANT**

This paper does not include any calculations for the thermal power plant facilities external to the fusion reactor blanket. However, the total system flow diagram is imagined to look like that shown in Figure 5. The binary, potassium-steam Rankine cycle shown with the temperatures indicated is considered to be within current technology. The binary cycle was chosen over a single fluid cycle to illustrate increased cycle efficiency. At the conditions cited the system yields a thermal efficiency of 50%. Details of the cycle analysis may be found in Ref. 16.

**CLOSURE**

The DT fusion reactor blanket discussed herein appears to be a workable system for the conversion of neutron kinetic energy into thermal energy. The very high neutron energy flux at the first wall is effectively distributed throughout a blanket constructed of niobium, using lithium as a moderator-coolant and sodium heat pipes to transfer heat radially. The lithium also provides tritium breeding adequate to sustain the reaction. The blanket is made up of modules containing small diameter tubes which must be designed to withstand only small internal pressures. The heavily loaded vacuum wall is external to the blanket, in a low temperature, neutron-free environment. While the heat transfer
Figure 5 - Power Plant Flow Diagram
and fluid flow calculations presented describe a self consistent, workable system, no claim is made as to optimum design.

One problem which requires much more investigation is the apparent necessity for the heat pipes and the lithium coolant inlet and outlet tubes to have walls which are electrically nonconducting, or at least of very low conductance. Additional analyses and experiments are required to determine if this apparent necessity is real, and material compatibility studies will be required to determine if the nonconducting wall is feasible for high temperature liquid metal flows.
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ABSTRACT

Direct conversion of fusion reactor charged particle energy to electrical form is discussed. The method of conversion, using a series of electrostatically focused collector electrodes permits efficiencies in excess of 90%. The source of charged particles are the "classical losses" in mirror machines, i.e. the loss of charged particles into the escape cone of the mirrors.

The concept is one proposed by Post of the Lawrence Radiation Laboratory.
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INTRODUCTION

In the normal context of the definition, "direct conversion" is concerned with those processes by which energy in its various forms is converted directly to electricity without the necessity of an intermediate step, or more accurately, using fewer intermediate steps than conventional converters. Direct conversion also implies the elimination of moving parts. Different forms of direct converters come readily to mind: thermionic generators, thermoelectric generators, semiconductors, magnetohydrodynamics, etc. The development of these converters to date has been such that few of them have achieved or even have the potential of achieving efficiencies that approach the more conventional, traditional methods of conversion such as a Rankine or Brayton cycle. Since traditional systems themselves rarely achieve efficiencies as high as 50% and more commonly average out at about 33% because of heat engine limits, this is a serious shortcoming for direct converters as a class of mechanisms. Nevertheless, they hold a strong position in current technology because of their unique characteristics and special applications, particularly in space technology.

To this list of direct converters we would now like to add a direct converter for fusion reactors which need not have the limits of efficiency that we associate with the other converters. This is one proposed by Dick Post of the Lawrence Radiation Laboratory. In the direct converter as it relates to fusion reactors and to mirror machines in particular, it is the conversion of kinetic energy of the charged particles of the reaction products with which we will be concerned and it will be shown that in principle, and in contrast to the other converters where efficiencies are limited, direct conversion of plasma energy to electrical form can be done at exceedingly high efficiency and that this efficiency can be in excess of 90%. That this is possible is based on the fact that the usual Carnot limit as it applies to mirror machines and charged particles does not control efficiency and on the added fact that the particle flux escaping from a mirror system does so in a thermodynamically orderly way. Carnot limits state that no heat engine can be more efficient that the efficiency defined by the ratio of the difference in the
maximum temperature of the working substance minus the rejection temperature divided by the maximum temperature. In our case, working fluid temperatures, the charged particle kinetic energy, are millions of degrees Kelvin and rejection temperatures are only hundreds of degrees Kelvin so that efficiency by Carnot standards is effectively 100%. The relation between energy and temperature is that $1 \text{ ev} = 1 \times 10^4 \text{°K}$. The thermodynamically orderly escape of charged particles is due to the fact that they follow magnetic field lines. Before the principles of this direct converter can be discussed, it is necessary to consider the fuel cycles available to then provide some brief background on mirror machines and to review what are termed "classical losses" in reactors of this type (which will be seen to be the source of the charged particle energy). As a preamble, a comment on "Why the interest in direct conversion" is in order.

WHY DIRECT CONVERSION FOR MIRROR MACHINES

It is a reasonable question to ask why, aside from the engineering advantages already mentioned, one should be concerned with direct conversion for fusion at a time when a stable plasma has not yet been established. It seems that there are a number of compelling reasons for this interest. First, it has long been recognized that "classical losses" in mirror machines, i.e. the loss of charged particles into the escape cone of the mirrors, produce a rather tight race between nuclear power production and collisional loss. The reaction mean free path in a system containing say $10^{14}$ or $10^{15}$ particles/cm$^3$ has a value like 6000 miles. This is an astronomical number compared to the container size and quite evidently many reflections must occur in a mirror machine before a reaction takes place, and ample opportunity is afforded for small angle scattering to place a particle in the loss cone. The loss into the mirrors determines directly the power that must be injected. To relate nuclear power produced to power injected a figure of merit has been introduced and is called "Q". The value of "Q" quite clearly must be greater than one to produce net power output and must be several times one to produce net power output economically. If direct conversion can be utilized in
mirror machines at high efficiency and the energy recovered and fed back for reinjection then the effective value of \( Q \) will rise markedly. Direct conversion also allows consideration of fuel cycles such as D-He\(^3\) where all the energy is in the form of charged particles. For these two reasons direct conversion is not only of interest in its own right but must influence present plasma investigations and direction of research.

**FUSION REACTIONS**

The principal fusion reactions are shown in Figure 1. Generally speaking, the reaction or the plasma considered with the greatest emphasis at this time at this state of development in plasma physics, is the one involving deuterium and tritium. This is because that particular reaction has the largest cross section and by that yardstick is probably the least formidable to attain. By attainment is meant not merely the production of fusion neutrons which has been done but the sustaining of a viable plasma from which a positive power balance can be achieved. The numbers in parentheses are the energies in MeV of the fusion reaction products. For example, in the D+T reaction, the energy that is produced takes two forms, three and one half MeV is in the form of charged particle energy and 14.1 MeV is evidenced as a high energy neutron. The excess energy, of course, is due to the mass deficiency of the reaction products. The utilization of the neutron energy and the conversion of its kinetic energy to thermal energy has been discussed elsewhere. From a direct conversion standpoint, our interests center on the charged particles in the reaction products. The reaction in which all of the energy released is in the form of charged particles is the D-He\(^3\) reaction. The energy released is quite large, 3.6 MeV as He\(^+\) nuclei and 14.7 MeV as protons. It is this reaction to which we will principally direct our attention. The other two reactions, the D-T and the D-D, remain of strong interest for direct conversion influenced, of course, by the proportion of charged particle energy to total energy that each produces and also by the probability of successful attainment of plasmas of that particular composition. The latter two reactions would have to be used in conjunction with an appropriate thermal cycle to recover the neutron energy. The cross sections for these three reactions are shown in Figure 2. Notice that
The principal fusion reactions

1. \( _1^1D^2 + _1^3T^3 \rightarrow _2^4He^4 (3.5) + n(14.1) \)

2. \( _1^1D^2 + _1^1D^2 \quad \rightarrow \quad _2^3He^3 (.82) + n(2.45) \)
   \( \quad \rightarrow \quad _1^1T^3 (1.0) + _1^1H^1 (3.02) \)

3. \( _1^1D^2 + _2^3He^3 \rightarrow _2^4He^4 (3.6) + _1^1H^1 (14.7) \)

\textbf{Figure 1}
CROSS SECTIONS FOR D-T, D-D(TOTAL) & D-He^3 REACTIONS (COMPILED FROM ORNL3113 REVISED AUG-64)

Figure 2

DEUTERON ENERGY-KEV
at energies less than about 100 KeV the D-T cross section is about
two orders of magnitude higher than the sum of the D-D reactions and
about three orders of magnitude higher than the D-He\(^3\) reaction. However,
as energy is increased, the D-T cross section diminishes markedly while
the D-D and the D-He\(^3\) continue to rise until at about 1000 KeV the three
cross sections are about equal. Plasma temperatures in excess of 100 KeV
will be of interest for the mirror machine direct converter.

END LOSSES IN A MIRROR MACHINE

At the Lawrence Radiation Laboratory a major effort in fusion re­
search for many years has been directed towards "mirror machines" and,
as everyone probably realizes, a "mirror machine" is a magnetic bottle
in which plasma particles are contained within a cylindrically shaped
chamber. These particles are contained by being reflected back and forth
between regions of magnetic field at each end of the container which
are higher than the magnetic field in the central region. This is shown
schematically in Figure 3.

The dominant direct loss mechanism, the "classical loss," in a
mirror machine is that which is associated with scattering of charged
particles into the escape cone of the mirrors. This loss is substan­
tially higher than all other direct loss mechanisms that arise such as
bremsstrahlung radiation and synchrotron radiation. The rate of end
loss depends on the density of the plasma, the mean collisional (scattering)
cross section between the charged particles and on the charged particles
mean relative velocity. End losses arise from binary collisions between
the ions of the plasma and, therefore, depend on the square of the plasma
density. The end loss rate per unit volume can be represented by an
equation of the form:

\[
\frac{dn}{dt} = -n^2 \langle\sigma v\rangle_S f(R_M)
\]

where \(\langle\sigma v\rangle_S\) is a mean scattering rate parameter \(\sigma\) multiplied by the mean
relative velocity \(v\) and \(f(R_M)\) is a function expressing the effect of the
PLASMA PARTICLES IN MAGNETIC FIELD tend to travel in helixes around lines of magnetic force. Electrons (−) and positive ions (+) rotate in opposite directions.

MAGNETIC MIRROR EFFECT is produced by a "magnetic bottle" in which the magnetic field increases at each end. The stronger field bends the path of the approaching particle into even tighter circles and exerts a force that reflects it away from the ends of the bottle.
mirror ratio \( R_M = \frac{B_M}{B_0} \). This is discussed in some detail by Post.2

The probability of particle loss into the loss cone as a function of \( R_M \), the mirror ratio, comes about in the following way. Assuming that no collisions with other charged particles occur, then a particle moving under the influence of a magnetic field must conserve its total kinetic energy. That is, for a particle moving along a line of force, the sum of the perpendicular energy \( W_\perp \) and the parallel energy \( W_\parallel \) must be a constant. Therefore, for two discrete points \( a \) and \( b \) on a given line of force, the following relation must hold:3

\[
W_\perp a + W_\parallel a = W_\perp b + W_\parallel b
\]

Figure 4 - Constancy of Particle Kinetic Energy Along a Line of Force

Equation (2) represents one of the adiabatic invariants of the motion of charged particles in magnetic fields. Adiabatic conditions are said to exist when the magnetic field varies slowly in time compared to the gyromagnetic frequency and varies slowly in space over a distance of the same order as the gyromagnetic radius. The gyromagnetic frequency is:

\[
\omega_g = \frac{eB}{mc}
\]
And the gyromagnetic radius:

\[ r_g = \frac{mv J}{eB} \]  \hspace{1cm} (4)

Another adiabatic invariant is that a particle moves in a magnetic field so as to maintain its magnetic moment \( \mu \) equal to a constant. That is:

\[ \mu = \frac{IA}{c} \]  \hspace{1cm} (5)

where \( I \) is the current produced by a particle moving in a circular orbit of area \( A \). Since \( A \) can be expressed in terms of \( r_g \) from (4) and the current is equal to \( e/\tau_g \), where \( \tau_g \) is the gyromagnetic period, (the time for one particle rotation) which is equal to \( 1/2\pi \omega_g \) from (3) then:

\[ \mu = \frac{1}{2} \frac{mv J^2}{B} = \frac{W_L}{B} \]  \hspace{1cm} (6)

Consider the situation shown in Figure 5:
The field is assumed to increase from its value at \( a \) to a maximum value at \( b \). The velocity of the particle towards \( b \) is:

\[
v_{\parallel} = v_a \cos \theta_a
\]

and its perpendicular component:

\[
v_{\perp} = v_a \sin \theta_a
\]

From equation (2) the total kinetic energy is conserved and from equation (6) the magnetic moment is invariant.

If we rewrite equation (2) in the following form:

\[
\frac{1}{2} m v_{\parallel}^2 + \frac{1}{2} m v_{\perp}^2 = \frac{1}{2} m v^2
\]

and the constancy of the magnetic moment as:

\[
\frac{mv_{\perp}^2}{B} = \frac{mv_{\perp} a}{B_a} = \frac{mv^2}{B} \sin^2 \theta_a
\]

then dividing (9) by \( B \) and substituting from (10) the following is obtained:

\[
\frac{v_{\parallel}^2}{B} = \frac{v^2}{B} - \frac{v^2 \sin \theta_a}{B_a}
\]

So that,

\[
v_{\parallel} = v^2 \left( 1 - \frac{B}{B_a} \sin^2 \theta_a \right)
\]

For particle reflection to occur \( v_{\parallel} \) must be zero and it then follows:

\[
\sin^2 \theta_a = \frac{B_a}{B}
\]
If $B = B_M$, the field at the mirror, and consequently $B_M/B_a = R_M$ (the mirror ratio), then for a particle to be bound between mirrors:

$$\sin \theta_a \geq \left( \frac{1}{R_M} \right)^{1/2}$$

Equation (14) states that any particle with an initial velocity vector which is at a pitch angle smaller than $\theta_a$ will be lost out the end(s) of the mirror machine.

If we now refer back to equation (1) it can be seen that the term $f(R_M)$ represents the probability $P$ that a particle, having scattered, will fall into the loss cone of the mirror machine and escape. The loss cone is defined as the region in velocity space within which particles will be lost. (See Figure 6). This can be stated as:

$$P = \frac{\Omega_c}{2\pi} = \int_0^{\Omega_c} \frac{2\pi \sin \theta}{2\pi} d\theta$$

$$= 1 - \cos \frac{\theta_c}{2}$$
Since \( \cos \theta = (1 - \sin^2 \theta)^{1/2} \) and using (14) we obtain that:

\[
P = 1 - \left( \frac{R_M - 1}{R_M} \right)^{1/2}
\]

Having established that the loss of particles is one which is inevitable and that the probability of escape is as stated in equation (16), it now remains to be established how these particles may best be utilized.

THE GENERAL PROCESS OF DIRECT CONVERSION

The process of conversion of charged particle energy to electrical energy may be imagined to take place in a sequence of four steps:

1. Expansion
2. Charge separation
3. Deceleration and collection
4. Conversion to a common potential

As shown pictorially in Figure 7 the reaction products escaping from the mirrors at already low ion density (typically \(10^8/\text{cm}^3\)) would be allowed to further decrease their density by expansion into a larger chamber where the density would be reduced to about \(10^6/\text{cm}^3\). The expansion process would be done adiabatically similar to an expansion in a nozzle. Adiabatically in fusion terminology means that the change in magnetic field with distance is sufficiently low so that particles still stay on field lines. In this case, the expansion is controlled by coupling an external radial magnetic field to the mirror field and allowing the resultant field to decrease from its high level at the mirrors (perhaps 150 kilogauss) to levels of about 500 gauss. The effect of this expansion is to decrease the ion density and also to convert the particles' rotational energy to translational energy. At the end of this expander field, the electrons are separated off electromagnetically and the positive ions, which contain the bulk of the energy compared to the electrons, yield this energy to a series of electrostatic collectors. Each collector is
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Figure 7
kept at a different potential, the potential of the first collector being lower than the average potential of the particles and the last collector being higher than the average particle potential. This collector system is in effect an electrostatically focused linear decelerator. Each ion slows down until it loses almost all of its kinetic energy at which point it’s deflected into a collector electrode. Collection efficiency is proportional to the number of collectors. That is, as the number of collectors increases, the potential difference between collectors decreases and the particles can be collected more closely to the point where they have lost all their kinetic energy to the collectors which they have passed. By a series of external inverters and rectifiers coupled to the collectors useful power is produced in the form of high voltage dc.

THE EXPANDER

The expander section of a direct converter can be represented by a fan shaped enclosure which contains a magnetic field winding producing a radial field. This is shown in Figure 8. The lines of this field couple to the fringing field of the mirror and within the expander chamber the field is allowed to weaken as a function of radius until it reaches a low value. Also, the initial bundle of flux lines is transformed to a flat fan-shaped pattern.

From the continuity of magnetic flux:

\[ r_E h_E B_E = \text{constant} \]  

the first relationship for the expander is established.

The function of the expander is twofold: it must reduce the density of the particle stream and it must convert the particle’s perpendicular energy to translational energy. The density reduction is required because it appears that space charge effects will set the upper limit on the power handled by the collector structure of the direct converter.
SCHEMATIC OF EXPANDER REGION

ELECTRON SEPARATION
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Figure 8
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Therefore, space charge limits imposed by the collector must establish the proportionate scale of the expander which precedes it. The power handling limit can be scaled from the relationship:

\[ \omega_p \times \tau = \text{constant} \] (18)

where:

\[ \omega_p = \text{plasma frequency in the particle beam at entrance to the collector and } \tau = \text{the transit time through a focusing length of the collector structure.} \]

The plasma frequency is defined by:

\[ \omega_p = \left( \frac{4\pi n e^2}{m} \right)^{\frac{1}{2}} \] (19)

So that the influence of the plasma frequency term as it relates to space charge is due to the number density, \( n \), of the particles.

The total power to be handled by the collector is proportional to the energy flux in the beam and to the entrance area of the collector. If the collector entrance and the expander exit regions are contiguous and their areas are equal then:

\[ P \propto (J \cdot W \cdot A) \] (20)

or

\[ P \propto \left[ (nv)(v)(hr_E) \right] \]

where \( h \) is a typical collector dimension (the particle stream height) and \( r_E \) is the radius of the expander. \( W \) is the particle energy. From \( (\omega_p \tau) \) requirement in (18) it is seen that \( \omega \propto \sqrt{n} \) and \( \tau \propto \left( \frac{h}{v} \right) \) and that the number density \( n \) is:

\[ n \propto \left( \frac{v^2}{h^2} \right) \] (21)
By substitution of (21) into (20) it is seen that:

\[
P \propto \left[ \frac{5/2}{w} \left( \frac{r^E}{r^H} \right) \right]
\]  

(22)

The 5/2 power scaling with energy makes it advantageous to operate at high particle energies. Since power is inversely proportional to \( h \), then subdivision of a single flux fan into a number of stacked fans might permit operation at lower energies, other limits permitting. Thus in a stacked system:

\[
P \propto \left[ \frac{5/2}{w} N^2 \right]
\]  

(23)

where \( N \) is the number of stacks.

It is assumed conservatively that on emergence from the mirror the particle energy is all rotational. The conversion of rotational energy to translational energy is inversely proportional to the field change from the mirror to the expander terminus. The loss due to efficiency of conversion of rotational energy to translational energy is given by:

\[
\frac{E_\perp}{E_{\text{tot}}} = \frac{B^E}{B^M}
\]  

(24)

If the field at the expander is relatively small, for instance \( B^E = 500 \) gauss and \( B^M \), the field at the mirror, is quite large, \( \approx 150,000 \) gauss, it can be seen that the loss due to incomplete conversion is extremely small.

Having reduced the density of the plasma and having also given the particle high translational energy as a function of expander radius, the next step in the process is to separate the electrons from the ions. This will be seen to introduce an additional loss. It has been proposed by Post that this separation can be accomplished by rapidly diverting the field lines at the expander exit in a direction perpendicular to the plane of the fan. This was shown in Figure 8. The electrons, behaving
adiabatically, will continue to be guided by the field lines while the ions will cross the field lines and enter the collector. The reason for this behavior difference is that the condition for adiabatic invariants for electrons is more easily satisfied than for positive ions. After separation, recovery of energy from both electrons and ions is possible by the same general technique. However, the electrons carry only a small fraction of the total energy and we will be concerned only with the recovery of the ion energy. The ions, in their non-adiabatic behavior as they leave their guiding centers and proceed into a field free zone, receive a small transverse momentum kick in the plane of the fan because they must cross field lines as a condition for emergence. Busch's Theorem\(^5\) states that the velocity imparted to the charged particle in a direction transverse to the field is given by:

\[ |v| = \frac{e}{m} B X y \]  

(25)

where \(y\) is the height above the plane of symmetry (See Figure 9).

Since the transverse energy component \(W_{z} = \frac{m}{2} v_{z}^{2}\) then:

\[ W_{z} = \frac{e^{2}}{2m} B_{X}^{2} y^{2} \]  

(26)

If this is normalized to a proton and expressed in KeV then:

\[ W_{z} = 4.79 \times 10^{4} \frac{Z^{2}}{A} B_{X}^{2} y^{2} \]  

(27)

where \(A\) is the atomic mass, \(Z\) is the atomic charge (or atomic number) of the charged particle and \(B\) is in tesla (\(10^{-4}\) gauss). From the Figure 9 it can be seen that the mean transverse kick is:

\[ W_{z} = \left[ 4.79 \times 10^{4} \frac{Z^{2}}{A} B_{X}^{2} \right] \int_{0}^{h} \rho(y) y^{2} dy / \int_{0}^{h} \rho(y) dy \]  

(28)
Figure 9

**MEAN TRANSVERSE KICK**

\[ \overline{W_{\perp z}} = \frac{Z^2}{A} \frac{B^2 \times h^2}{3} (4.79 \times 10^4) \]
where \( \rho(y) \) is the particle density. If the particle density is assumed to be constant, then \( \rho(y) = \frac{1}{3} \) and:

\[
\overline{W_{\perp z}} = \frac{Z^2}{A} \frac{B^2}{x} \frac{h^2}{3} (4.79 \times 10^4)
\]

For a representative example:

\[
\overline{W_{\perp z}} = \left( \frac{1}{2} \right) (5. \times 10^{-2})^2 \frac{5^2}{3} (4.79 \times 10^4)
\]

\[= 5 \text{ KeV}\]

Mean particle energies are \( \sim 800 \) KeV. Thus this "kick" loss amounts to approximately 0.4%.

**THE COLLECTOR SYSTEM**

As the positively charged particles emerge from the expander and begin to enter the collector, they do so with a spread in energy, the lower end of which is set by the plasma potential the upper end by the exponential fall off of the energy distribution. This distribution function is discussed by Fowler and Rankin. Suffice it to say that in order to recover the energy of the particles in a highly efficient manner it is necessary to provide some systematic means of energy sorting. This can be done by directing the particles through a series of decelerating electrodes so that each particle is decelerated until its energy is small compared to its original energy at which time the particle is diverted into a collector element which closes the current loop. This means that the currents are delivered over a wide range of potentials. The first electrode must therefore be at the plasma potential and successive electrodes each at some increment higher until the maximum potential is reached. Clearly a system must be used which does not allow the particles to be prematurely diverted into a collector when they still have significant energy. The collector system must be a region of retarding force, slowing down the particle stream. Space charge effects will tend to defocus...
the stream and cause particles to divert to the collector early. This must be compensated for. The system of electrodes must collect the low energy particles first while continuing to focus the higher energy particles. A system which has been proposed and experimental work initiated on, uses the focusing properties of periodic electrostatic lenses whose focusing ability is energy sensitive. As the particles energy decreases, it will reach a point where the lens system potentials will cause the particle to be overfocused or diverted. An example of a collector system is shown in Figures 10 and 11. The first figure shows several unit cells of a collector and the next shows some relative potentials that might be applied to a larger number of collectors. Here the system is made up of two main elements: (1) fins at potentials ranging from $\phi_0$ (the plasma potential) to $\phi_n$, with their potential increasing in the y direction and (2) diverter grids at potentials alternately higher on one side of the plane of symmetry than the other and also generally increasing in the y direction. In the example shown in Figure 11 the fin potential is equal to the average potential of the diverter grids on either side of it and opposed grids are alternately positive or negative with respect to each other. It is assumed that the fins accomplish the focusing of the charged particles. At a point where the charged particles velocity in the y direction is sufficiently small and close to zero the potential difference between opposing diverter grids will cause the particle to be accelerated in the x direction towards the more negative grid. It is possible at this point to allow the particle to be collected at the grid itself. However, if the grid has sufficiently high porosity it is then advantageous to allow the particle to proceed through the grid structure and be collected by the aft segment of the upstream fin and therefore at a more favorable potential.

HVDC VIA INVERTER AND RECTIFIERS

After collection of the particles over the energy range from $\phi_0$ to $\phi_n$ it is necessary to bring all potentials to a common potential, $\bar{\phi}$ so that it is available at the bus bar in a form that has some commercial utility. Post has proposed that this can be done in a highly advantageous and economical way by using a system of inverters and rectifiers. He
COLLECTOR ELECTRODE CONFIGURATION

Figure 10
COLLECTOR STRUCTURE FOR A DIRECT CONVERTER

Figure 11
states that: "The expander-collector system accomplishes the act of direct conversion of particle kinetic energy to dc electrical energy, but delivers this energy at several different potentials. While inverter circuits could be used to convert this dc energy to ac, a more attractive possibility is to convert to a common dc potential, for direct connection to a HVDC transmission line. A circuit to accomplish this operation is shown in Figure 12. A common potential is defined in terms of the several collector currents and potentials, $I_j$ and $V_j$:

$$\bar{V} = \sum_{j=1}^{N} I_j V_j / \sum_{j=1}^{N} I_j \quad (30)$$

As shown, inverters are used to diminish all potentials $> \bar{V}$, and rectifiers to raise all potentials $< \bar{V}$. Currents are directly summed. From the definition of $\bar{V}$ it follows that the ac power from the inverters is just sufficient to power the rectifiers. However, the total power handled (sum of inverter and rectifier power) is relatively small. The total power handled by the I-R system is given by:

$$P_{I-R} = P_I + P_R = \{ \bar{V} \left[ \sum_{V_j < \bar{V}} I_j - \sum_{V_j > \bar{V}} I_j \right] - \sum_{V_j < \bar{V}} I_j V_j - \sum_{V_j > \bar{V}} I_j V_j \}$$

For the example given earlier (calculated for the Fowler-Rankin distribution function) $P_{I-R} = 0.28 P_o$, i.e. the inverters and rectifiers each handle 14% of the total power. Since the efficiency of these devices, as established in HVDC practice, is about 0.99, the net loss thus introduced will be only about 0.3%.

**CHARGE TRANSFER AND IONIZATION LOSSES**

A loss mechanism in the direct converter is that due to charge transfer and ionization loss. Charge transfer loss calculations were based on cross sections of hydrogen ions in hydrogen gas (See Figure 13) and in helium gas (See Figure 14). Deuteron cross sections were assumed to be the same as hydrogen ions at 1/2 the deuteron energy.
Figure 12
Figure 13
Charge Transfer Cross Sections of Hydrogen Atoms and Ions in Hydrogen Gas.

Figure 14
Charge Transfer Cross Sections of Hydrogen Atoms and Ions in Helium Gas.

Charge transfer in expander: Deuterons at 800 KeV were assumed to transit a 75 meter expander. The probability of charge transfer is:

\[ P_{CT} = 1 - \exp \left( -\Sigma_{CT} \cdot \xi \right) \]  

(31)

where:

\[ \Sigma_{CT} = \sigma_{CT} \cdot 2.58 \times 10^{19} \frac{\text{mol}}{\text{cm}^3(\text{STP})} \cdot \frac{P(\text{torr})}{76} \]

\[ = 3.54 \times 10^{16} \sigma_{CT} \cdot P \]

at the 800 KeV deuteron level (400 KeV H₂) the cross sections are:

\[ \sigma_{CT} = 4 \times 10^{-20} \text{ cm}^2/\text{mol} (H_2) \]

\[ = 2 \times 10^{-19} \text{ cm}^2/\text{atom} (\text{He}) \]

and the length as stated is:

\[ \xi = 7.5 \times 10^4 \text{ cm} \]

The following table shows the probability of charge transfer in the expander as a function of pressure and assumed background gas:

<table>
<thead>
<tr>
<th>Pressure (torr)</th>
<th>( P_{CT} ) (in H₂)</th>
<th>( P_{CT} ) (in He)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 x 10⁻³</td>
<td>.0104</td>
<td>.0517</td>
</tr>
<tr>
<td>1 x 10⁻⁴</td>
<td>.00106</td>
<td>.00530</td>
</tr>
<tr>
<td>1 x 10⁻⁵</td>
<td>.000106</td>
<td>.000531</td>
</tr>
</tbody>
</table>

Table 1 - Probability of Charge Transfer in the Expander

Charge transfer in collector: Deuterons at 800 KeV were assumed to transit 10 elements of a 20 element, 20 meter long collector. Because the cross section is strongly energy dependent the deuteron's transit
through the 10 collector elements was treated as 10 one meter transits at energies between 760 KeV and 40 KeV in 10 equal steps of 80 KeV each. The charge transfer loss results are sensitive to minimum ion energy (40 KeV assumed above) because the cross section is a strong function of energy. Because of this, real collector dynamics should be used when more refined collector charge transfer losses are calculated. Table 2 shows the probability of charge exchange in the collector.

<table>
<thead>
<tr>
<th>Pressure (torr)</th>
<th>Max. Loss</th>
<th>Min. Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>In H₂</td>
<td>In He</td>
</tr>
<tr>
<td>10⁻⁴</td>
<td>.242</td>
<td>.159</td>
</tr>
<tr>
<td>10⁻⁵</td>
<td>.0273</td>
<td>.0171</td>
</tr>
</tbody>
</table>

Table 2 - Probability of Charge Exchange in Collector

Ionization losses in the collector were based on an average cross section (σₐ) in hydrogen and helium of 10⁻¹⁶ cm²/mol. This average value was used because the ionization cross section is a weak function of energy. The probability of an ion causing an ionization, \( P_i \), is equal to the path length (\( \ell \)) times the mean free path (\( \Sigma \)).

\[
P_i = \Sigma \cdot \ell
\]

(32)

where

\[
\Sigma \ell = \sigma \ell = 2.69 \times 10^{19} \left( \frac{\text{mol}}{\text{cc(STP)}} \right) \frac{P(\text{torr})}{760}
\]

\[P_i = 3.54 \cdot P \cdot \ell\]

The probability of ionization loss in the collector is shown in Table 3.

<table>
<thead>
<tr>
<th>Pressure (torr)</th>
<th>Max. Loss</th>
<th>Min. Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>In H₂</td>
<td>In He</td>
</tr>
<tr>
<td>10⁻⁵</td>
<td>.0708</td>
<td>.0708</td>
</tr>
</tbody>
</table>

Table 3 - Probability of Ionization Loss in the Collector
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The maximum loss case assumes all the initial energy of a primary ion undergoing charge exchange is lost and for each ionization the ion and electron produced are accelerated out opposite ends of the collector taking 1600 KeV with them. The minimum loss case assumes only the kinetic energy remaining in the primary ion at the time of charge exchange is lost, and for each ionization only the energy picked up by acceleration between 2 adjacent electrodes is lost, which in this case is 80 KeV. Fortunately, a collector design that efficiently collects the primary ions should also efficiently collect the secondary ions and electrons born in the collector, making the minimum loss case the more realistic.

The total charge transfer and ionization losses estimated in the expander-collector operating at the described conditions are $0.106\% + 0.554\% = 0.660\%$ in hydrogen and $0.530\% + 0.515\% = 1.045\%$ in helium. In this low pressure range the losses are approximately proportional to pressure.

**SOME COMMENTS ON THE FUEL CYCLES**

It is evident that for direct conversion three fuel cycles are possible; the D-T cycle, in which direct conversion is used in conjunction with thermal conversion from a blanket which provides neutron multiplication and tritium breeding; the D-D cycle, where tritium breeding is not required but thermal conversion is a necessary contribution to the total power output; and the D-He$_3$ cycle, in which charged particles are the only product and consequently no blanket is necessary. However, within this cycle some D-D side reaction is inevitable (in proportion to the relative cross sections) and therefore a nominal blanket would be required to cope with perhaps 5% of the total energy release.

It is also evident that within these three fuel cycles two parameters are subject to control: (1) the composition of the particular fuel and (2) the mean energies of the various fuel ions.

The source of deuterium and tritium for the fuel is by straightforward separation processes for deuterium and by breeding in the blanket for
tritium. The source of He\(^3\) fuel is either from the radioactive decay of tritium as an external means or from the accompanying D-D reactions as an internal source. Post has shown that if the latter method is employed exclusively, then the fractional density of He\(^3\) fuel ions can be \(\approx 0.25\) at high temperature. The D-D reaction is repeated here to show the He\(^3\) source.

\[
\begin{align*}
\text{\(1^\text{D}_2 + 1^\text{D}_2\)} & \rightarrow \text{\(2^\text{He}^3 (0.82) + n(2.45)\)} \\
\text{\(1^\text{T}_3 \)} & \rightarrow \text{\(1^\text{H}^1 (3.02)\)}
\end{align*}
\]

**OVERALL EFFICIENCY**

The overall efficiency of the direct converter can best be illustrated by the use of a reference case. We will assume that:

a. Mirror Field, \(B_M = 150\) kilogauss  
b. Expander Field \(B_E = 500\) gauss  
c. Radius of Expander \(R_E = 75\) meters  
d. Height of the particle flux \(h_E = 1\) meter  
e. Fan Angle \(\beta = 240^\circ\)  
f. \(E_{\text{tot (ave)}} = 800\) KeV  
g. Number of collectors = 20

A. The loss due to efficiency of conversion of rotational energy to translational energy is:

\[
\frac{E_{\perp}}{E_{\text{tot}}} = \frac{B_E}{B_M}
\]

B. The transverse "kick" loss the particles receive on exiting the expander field free zone is:

\[
\frac{E_K}{E_{\text{tot}}} = \frac{Z^2 B_E^2}{3A} \frac{(4.79 \times 10^4)}{E_{\text{tot}}} \left(\frac{h}{2}\right)^2
\]

or \(\eta_K \approx 0.996\)
C. The total charge transfer and ionization losses in the expander and collector were shown to be \( \sim 0.0066 \) in hydrogen and 0.0104 in helium. If we use an average of these two the loss is \( \sim 0.0085 \), and,

\[ n_{CTi} = 0.99 \]

D. The fraction of particles intercepted by the diverter grid is simply:

\[ P_{IG} = \Gamma \]  

(35)

where \( \Gamma \) is the grid porosity of \( \eta_{IG} = 1 - \Gamma \)

\[ \approx 0.97 \]

E. Some fraction of the charged particles are intercepted by columns intruding into the expander zone. It can be shown that a representative value for this fraction is:

\[ P_{IE} = 0.025 \]  

(36)

or \( \eta_{IE} = 0.975 \)

F. The efficiency of the inverter-rectifier system to bring potentials to a mean value \( \bar{V} \) is:

\[ \eta_{IR} = 0.997 \]

G. We assume 20 collectors. The collector efficiency is:

\[ \eta_c \approx 1 - \frac{1}{N} \]

where \( N \) is the number of collectors

\[ \eta_c = 0.95 \]
The various efficiencies are indicated in the following table:

| Conversion $\eta_C$ | 99.7 |
| Field exiting $\eta_K$ | 99.6 |
| Avoidance of Charge Transfer & Ionization $\eta_{CT}$ | 99. |
| Diverter grid $\eta_{IG}$ | 97. |
| Expander columns $\eta_{IE}$ | 97.5 |
| Inverter Rectifier | 99.7 |
| Collector | 95. |
| Overall | 88% |

Table 4 - Direct Converter Efficiency

The overall efficiency assumes that losses occur sequentially and is therefore the product of all efficiencies.

CONCLUSIONS

We have attempted to show in the preceding that direct conversion has some rather important advantages. It seems evident that high efficiencies are attainable and the usual Carnot limits are not governing. The implication of 88% efficiency compared to the efficiencies realized with conventional systems, (say 40%) means that waste heat load is reduced by a factor of 5 (60% vs. 12). If more collectors are used or the diverter grid made more tenuous for instance, then waste heat can be reduced even further.

We have examined in a preliminary way the engineering problems associated with a direct converter and can say unequivocally that none presents a problem that is not resolvable within current technology. As far as costs are concerned, the direct converter, although admittedly large, has no elements within it that have critical dimensions. It is our
opinion that tolerances in fabricated parts are not at all critical. Consequently, costs are attractive and we have estimated that for a 1000 MW system, the direct converter can be produced for approximately $20/kw. This compares with $70-80/kw for conventional systems. The final figure shows a conceptual 1000 MW direct converter.
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HEAT PIPES FOR RECOVERY OF TRITIUM IN THERMONUCLEAR REACTOR BLANKETS*

R. W. Werner
Lawrence Radiation Laboratory
Livermore, California

Abstract

Controlled thermonuclear reactors, using deuterium-tritium as a fuel for the fusion reaction, require a means of regenerating tritium so that cycle continuity is maintained. This paper suggests a unique way for satisfying the tritium needs. It is proposed that heat pipes using sodium as a working fluid be used as tritium transporters in the blanket structure of a fusion reactor. The tritium produced by the reactions \( (n + ^{6}\text{Li} \rightarrow ^{4}\text{He} + 4.8 \text{ MeV}) \) and \( (n + ^{7}\text{Li} \rightarrow ^{1}\text{n} + ^{1}\text{T} - 2.47 \text{ MeV}) \) in the lithium moderator of the blanket would be diffused through the heat-pipe tube wall and transported within the heat-pipe body to an accessible processing point outside the blanket. By diffusion through the tube wall to a vacuum environment for the second step, the tritium would be brought outside the heat-pipe body and then processed for re-cycling. Heat pipes are explained as heat-transfer devices and as gas handlers in a fusion reactor environment.

*This work was performed under the auspices of the U. S. Atomic Energy Commission.
In feasibility studies for thermonuclear reactors it is of interest to set up mathematical models for studying the various physical phenomena which take place in the fuel plasma. Among these phenomena are the following: 1) the rate of fuel burnup, 2) the heating of the plasma by the reaction products, 3) direct conversion of energy by the expansion of the plasma against the containing field, and 4) the possible development of instabilities in the plasma at various stages in the burn process. To get a detailed theoretical understanding of these phenomena it is necessary in some sense to solve for the distribution functions of the various species present in the plasma. The numerical methods which have been developed for this purpose fall roughly into two categories: 1) solving the transport equations numerically as integro-differential equations and 2) the computer simulation, or Lagrange-particle method. Application of these methods to various problems are discussed in Methods of Computational Physics, Vol. IX.

For plasmas, the first method usually involves the numerical solution of the Fokker-Planck equation. A problem ideally suited to the use of this method is the Fuel Burnup and Direct Conversion of energy problem. In this problem one may assume to a reasonable approximation that the distribution function of the various species are isotropic in velocity space. Under

*This work performed under the auspices of the U. S. Atomic Energy Commission
this assumption the only independent variables remaining in the equation are the velocity magnitude \( v \), and the time \( t \). The resulting system of coupled, nonlinear equations is easily solved by standard numerical techniques. Calculations of this type were reported at the CTR conference at Culham in September 1969. Calculations with an additional independent variable in phase space can be done by such methods, but already the calculations become considerably more involved and further increases in dimensionability seem to 'be out of reach' at present.

There are many situations in which one needs to compute to some approximation, problems with more than two independent phase space variables. The Lagrange particle or simulation model allows the numerical solution of such problems. The plasmas treated this way have been for the most part collisionless plasmas, or plasmas which may reasonably be assumed to obey the Vlasov equation. In problems relevant to the full time scale of thermonuclear burn phenomena the collisionless model is not adequate. In such cases it is necessary to use methods for simulating binary collision effects. Such methods are in the process of being developed. In particular, it has been found possible to set up a simulation of classical resistivity and electron runaway. This method works for any degree of approach to equilibrium including highly nonequilibrium cases.
STATUS REPORT ON FAST BREEDER REACTORS (Why Breeders?)

by

Gilbert Melese-d'Hospital
Gulf General Atomic Incorporated

This paper was presented at the Symposium on Fusion Reactor Design, June 2-5, 1970, at Texas Tech University, Lubbock, Texas
World reserves of low cost uranium and growth of nuclear power require commercial fast breeder reactors some time between 1980 and 1990. High gain breeders consume small amounts of uranium and therefore will extend existing resources of economic fission fuels by orders of magnitude. While development work on fast breeders has been going on for approximately two decades, large electric power producing breeders are still some years in the future. Technical feasibility of fast breeders has been proven, but competitiveness of large breeders with more conventional fossil fired or thermal reactor plants is still to be demonstrated. Advanced breeders, such as gas-cooled fast reactors with carbide fuels and direct cycle gas turbines, promise to have power costs comparable to the most optimistic estimates made for fusion reactors by the end of this century.
INTRODUCTION

It has been recognized by early nuclear power pioneers such as E. Fermi and W. Zinn that fast neutron fission reactors could breed more fissile material than they consume, and that such breeding would eventually become necessary to extend the known resources of uranium for economic electric power. As a matter of fact, the first fast reactor, Clementine, was operated in 1946 at Los Alamos with mercury cooling. It is interesting to remember that the first electric power from fission came from the first fast breeder reactor: EBR I produced 100 Kw of electrical power in 1951 at Arco, Idaho.

Since that time, a large amount of research and development has been carried on around the world in the fast breeder field, mostly in USA, USSR and Western Europe. While a number of experimental facilities have been operated, the first large electric power producing demonstration plants are only now being built. A significant amount of development is still necessary to transform those fast breeders into commercial power plants. The timetable is still somewhat uncertain and varies from one country to another, but it is generally agreed that by the mid-1980s, large fast breeder plants should be economically competitive.

In our report, we are going first to look at the requirements for electric power and more specifically for nuclear power and consider the fuel requirements and the resources available. We will then briefly mention the principles of fast and thermal breeders, and compare the two main types of fast breeders (LMFBR and GCFR). We will try to explain the main reasons for worldwide interest in FBR and state the main remaining development problems. We will then recall the historical evolution of FBR and describe the existing programs. Finally we shall make an attempt at cost comparison between fission and fusion reactors and suggest a timetable for those various concepts.
ELECTRIC POWER REQUIREMENTS

The increasing needs for electric power around the world lead to doubling times for power generation between 7 and 10 years. The fraction of total power requirements corresponding to electric power is also rapidly increasing. In the next thirty years (1970-2000), the US electric industry will build nearly ten times as much generating capacity as exists today. The present thermal generating capacity in the US is expected to increase from 270 000 MWe in 1970, to over 1 100 000 MWe by 1990 and 2 300 000 MWe by 2000 [Ref. 1]. The electrical energy generated in thermal plants which was 600x10^9 Kwh in 1960, and is 1300x10^9 Kwh in 1970, is expected to increase to over 5500x10^9 Kwh by 1990. Therefore the level of fuel consumption in 1990 will be over four times the level in 1970. The annual fuel needs in millions of tons of coal (or coal equivalent) will increase from about 535 in 1970 to over 2200 by 1990.

The present fuels for thermal plants producing electric power are now gas, oil, coal and uranium. In the US in 1970, most of the electrical energy comes from coal (about 300x10^6 ton/year), oil (about 270x10^6 bbl/year), and natural gas (3x10^{12} ft^3/year). Present forecasts show a decrease in coal uses by 1990 (~226x10^6 ton/year) and an increase in oil needs (by a factor of about 2.4) and gas needs (about doubled). This forecast assumes that by 1990 approximately half of the electrical generation capacity of thermal plants in the US will come from nuclear energy (500 000 to 600 000 MWe nuclear) and that about 70% of the total electric energy generated will come from nuclear plants. The nuclear fuel requirements in net tons of U_3O_8, increase from approximately 8000 in 1970, to 52 000 in 1980 and 90 000 in 1990. By the end of this century, it is expected that about half of the total US energy requirements will be provided by electricity, i.e., more than one-third of the total energy produced will come from nuclear power.

While the previous data correspond to US needs, similar requirements exist in the Western world. For instance, the annual needs in EEC countries will be about 30 000 metric tons of natural uranium in 1975; by 1980, they should be between 56 000 and 80 000 tons [Ref. 2]. For 310 000 to 410 000 MWe of installed nuclear power in the year 2000 in EEC countries, a total
of 325,000 to 525,000 metric tons of natural uranium will be required between 1970 and 2000.

Let us recall that the forecasts for nuclear power growth in the US show about 150,000 MWe installed by 1980, 500,000 MWe by 1990 and 10^6 MWe by the year 2000 [Ref. 3]. Figure 1 from the EEI Fast Breeder Reactor Report for 1968 shows that the US resources at less than $10/pound of U_3O_8 are about 0.66x10^6 short tons. Those low cost resources should be exhausted by about 1985, even with plutonium recycle in light water reactors. The total estimated resources below $15/pound of U_3O_8 of about 10^6 short tons would be reached some time around 1990. While those 1968 AEC estimates are subject to increases as new reserves are discovered, large investments in exploration, mining, milling and diffusion plants would be needed to meet the increasing ore requirements of LWR; without breeders, a total of about 3x10^6 short tons of U_3O_8 would be needed by the year 2000. With the introduction of advanced converters such as HTGR in the 1970s, the need for uranium ores will already be reduced significantly since new fissile material (U-233) is bred in another material (thorium) and the total uranium requirements of HTGR are about half those of LWR (see Table I from Ref. 4). Furthermore, HTGR fuel cycle costs are not as sensitive to increase in ore costs as are LWR fuel cycle costs and more expensive ores could therefore be used economically in HTGRs. But, even with a mixture of HTGR, LWR and fossil-fueled plants, it is estimated that about 2.5x10^6 tons of U_3O_8 would be used in the USA in the 50-year period between 1970 and 2020. Introduction of fast breeder reactors in 1984 is estimated to reduce those requirements to 1.1x10^6 tons of U_3O_8, which is equivalent to a saving of 4x10^11 tons of coal [Ref. 5]. The annual ore requirements would peak below 10^5 tons of U_3O_8 by 1990 and would decrease to about half this number by the year 2020.

The previous data correspond to US needs; we have already seen that similar requirements exist for Western Europe. The situation is worse there since the uranium resources are rather meager (only about 50,000 tons of natural uranium reserves in France), while the requirements are much larger. For instance, the annual needs of EEC countries by 1980 will already be
between 56,000 and 80,000 tons [Ref. 2]. It is also estimated that nuclear energy in Japan will provide 30% of the total electric energy production by 1978 [Ref. 6]. Furthermore, those countries have no industrial enrichment facilities and now have to import enriched uranium from the US, unless they build natural uranium reactors (Magnox or HWR) which do not appear to be competitive in those countries at the present time, or build their own commercial enrichment plants. Therefore breeding appears to be even more urgently needed in Western Europe and in Japan than in the USA.

**FAST BREEDER REACTOR PRINCIPLES**

Natural uranium contains only 0.7% of the fissionable material U-235, the remainder being U-238. In such reactors as LWR or HTGR, the uranium fuel is enriched through the gaseous diffusion process, to about 4% of U-235 in LWR for instance. While U-235 fission occurs in the reactor, a small fraction of the fertile material is transformed into new fissile material which itself is partly consumed in the reactor: U-238 yields Pu-239 in LWR and Th-232 yields U-233 in HTGR. But, in a light water reactor, less than 5% of the total weight of fissile and fertile material in the core is fissioned before the core is removed for reprocessing; furthermore, a large amount of natural uranium depleted in U-235 has been used in the diffusion plant to produce the 4% enriched uranium. Fuel utilization is better in an advanced converter such as HTGR, approximately by a factor of 2 (see Table I), but the fission fuel is still not used as efficiently as it would be in a breeder. The breeding principle consists of transforming the fertile material (U-238, Th-232) into new fissile material (Pu-239, U-233). A breeder produces more new fissionable material than it consumes, thus leading to enormous extension of the reserves of uranium and thorium: from a few decades with converter reactors, to hundreds or perhaps even thousands of years with fast breeders [Ref. 5].

Before we look in more detail at fast breeders, let us mention that breeding is thought to be feasible in thermal reactors operating with the Th-232/U-233 cycle. The ratio of neutrons produced to neutrons absorbed
in the artificial fissile material U-233 is about 2.2 in a thermal spectrum, which gives a maximum theoretical conversion ratio of 1.2 (ratio of new fissile material to fissile material consumed). Some of the excess neutrons leak out of the reactor or are absorbed in structural materials, and thus breeding will be at best marginal in thermal reactors. There are several types of such near breeders or low gain thermal breeders. The most advanced is the High Temperature Gas Cooled Reactor moderated by graphite and cooled by helium, which now operates on the U-235/Th-232/U-233 cycle: a 40 MWe prototype has been in operation at Peach Bottom since 1967, a 330 MWe plant will be operating in Colorado in 1972 and large HTGRs (600 to 1100 MWe) are now being marketed in Europe and in the US. The existing HTGRs are non-breeders, but if the ore costs justify it, their fuel cycle could be adapted to higher conversion ratios, perhaps by addition of some BeO to the graphite moderator. Two thermal breeder concepts are under development in the US, the Light Water Breeder Reactor (at Bettis Laboratory) and the Molten Salt Reactor (at Oak Ridge National Laboratory). While their breeding gain will always be very low, economic thermal breeders could significantly extend the ore resources by utilizing the important thorium reserves (comparable to the uranium reserves). The thorium cycle has also been considered with heavy water moderation in Canada. Those thermal reactors will probably only develop as high efficiency advanced converters since, at least for the time being, their potential marginal breeding is not justified by current economics.

What are now the main characteristic features of fast breeder reactors? As indicated by their name, most fissions occur at high energies (fast spectrum), and they produce more fissile material than they consume (breeding). Compared to existing thermal nuclear reactors where most fissions occur at thermal energy, the main differences with fast breeders are

- No moderator: in order for most fissions to occur at energies from, say 0.1 Mev to a few Mev, only fuel (fertile and fissile), structural materials (fuel clad, boxes, control rods) and coolant are found in the core.
— A large number of neutrons are produced per neutron absorbed in fissile material: approximately 2.3 neutrons are produced for each neutron absorbed in Pu-239, or about 2.65 neutrons if fast fission in U-238 is taken into account.

— Some of the neutrons produced in the core are absorbed in U-238 to produce Pu-239. Others are absorbed in natural uranium or depleted uranium surrounding the core (blanket) to produce more Pu-239.

— Most nonfuel materials have low neutron absorption cross section in a fast flux as compared to fuel materials (fissile and fertile). Thus, in a large reactor surrounded by blankets, losses by leakage or parasitic absorption may be kept very low.

— The breeding ratio could thus be high, 1.3 to 1.5 with oxide fuels, 1.5 to 1.6 with carbide fuels. Hence rather low doubling times could be obtained (the doubling time is the time required by the reactor to produce enough fissionable material to refuel itself and another reactor of the same power). The doubling time of large fast breeders could be made comparable to the doubling time of electric power generation needs, i.e., 7 to 10 years.

— Since fast reactors are not moderated, their fuel inventory is high (compared to thermal reactors) and their power density is of necessity very high (an order of magnitude higher than thermal reactors).

— Control of fast reactors must also take into account the fact that the characteristic times (neutronic and thermal) are smaller than for thermal reactors.

— Fast breeders are also more sensitive to small dimensional changes in the core, as they affect both reactivity and cooling.

As shown in Table II, a number of fast breeder concepts could be considered with various types of fuel and fertile materials, coolants, reactor
arrangement and power cycles. For various technical and historical reasons, the main types of fast breeder presently under consideration for power reactors are (see Fig. 2)

LMFBR: Liquid metal cooled (Na) with an intermediate sodium circuit (nonactive) and a steam cycle; (UO$_2$-PuO$_2$) fuel in the core and depleted UO$_2$ in the blankets.

GCFR: Gas cooled (helium) with a steam cycle and the same type of fuel as LMFBR

Table III derived from Ref. 3 gives a comparison of advantages and disadvantages of the two main coolant approaches, namely sodium cooling and gas cooling. Table IV shows a simplified comparison of reactor coolants [Ref. 4]: water and helium for thermal reactors, helium and sodium for fast breeders. For typical design conditions of large LMFBRs and GCFRs, the heat transport per unit core frontal area with helium is about 80% of its value with sodium, while the heat transfer per unit fuel surface area is about 60%. Thus, while from a heat transfer viewpoint, pressurized helium is not quite as good as sodium, the gas still can effectively and economically (i.e., with reasonably low pumping power) remove the nuclear heat from the core. A comparison of typical performance of those two types of fast breeder is shown on Table V both for demonstration plants (~300 MWe) and large reactors (~1000 MWe). Comparable doubling times and cycle efficiencies are obtained with the two systems in both cases (demonstration plant and commercial reactor) and with two types of fuel (oxide and carbide). The specific inventory is lower for LMFBR (because of good sodium cooling properties), but the breeding ratio is also lower (because sodium acts as moderator); thus the doubling time is about the same for GCFR and for LMFBR.

INCENTIVES FOR FAST BREEDER REACTOR DEVELOPMENT

Let us restate the main reasons for the world-wide interest in the development of FBRs.

— The reserves of low cost uranium ores in the USA will probably be exhausted some time between 1985 and 1990 (see Fig. 1).
While existing light water reactor costs are very sensitive to increase in ore costs, the fuel cycle costs of advanced converters, and a fortiori breeders, are rather insensitive to such increase. Furthermore, the uranium requirements of fast breeders are very small, since, in principle, 100% of the uranium could be burnt, rather than only a fraction of a percent in LWRs.

- FBRs, as well as HTGRs, will have a much higher thermal efficiency than LWRs: 39 to 42% versus 32%, which reduces the thermal effects of the nuclear power plants. The steam conditions will be comparable to the most modern fossil-fueled plants.

- FBRs will offer a premium market for all the plutonium produced in LWRs. As shown on Fig. 3 (from Ref. 3), about 250 metric tons of plutonium will come out of US light water reactors by 1984. At a price of $8/gram, it represents two billion dollars worth of plutonium.

- The large stockpiles of depleted uranium, estimated to be approximately 400 000 tons of U-238 by 1980, could be used as fertile material in FBRs: in a 30-year period, about 50% of the U-238 in a FBR will be converted into fissile plutonium. Thus the otherwise wasted depleted uranium could greatly increase the world energy resources.

- The projected power costs of FBRs will be lower than those of other reactors (which are already competitive with fossil fuel plants). Table VI adapted from Ref. 7 shows the range of projected costs of 1000 MWe plants after appropriate R&D programs. LMFBRs should give cheaper power than LWRs some time between 1984 and the year 2000 according to the various estimates. Similarly, LMFBRs could become competitive with HTGRs as early as 1986 by assuming high costs for HTGR and low costs for LMFBRs. By taking median values, the data from Table VI show that LMFBRs
should become competitive with LWRs by about 1989 and with HTGRs by about 1995. Similar results obtain with the Gas Cooled Fast Reactor which should be the cheapest system by the end of this century [Ref. 7] since the running costs of GCFR and LMFBR are the same and the plant costs of GCFR should be lower.

A Cost-Benefit Analysis of the US Breeder Program has been performed by the US AEC [Ref. 8]. This study compares the anticipated R&D costs of the breeder program to the expected savings in energy costs. This evaluation mainly considers the Liquid Metal Fast Breeder Reactor but it also mentions the effect of a parallel breeder program. With LMFBRs introduced in 1984, rising uranium costs, constant fossil fuel costs and a 6.3% per year growth rate of electrical energy demand (11.4 years doubling time), the benefit-to-cost ratio is 3.64 (for a discount rate of 7%). This is the ratio of anticipated savings to development costs, discounted to 1970. If GCFRs are introduced at the same time as LMFBR, the benefit-to-cost ratio may be shown to increase to 4.47, assuming a LMFBR installed capacity double that of the GCFR. Those results correspond to gross discounted savings compared to a non-breeder economy from 9 to 12 billion dollars, or more than 200 billion (1970) dollars benefits from 1984 to 2020 [Ref. 5]. In this analysis, the electrical energy demand increases from 2000x10^9 Kwhr per year in 1980 to 18,500x10^9 Kwhr in 2020. These studies assume a mixture of LWRs, HTGRs and FBRs introduced at different rates and dates.

DEVELOPMENT PROBLEMS OF FAST BREEDER SYSTEMS

The development problems of the two FBR systems are somewhat different, except for fuel development since both LMFBR and GCFR use the same type of UO\textsubscript{2}-PuO\textsubscript{2} stainless steel clad fuel pins. Tables VII and VIII show the status of FBR technologies [Ref. 9] and the major development areas for LMFBR and for GCFR [Ref. 3]. No basic feasibility problem is involved, and those developments are only required to obtain economic power from fast breeder power plants. FBR developments, system and component design, fuel
considerations, and core heat removal were discussed at the 1968 American Nuclear Society Meeting in Washington and are reported in Refs. 10 and 11. Before we emphasize the most important remaining problems, let us briefly describe these two FBR systems.

Figure 2 shows very schematically the sodium and the gas fast systems. In the LMFBR, the reactor core is cooled by a flow of primary sodium which exchanges its heat in a primary heat exchanger with a secondary sodium coolant. This nonradioactive secondary sodium raises steam in another heat exchanger and the steam expands in a steam turbine driving a generator. The primary sodium loop which has to be heavily shielded is sometimes contained in a large pool of sodium where one finds the reactor core, blankets and shields, the primary pumps, and the primary heat exchangers. In a GCFR, the primary loop comprising the reactor core and internals, the helium circulators and the steam generators, is contained within a Prestressed Concrete Reactor Vessel which holds the gas pressure (70 to 120 atm). The steam raised in the heat exchanger then expands in a steam turbine. In some advanced concepts, the hot gas out of the reactor expands directly into gas turbines which drive both helium compressors and generators [Ref. 12]. As previously mentioned, the cores of the LMFBR and GCFR are very similar, consisting of assemblies of vertical fuel elements, each containing a number (200 to 300) of fuel pins cooled by axial flow of sodium or helium respectively.

The advantages claimed by the proponents of these two systems, which both have high thermal efficiency and potentially low doubling times, are mainly

LMFBR: a) Good heat transfer characteristics with low coolant pressure
b) Potential for low specific fissile inventory
c) Good emergency cooling possibilities, especially if the core can always be kept under sodium.

GCFR: a) Inert, and transparent coolant which does not interfere with core neutronics
b) Potential for high breeding gain
c) Simplified operation and maintenance, and no need for intermediate coolant loop.

The GCFR design contemplates commonality of fuel with LMFBR, obtained by equalizing the pressure on both sides of the cladding [Ref. 13]. GCFR fuel will use artificial surface roughening to improve the surface heat transfer coefficient [Ref. 14]. Furthermore, as indicated in Table VII, a great deal of the HTGR technology is applicable to GCFR.

Besides the fuel problems which are common to both systems and will be discussed later on, the special development problems seem to be in the area of steam generators for sodium cooling and helium circulators for gas cooling. In view of the chemical reactions between sodium on one hand, water, steam and air on the other hand, the design of reliable, safe and economic sodium-cooled steam generators is a difficult problem which is now under development in a number of countries, such as France, Germany, Japan, UK, US and USSR [Refs. 10 and 11]. Core heat removal does not appear to be a problem in helium-cooled fast breeders under normal operation, but cooling must be insured under all circumstances, including the removal of afterheat once the reactor is shut down. Therefore reliable and redundant helium circulators (and drives) must be provided. A large amount of circulator design and testing is now taking place for thermal helium cooled reactors (HTGR) which should also be applicable to fast systems [Ref. 15]. Extension of the PCRV experience is also required since helium pressure in a GCFR is about double that found in thermal systems [Ref. 12]. Both LMFBR and GCFR require fast and reliable in-core instrumentation, although of a different nature: thermocouples are needed in both systems for measurement of coolant temperature at the exit of the fuel elements. But sodium might boil and be ejected out of the core in case of supersaturation, and acoustic monitors may be needed for early detection of boiling in order to avoid failure propagation and the effects of a positive void coefficient of reactivity. Detailed experimental verifications of core thermal and mechanical behavior are required for both FBR systems.
The maximum fuel burnup required for large economic fast breeders varies from 7-8% to about 10%, according to European or US estimates [Ref. 7]. Satisfactory experience has been obtained in fast test facilities in the US (EBR II) and in Europe (Rapsodie in France and Dounreay in UK), but only up to 5 to 8% with mixed oxide fuels. While the desired burnup has nearly been reached, the fast fluence (which indicates the amount of radiation damage) was usually a factor 3 to 4 lower than the fluence desired for large breeders (2-4x10^{23} n/cm^2 > 0.1 Mev). Even with demonstration plants of approximately 300 MWe, the fast flux will be only about 1/3 and the fast fluence/burnup ratio only about 1/2 of the values for 1000 MWe reactors. The Fast Flux Test Facility (FFTF) will have a fast flux comparable to that of large FBRs (~7x10^{15} n/cm^2-sec above 0.1 Mev), but this large test reactor (400 MWe) will only start operation in the US in 1974-75.

As shown in Table IX the design characteristics of fuel elements for fast breeder reactor prototypes are very similar, even with gas cooling. The fuel pin is small (0.5-0.6 cm pellet diameter), long (~100 cm) with a thin stainless steel clad (OD/ID: 1.12-1.16). The maximum linear rating is 13-18 Kw/ft (425-585 w/cm), the design hot spot clad temperature is 665-730C and the maximum burnup is 50-100 Mwd/Kg (fuel). A core plan for a 300 MWe GCFR demonstration plant is shown on Fig. 4 which is very similar to a LMFBR core.

Although fuel swells at high burnups, swelling of the stainless steel clad under high fast neutron fluences may even be more limiting. This radiation swelling of the steel depends both on fluence and temperature and may therefore cause serious distortion and bowing of the fuel elements. Close to 10% volume expansion of 20% cold-worked 316 stainless steel could be expected at fluences of about 10^{23} n/cm^2 (>0.1 Mev) at 500C. Figures 5 and 6 show the strong dependence of radiation swelling upon fluence (significant only above ~0.5x10^{23} n/cm^2) and upon temperature (maximum for stainless steels around 450C). Some metallurgical improvements could be expected, but the nonuniform swelling of the fuel elements may have to be accommodated by leaving a clearance between elements (less detrimental to
the neutron economy in GCFR than LMFBR) and by periodic rotation of the fuel elements [Ref. 16].

**HISTORICAL FBR DEVELOPMENTS AND WORLD PROGRAMS**

As previously mentioned, the first fast reactor (Clementine) was operated in the US in 1946. Since then a number of fast reactors have been operated or are being built in the US and abroad as seen on Table X (from Ref. 8). The first fast breeder, EBR-I was started in the US in 1951 while the first sodium cooled breeders in the USSR and in the UK were started in 1959 (BR 5 and Dounreay respectively). The first fast reactor in France, Rapsodie, went critical in 1967 and has recently been uprated from 20 to 40 MWt. Some characteristics of those first generation fast breeder reactors are shown in Table XI (from Refs. 10 or 11). Most of these first reactors use metallic fuel, except for Rapsodie which uses PuO₂-UO₂ fuel, and BR 5 which had a PuO₂ core and also a UC core; those fast reactors are cooled by liquid metal, Hg, NaK or Na.

Table XII updated from Ref. 3 shows the milestones of the LMFBR programs around the world. Germany, together with Belgium and Holland, Italy and Japan have started ambitious FBR programs which follow by a few years the programs already started in France, UK, USA and USSR. It may be noted that, although the first demonstration plant went critical in 1963 (Enrico Fermi in the US), the next demonstration plant is not scheduled to start until 1970 (BN 350 in the USSR). Figure 7 shows the Fermi reactor which has not yet operated at its design power (200 MWt) since some of the fuel elements experienced melting in 1966. Table XIII shows the second generation of LMFBRs, which are demonstration plants with electric power production in the 250 to 600 MWe range, and not commercial reactors. All of them will have stainless clad UO₂-PuO₂ fuel cooled by sodium. As shown in this table, the net cycle efficiency is high (35 to 42%), and the power density, specific power and linear rating are very similar for all plants. In most cases, the breeding ratio is rather low and therefore the doubling time is high. The assumed maximum burnup varies from 50 to 100 MWd/Kg. Both pool and loop designs are utilized. Figure 8 shows an example of the pool concept.
for the PFR under construction in the UK. Figure 9 from Ref. 17 shows a concept of a 1000 MWe sodium-cooled fast breeder with the same pool design, which should have a net efficiency of 41%, a specific power of 1.3 MWt/Kg(fissile) and an average power density of ~0.6 MWt/liter (of core). With a breeding ratio of 1.4 with PuO₂-UO₂ fuel, the doubling time should be approximately 8 years.

Rather large sums of money are being spent now on LMFBR programs: close to $125 millions per year in the US and about the same amount abroad, mainly in France, Germany, Italy, Japan and UK. The spending level is also high in the USSR where two large reactors are presently under construction, BN 350 and BN 600. It is felt that total expenditures of 2 to 3 billion dollars would have to be spent in the US before the advent of true commercial breeders some time around 1990. As could be seen in Table XIII, the development philosophy is quite different in the US and abroad. A conservative approach is taken by the US AEC [Ref. 18] whereby large component development and fuel testing programs (including full-size loops in a Fast Flux Test Facility) precede the construction of one or more demonstration plants. In other countries, such as France, Germany, UK and USSR, construction of demonstration plants follows closely the operation of first generation reactors (Rapsodie, DFR); a great deal of the fuel testing will be performed in the demonstration plants which therefore are expected to go up to full power rather slowly. This latest approach should lead to earlier commercial development of fast breeders as shown on Table XIV established from recent estimates [Refs. 7, 11, 18, 19, 20]. The first large FBR should operate in USSR before the first US demonstration plant. There now appears to be a lag of several years between the US and the European LMFBR programs.

A review of the US fast breeder reactor program was recently published in Energie Nucleaire [Ref. 21]. The US FBR program was discussed by M. Shaw and J. Yevick of the US AEC and by H. Fenech of the University of California at Santa Barbara. Four US manufacturers described their LMFBR programs, and gas cooled fast reactor developments were also presented (see also Ref. 4) Reports on the US and European GCFR work were recently given at Oak Ridge National Laboratory [Ref. 22] and are discussed by C. Rennie [Ref. 23].
The potential of the GCFR system has previously been discussed in two US AEC reports on alternate breeders [Refs. 24 and 25]. The utilization of a closed cycle helium turbine coupled with a GCFR is presented in Refs. 12 and 26. Figure 10 shows a conceptual design of a GCFR 300 MWe demonstration plant [Ref. 16] whose characteristics are given in Table XV, together with typical design parameters for a 1000 MWe plant. These GCFR designs are based on LMFBR fuel technology and, as shown on Table IX, the fuel element parameters are very similar. The Prestressed Concrete Reactor pressure Vessel containing the core, blankets and shields in a central cavity and the steam generators and helium circulators in satellite cavities is similar to designs for other thermal gas-cooled reactors such as AGR or HTGR. Design and safety studies for a GCFR demonstration plant are being pursued by Gulf General Atomic Incorporated together with 41 US and one foreign utility company. Some fuel irradiation is being performed under US AEC sponsorship and work in heat transfer and fluid flow is under way in a joint program with the Swiss Federal Institute (EIR). Besides government studies in Europe, a Gas-cooled Breeder Reactor Association has been set up in Brussels in 1969 by 11 industrial groups, utilities, and government organizations with members from seven European countries. It appears that the development of an alternate breeder system could proceed with a timetable not very different from that of the LMFBR, i.e., a large commercial GCFR with steam cycle could be in operation some time between 1985 and 1990.
CONCLUSIONS

We have tried to show the status of fast breeder reactors which have now been under development for about 20 years in this country and will probably be built in large numbers by utilities some time in the coming twenty years. The timetable for introduction of FBRs is different in Europe and in the US because of different needs. Uranium and thorium reserves are much larger in the US where enrichment facilities are also readily available and therefore it does not appear that there is an urgent need for breeders in this country before about 1990, while they may be needed in Europe a few years before (1980-1985). Most of the development work up to now has been performed for Liquid Metal Fast Breeder Reactors, but Gas-Cooled Fast breeder Reactors based on similar fuel technology will benefit from the advent of High Temperature Gas-cooled Reactors and should be competitive at about the same time. Fast breeders will considerably extend the use of fission fuels (uranium and thorium) since they make a very efficient use of fissile material and breed new fissile material from fertile material. The plutonium produced by existing Light Water Reactors will be used in FBRs and thermal and fast reactors will probably coexist for a number of years, together with fossil fuel plants (especially for small plant sizes).

It is interesting to speculate, now that we have attempted to answer the question why breeders? how those advanced fission reactors will fit in the timetable for fusion reactors. In an article published in the June 1970 issue of Fortune [Ref. 27], entitled "The Hot New Promise of Nuclear Power," Mr. T. Alexander writes "The closest to hand is the fast breeder fission reactor, the technical and economic feasibility of which seems assured. The other, and potentially far better, is controlled thermonuclear fusion. In some ways complementary to the breeder, in some ways competitive, the fusion principle is inherently safer and cleaner. And if direct conversion of fusion energy to electricity could be achieved, as many now believe, civilization might obtain its energy at a price far lower than ever imagined." He continues by stating that a Controlled Thermonuclear Reactor has not yet reached the stage of the first fission reactor in 1942.
The timetable for fusion reactors varies according to the degree of optimism, but it was pretty much agreed at the Culham meeting [Ref. 28] that a true controlled nuclear reaction (producing more power than is provided to it) could be expected to occur during this decade. In view of the difficult problems of economic fuel injection and material behavior under high neutron bombardment [Ref. 29], especially for the most promising (D-T) reaction, it is questionable that an acceptable commercial fusion reactor could be built before the end of this century. As we have seen, there is no immediate need for fusion reactors from the viewpoint of fuel resources. It is true that the inventory of radioactive materials will be smaller in a fusion reactor than in a fast breeder of the same power, and also that a fusion reactor does not contain several critical masses. But a large amount of radioactive tritium circulates in the various loops of a fusion reactor and the materials in the blankets (niobium or molybdenum) become quite active. Therefore fusion reactors will also most probably require a secondary containment like fast breeders. The much lower thermal pollution (~90% overall efficiency) claimed for fusion reactors will only be obtained in the next century with direct conversion of thermonuclear power to electricity from such reactions as (D-He³) which require a much higher ignition temperature than (D-T) reactions. In the present systems with intermediate fluids such as lithium [Refs. 30, 31] or helium [Ref. 32], and a steam turbine or gas turbine cycle, the net efficiency of fusion systems is comparable to that of advanced fission reactors (~40%) when the energy required for coolant pumping and fuel injection is taken into account.

At this point, it may be interesting to look briefly at the world reserves of fission and fusion fuel and also at a brief comparison of extrapolated power costs. We first remark that approximately the same amount of energy is obtainable per unit mass of fission fuel (U or Th) or fusion fuel (lithium needed to breed tritium): about 1 MW-day/gram. Table XVI derived from Ref. 33, shows that the energy content of (U + Th) and of lithium are about the same; even if more lithium were discovered, the content of natural lithium in the earth's crust (65 ppm) is only four times that of U + Th (16 ppm). Therefore the amount of energy obtainable from
the (D-T) fusion reaction is of the same order of magnitude as the energy obtainable from fission reactions, i.e., sufficient for a large number of centuries. Deuterium out of the oceans will then carry on the burden for millennia. The last remark concerns power costs; which, it is recognized, are much harder to ascertain for an unknown technology such as fusion reactors than for an extrapolation of known technology, namely fast breeders. Using numbers presented by Werner et al. in Ref. 31, the capital cost of a 4200 MWe fusion reactor is about $235/Kwe, while the running costs, including fuel, are about 1.75 mill/Kwh: therefore the net power costs are approximately 6.45 mill/Kwh. The data given by the latest EEI report [Ref. 7] for 1000 MWe GCFR plants in the year 2000 are $150-180/Kwe and 0.7-0.9 mill/Kwh running costs, leading to total power costs of only 3.7 to 4.5 mill/Kwh. Even using the more optimistic data from Carruthers et al. [Ref. 33], the capital costs for a 2100 MWe fusion reactor is 175-188 $/Kwe and the running costs are about 0.21 mill/Kwh, leading to power costs of 3.71-3.97 mill/Kwh, compared to about 3.73 mill/Kwh for a fast breeder of the same electrical output. With the previous data it appears that the first large (D-T) fusion reactors could only be marginally competitive with fast breeder reactors by the year 2000. There most probably will be room for advanced thermal fission reactors, fast breeders and fusion reactors for many years, with possibly even symbiosis between the various types of reactors, such as breeding of thermal fission fuel (U-233) in fast breeders, or breeding of fast breeder fuel (Pu-239) in fusion reactors [Ref. 34].

Let us conclude by quoting from Chairman Seaborg's speech of November 26, 1969 [Ref. 5]. "If the energy potential of breeders is so good, why bother with trying to achieve controlled thermonuclear fusion?...I mentioned earlier that fission through breeders would supply us with energy for centuries or perhaps thousands of years. With the successful utilization of controlled fusion, man will have virtually an unlimited energy resource at hand. Even at a power consumption rate many times that of today's, he will have an energy reserve that will last for millions of years."
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<table>
<thead>
<tr>
<th>Natural U required for first core, tonnes $U_3O_8$</th>
<th>LWR</th>
<th>HWR+</th>
<th>Magnox+</th>
<th>HTGR</th>
<th>GCFR**</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural U required for yearly feed, tonnes $U_3O_8$</td>
<td>580</td>
<td>300</td>
<td>1130</td>
<td>450</td>
<td>700</td>
</tr>
<tr>
<td>Natural U equivalent of yearly U discharge, tonnes $U_3O_8$</td>
<td>170</td>
<td>150</td>
<td>330</td>
<td>55</td>
<td>—</td>
</tr>
<tr>
<td>Natural U equivalent of yearly Pu discharge, tonnes $U_3O_8$</td>
<td>40</td>
<td>—</td>
<td>—</td>
<td>5</td>
<td>—</td>
</tr>
<tr>
<td>Net yearly requirements tonnes $U_3O_8$</td>
<td>110</td>
<td>150</td>
<td>330</td>
<td>50</td>
<td>-75</td>
</tr>
<tr>
<td>Total 30-yr commitment tonnes $U_3O_8$</td>
<td>3770</td>
<td>4650</td>
<td>10,700</td>
<td>1900</td>
<td>-1500</td>
</tr>
</tbody>
</table>

Similar results obtain for LMFBRs.

* LWR = light water cooled and moderated reactor
HWR = heavy water cooled and moderated reactor
Magnox = $CO_2$ cooled, graphite moderated, natural uranium reactor
HTGR = high temperature gas cooled reactor (Thorium cycle)
GCFR = gas cooled fast breeder reactor ($PuO_2-UO_2$ fuel)

+Throw-away cycle

** Assuming fissile plutonium equal to 100% enriched U-235.
(Fertile material: depleted uranium ~1 tonne $U_3O_8$/yr)
<table>
<thead>
<tr>
<th>Design Variable</th>
<th>Options</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fissile material</td>
<td>U-235, Pu mixtures</td>
</tr>
<tr>
<td>Fertile material</td>
<td>U-238, depleted U, Th-232</td>
</tr>
<tr>
<td>Type of fuel</td>
<td>metal, oxide, carbide</td>
</tr>
<tr>
<td>Reactor coolant</td>
<td>liquid metal (Na, NaK), gas (He, CO₂)</td>
</tr>
<tr>
<td></td>
<td>steam</td>
</tr>
<tr>
<td>Reactor arrangement</td>
<td>integrated concept (pool), loop design</td>
</tr>
<tr>
<td>Power cycle</td>
<td>direct (gas turbine), indirect (gas/steam)</td>
</tr>
<tr>
<td></td>
<td>intermediate loop (Na/Na/steam)</td>
</tr>
</tbody>
</table>
TABLE III
Comparison of FBR Coolant Approaches
(from EEI, April 1968)

<table>
<thead>
<tr>
<th>Sodium-Cooled</th>
<th>Gas-Cooled</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ADVANTAGES</strong></td>
<td></td>
</tr>
<tr>
<td>1. Good emergency and post-accident cooling</td>
<td>1. Chemically and neutronically inert</td>
</tr>
<tr>
<td>2. Low pressure</td>
<td>2. No coolant phase-change void effect</td>
</tr>
<tr>
<td>3. Extensive fast reactor fuel and component experience</td>
<td>3. High internal conversion ratio and long refueling intervals</td>
</tr>
<tr>
<td>4. Good heat transfer characteristics</td>
<td>4. Potential high breeding ratio and short doubling time</td>
</tr>
<tr>
<td>5. Vented fuel possible</td>
<td>5. Vented fuel possible</td>
</tr>
<tr>
<td>6. Low specific inventory potential</td>
<td>6. Small positive void coefficient</td>
</tr>
</tbody>
</table>

<p>| <strong>DISADVANTAGES</strong>                  |                                                                             |
| 1. Opaque fluid                    |                                                                             |
| 2. Chemically and neutronically active | 1. No fast reactor fuel and component experience                           |
| 3. Phase change-void effect         | 2. Emergency cooling problem                                                |
| 4. Secondary heat transport system required. | 3. Heat transfer limited                                                  |
| 5. Component development required   | 4. Stringent leak requirements                                              |
| 6. Lack of electric utility experience with sodium | 5. Component development required                                      |
|                                   | 6. High coolant velocity                                                   |
|                                   | 7. High pressure                                                          |</p>
<table>
<thead>
<tr>
<th>COOLANT</th>
<th>WATER</th>
<th>HELIUM</th>
<th>SODIUM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reactor Type</td>
<td>(PWR)</td>
<td>(HTGR - GCFR)</td>
<td>(LMFBR)</td>
</tr>
<tr>
<td>Average temperature (°C)</td>
<td>300</td>
<td>600</td>
<td>450</td>
</tr>
<tr>
<td>Average pressure (atm)</td>
<td>150</td>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>ΔT (coolant rise) °C</td>
<td>25</td>
<td>400</td>
<td>300</td>
</tr>
<tr>
<td>Density ρ (g/cm³)</td>
<td>0.70</td>
<td>0.003</td>
<td>0.0062</td>
</tr>
<tr>
<td>Specific heat C_p (wsec/g-°C)</td>
<td>5.2</td>
<td>5.2</td>
<td>1.25</td>
</tr>
<tr>
<td>Flow velocity V (cm/sec)</td>
<td>400</td>
<td>5000</td>
<td>8000</td>
</tr>
<tr>
<td>Heat transport per unit frontal area</td>
<td>36,000</td>
<td>31,000</td>
<td>78,000</td>
</tr>
<tr>
<td>$\rho V C_p \Delta T$ (w/cm²)</td>
<td></td>
<td></td>
<td>100,000</td>
</tr>
<tr>
<td>Heat transfer coefficient h (w/cm²-°C)</td>
<td>3</td>
<td>0.3</td>
<td>1.5*</td>
</tr>
<tr>
<td>Average film drop Δt (°C)</td>
<td>25</td>
<td>200</td>
<td>100</td>
</tr>
<tr>
<td>Heat transfer per unit surface area $h \Delta t$ (w/cm²)</td>
<td>75</td>
<td>60</td>
<td>150</td>
</tr>
</tbody>
</table>

*With artificial surface roughening doubling the heat transfer coefficient.
### TABLE V
TYPICAL PERFORMANCE OF FAST BREEDER REACTORS

<table>
<thead>
<tr>
<th></th>
<th>DEMONSTRATION PLANT*</th>
<th></th>
<th></th>
<th>COMMERCIAL REACTOR**</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Na</td>
<td>He</td>
<td>Na</td>
<td>He</td>
<td>Na</td>
<td>He</td>
</tr>
<tr>
<td><strong>Coolant</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Na</td>
<td>He</td>
<td>Na</td>
<td>He</td>
<td>Na</td>
<td>He</td>
</tr>
<tr>
<td>Fuel</td>
<td>UO₂-PuO₂</td>
<td>UO₂-PuO₂</td>
<td>UC-PuC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Power (MWe)</td>
<td>250-500</td>
<td>310</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>Inventory (Kg-fiss(core)/MWe)</td>
<td>2.5-3.5</td>
<td>4.4</td>
<td>1.55</td>
<td>2.6</td>
<td>1.45</td>
<td>2.0</td>
</tr>
<tr>
<td>Breeding ratio</td>
<td>1.1-1.3</td>
<td>1.33</td>
<td>1.31</td>
<td>1.51</td>
<td>1.50</td>
<td>1.60</td>
</tr>
<tr>
<td>Doubling time (year)</td>
<td>15-20</td>
<td>~20</td>
<td>8</td>
<td>8</td>
<td>4.5</td>
<td>4.5</td>
</tr>
<tr>
<td>Coolant exit temp. (°C)</td>
<td>540-590</td>
<td>540</td>
<td>650</td>
<td>635</td>
<td>585</td>
<td>590</td>
</tr>
<tr>
<td>Cycle efficiency</td>
<td>0.39-0.41</td>
<td>0.38</td>
<td>0.43</td>
<td>0.40</td>
<td>0.39</td>
<td>0.38</td>
</tr>
<tr>
<td>Capital costs ($/Kwe)</td>
<td>150</td>
<td>130</td>
<td>150</td>
<td>130</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fuel costs (mill/Kwh)</td>
<td>0.8</td>
<td>0.8</td>
<td>0.4</td>
<td>0.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Power costs (mills/Kwh)</td>
<td>4.2</td>
<td>3.8</td>
<td>3.8</td>
<td>3.4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* LMFBR demonstration plants in France, Germany, UK and USA. GCFR designs from GGA.

** The costs are taken from US AEC studies (1969)
### TABLE VI
PROJECTED NUCLEAR POWER COSTS (1970 dollars)*

<table>
<thead>
<tr>
<th>Year of Startup</th>
<th>LWR</th>
<th>HWR</th>
<th>HTGR</th>
<th>LMFBR</th>
<th>GCFR</th>
<th>MSBR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1975</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plant ($/Kwe)</td>
<td>200-240</td>
<td>280-340</td>
<td>230-270</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Energy (mill/Kwhr)</td>
<td>6-7</td>
<td>6.8-8.2</td>
<td>6.1-7.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1980</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plant ($/Kwe)</td>
<td>170-210</td>
<td>270-330</td>
<td>180-220</td>
<td></td>
<td></td>
<td>Demonstration plant</td>
</tr>
<tr>
<td>Energy (mill/Kwhr)</td>
<td>5.2-6.2</td>
<td>6.6-8.0</td>
<td>5.1-6.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1985</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plant ($/Kwe)</td>
<td>160-190</td>
<td>220-260</td>
<td>160-190</td>
<td>220-260</td>
<td></td>
<td>Demonstration plant</td>
</tr>
<tr>
<td>Energy (mill/Kwhr)</td>
<td>4.9-5.7</td>
<td>5.5-6.5</td>
<td>4.6-5.4</td>
<td>5.5-6.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1990</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plant ($/Kwe)</td>
<td>155-185</td>
<td>200-240</td>
<td>150-180</td>
<td>180-220</td>
<td>225-275</td>
<td>Demonstration plant</td>
</tr>
<tr>
<td>Energy (mill/Kwhr)</td>
<td>4.8-5.6</td>
<td>4.8-5.8</td>
<td>4.3-5.1</td>
<td>4.5-5.5</td>
<td>5.6-6.8</td>
<td></td>
</tr>
<tr>
<td>2000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plant ($/Kwe)</td>
<td>150-180</td>
<td>180-200</td>
<td>135-165</td>
<td>160-190</td>
<td>150-180</td>
<td>150-180**</td>
</tr>
<tr>
<td>Energy (mill/Kwhr)</td>
<td>4.7-5.5</td>
<td>4.2-5.2</td>
<td>4.0-4.8</td>
<td>3.9-4.7</td>
<td>3.7-4.5</td>
<td>3.7-4.5</td>
</tr>
</tbody>
</table>

*from Ref. 7, Edison Electric Institute 1970 report

** beyond 2000
## TABLE VII
### Status of FBR Technologies

<table>
<thead>
<tr>
<th>Technological area under study or development</th>
<th>GCFR</th>
<th>LMFBR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coolant</td>
<td>Considerable operating experience with British reactors (CO₂) and US and European HTGR (helium)</td>
<td>Operating experience with EBR-II, SEFOR and Fermi in the US, DFR in England and Rapsodie in France</td>
</tr>
<tr>
<td>Fuel</td>
<td>GCFR fuel design will be based primarily on LMFBR experimental data. Heat transfer results with roughened surfaces available mostly from European GCRs.</td>
<td>Experimentation is underway. High burnup on fuels will be tested upon completion of the Fast Flux Test Facility and the demonstration plant.</td>
</tr>
<tr>
<td>Pressure vessels</td>
<td>Considerable PCRV experience in England and Europe. Fort St Vrain should provide any added US experience required.</td>
<td>High pressure primary containment not required.</td>
</tr>
<tr>
<td>Pumps and circulators</td>
<td>HTGR experience will be directly applicable to GCFR. Fort St Vrain circulator development program has been completed. Also, UK and European gas-cooled reactors from which to draw experience.</td>
<td>Both mechanical and electromagnetic pumps are under study. Mechanical pumps seem to be favored. Pumps to about 20,000 gpm will be needed for demonstration plants. Larger sizes will be needed for 1000 MWe plants. At present, 12,000 gpm is largest size operated.</td>
</tr>
<tr>
<td>Steam generators</td>
<td>Steam generators for Peach Bottom HTGR are operating satisfactorily at design output. Steam generators for use at Fort St Vrain are of a different design. Final proof testing of the design will occur when Fort St Vrain starts up in 1971. Since GCFR steam generators will be the same design principles as the Fort St Vrain generators, Fort St Vrain will provide most of the necessary steam generator experience.</td>
<td>Present steam generators use bi-metallic tubes to mitigate corrosion problems. Only the Fermi reactor has a single tube steam generator and it has a history of leakage. However, successful single tube steam generators will probably be required for economical operation. Considerable amount of sodium steam generator testing now underway.</td>
</tr>
</tbody>
</table>
**TABLE VIII**

**MAJOR DEVELOPMENT AREAS FOR LMFBR AND GCFBR**
(from Ref. 3)

<table>
<thead>
<tr>
<th>Item</th>
<th>Na Gas</th>
<th>Na Gas</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Physics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Large Pu criticals</td>
<td>X X</td>
<td></td>
</tr>
<tr>
<td>Doppler confirmation</td>
<td>X X</td>
<td></td>
</tr>
<tr>
<td>Data methods</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Coolant reactivity</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Void coefficients</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td><strong>Safety</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Realistic DBA**</td>
<td>X X</td>
<td></td>
</tr>
<tr>
<td>Loss of coolant</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Emergency decay cooling</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Coolant voiding effects</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Fuel failure propagation</td>
<td>X X</td>
<td></td>
</tr>
<tr>
<td><strong>Core Design</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fuel element structure</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>S/A irradiation testing</td>
<td>X X</td>
<td></td>
</tr>
<tr>
<td>Coolant boiling effects</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Heat transfer/hydraulics</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Core clamping and hold-down</td>
<td>X X</td>
<td></td>
</tr>
<tr>
<td><strong>Plant Design</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emergency decay coolant</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Temperature optimization</td>
<td>X X</td>
<td></td>
</tr>
<tr>
<td>Fuel transfer system</td>
<td>X X</td>
<td></td>
</tr>
<tr>
<td>System transients</td>
<td>X X</td>
<td></td>
</tr>
<tr>
<td><strong>Components</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Steam generator</td>
<td>X X</td>
<td></td>
</tr>
<tr>
<td>PCRV</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Pumps/blowers</td>
<td>X X</td>
<td></td>
</tr>
<tr>
<td>Fuel handling</td>
<td>X X</td>
<td></td>
</tr>
</tbody>
</table>

*Areas where effort is required are indicated by an X.

**Design Basis Accident**
TABLE IX

CHARACTERISTICS OF STAINLESS STEEL CLAD, MIXED OXIDE FUEL ELEMENTS
FOR FAST BREEDER REACTOR PROTOTYPES

<table>
<thead>
<tr>
<th>Coolant</th>
<th>PFR UK</th>
<th>Phenix France</th>
<th>SNR Germany</th>
<th>BN-350 USSR</th>
<th>BN-600 USSR</th>
<th>GE USA</th>
<th>AI USA</th>
<th>Westinghouse USA</th>
<th>GGA USA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power, MWe</td>
<td>Sodium</td>
<td>250 (275)*</td>
<td>233</td>
<td>295</td>
<td>350</td>
<td>600</td>
<td>310</td>
<td>500</td>
<td>300</td>
</tr>
<tr>
<td></td>
<td>Sodium</td>
<td>295</td>
<td>350</td>
<td>600</td>
<td>310</td>
<td>500</td>
<td>300</td>
<td>500</td>
<td>50-100</td>
</tr>
<tr>
<td>Pellet diameter, cm</td>
<td>Sodium</td>
<td>0.50</td>
<td>0.55</td>
<td>0.52</td>
<td>0.52</td>
<td>0.60</td>
<td>0.51</td>
<td>0.54</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>Sodium</td>
<td>0.50</td>
<td>0.55</td>
<td>0.52</td>
<td>0.60</td>
<td>0.51</td>
<td>0.54</td>
<td>0.56</td>
<td>0.62</td>
</tr>
<tr>
<td>Cladding OD/ID</td>
<td>Sodium</td>
<td>1.15</td>
<td>1.16</td>
<td>1.15</td>
<td>1.13</td>
<td>1.135</td>
<td>1.16</td>
<td>1.135</td>
<td>1.125</td>
</tr>
<tr>
<td></td>
<td>Sodium</td>
<td>1.15</td>
<td>1.16</td>
<td>1.15</td>
<td>1.13</td>
<td>1.135</td>
<td>1.16</td>
<td>1.135</td>
<td>1.15</td>
</tr>
<tr>
<td>Maximum linear rating, Kw/ft</td>
<td>Sodium</td>
<td>13.5</td>
<td>14.5</td>
<td>17.5</td>
<td>14</td>
<td>13 (av)</td>
<td>15</td>
<td>15</td>
<td>13.5</td>
</tr>
<tr>
<td></td>
<td>Sodium</td>
<td>13.5</td>
<td>14.5</td>
<td>17.5</td>
<td>14</td>
<td>13 (av)</td>
<td>15</td>
<td>15</td>
<td>13.5</td>
</tr>
<tr>
<td>Hot spot cladding temperature at mid-radius, C</td>
<td>Sodium</td>
<td>650 (700)*</td>
<td>700 (730)*</td>
<td>700</td>
<td>710</td>
<td>690</td>
<td>~700</td>
<td>~700</td>
<td>665</td>
</tr>
<tr>
<td></td>
<td>Sodium</td>
<td>650 (700)*</td>
<td>700 (730)*</td>
<td>700</td>
<td>710</td>
<td>690</td>
<td>~700</td>
<td>~700</td>
<td>665</td>
</tr>
<tr>
<td>Maximum burnup, 10^3 MWD/tonne</td>
<td>Sodium</td>
<td>70</td>
<td>&gt;50</td>
<td>85</td>
<td>&gt;50</td>
<td>100</td>
<td>100</td>
<td>75 (av)</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Sodium</td>
<td>70</td>
<td>&gt;50</td>
<td>85</td>
<td>&gt;50</td>
<td>100</td>
<td>100</td>
<td>75 (av)</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Helium</td>
<td>Sodium</td>
<td>Sodium</td>
<td>Sodium</td>
<td>Sodium</td>
<td>Sodium</td>
<td>Sodium</td>
<td>Sodium</td>
<td>Sodium</td>
</tr>
<tr>
<td></td>
<td>Helium</td>
<td>Sodium</td>
<td>Sodium</td>
<td>Sodium</td>
<td>Sodium</td>
<td>Sodium</td>
<td>Sodium</td>
<td>Sodium</td>
<td>Sodium</td>
</tr>
</tbody>
</table>

*For later cores.
<table>
<thead>
<tr>
<th>Name</th>
<th>Country</th>
<th>Power (MWt)</th>
<th>Coolant</th>
<th>Initial Operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clementine</td>
<td>United States</td>
<td>0.025</td>
<td>Hg</td>
<td>1946</td>
</tr>
<tr>
<td>EBR I</td>
<td>United States</td>
<td>1.0</td>
<td>NaK</td>
<td>1951</td>
</tr>
<tr>
<td>BR 2</td>
<td>USSR</td>
<td>0.1</td>
<td>Hg</td>
<td>1956</td>
</tr>
<tr>
<td>BR 5</td>
<td>USSR</td>
<td>5.0</td>
<td>Na</td>
<td>1959</td>
</tr>
<tr>
<td>Dounreay</td>
<td>Great Britain</td>
<td>60.0</td>
<td>NaK</td>
<td>1959</td>
</tr>
<tr>
<td>LAMPRE</td>
<td>United States</td>
<td>1.0</td>
<td>Na</td>
<td>1961</td>
</tr>
<tr>
<td>EBR II</td>
<td>United States</td>
<td>60.0</td>
<td>Na</td>
<td>1963</td>
</tr>
<tr>
<td>Fermi</td>
<td>United States</td>
<td>200.0</td>
<td>Na</td>
<td>1963</td>
</tr>
<tr>
<td>Rapsodie</td>
<td>France</td>
<td>20.0¹</td>
<td>Na</td>
<td>1967</td>
</tr>
<tr>
<td>SEFOR</td>
<td>United States²</td>
<td>20.0</td>
<td>Na</td>
<td>1969</td>
</tr>
<tr>
<td>BR 60 (BOR)</td>
<td>USSR</td>
<td>60.0</td>
<td>Na</td>
<td>1970</td>
</tr>
<tr>
<td>BN 350</td>
<td>USSR</td>
<td>1000.0</td>
<td>Na</td>
<td>1970</td>
</tr>
<tr>
<td>PFR</td>
<td>Great Britain</td>
<td>600.0</td>
<td>Na</td>
<td>1972</td>
</tr>
<tr>
<td>JEFR</td>
<td>Japan</td>
<td>100.0</td>
<td>Na</td>
<td>1973</td>
</tr>
<tr>
<td>Phenix</td>
<td>France</td>
<td>600.0</td>
<td>Na</td>
<td>1973</td>
</tr>
<tr>
<td>FFTF</td>
<td>United States</td>
<td>400.0</td>
<td>Na</td>
<td>1974</td>
</tr>
<tr>
<td>PEC</td>
<td>Italy</td>
<td>140.0</td>
<td>Na</td>
<td>1975</td>
</tr>
<tr>
<td>NA 2</td>
<td>W. Germany³</td>
<td>750.0</td>
<td>Na</td>
<td>1975</td>
</tr>
<tr>
<td>BN 600</td>
<td>USSR</td>
<td>1470.0</td>
<td>Na</td>
<td>1976</td>
</tr>
</tbody>
</table>

¹Being increased to over 40 MWt in 1970.
²With Germany and Euratom.
³With Belgium and Netherlands.
<table>
<thead>
<tr>
<th>Table XI: First Generation Fast Breeder Reactors</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Reactor Power</strong></td>
</tr>
<tr>
<td>Thermal, MW(th)</td>
</tr>
<tr>
<td>0.025</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>Electrical, MW(e)</td>
</tr>
<tr>
<td>0</td>
</tr>
</tbody>
</table>

| **Core**                                      |
| Fuel                                          |
| Pu-Metal | U-Metal | U-Metal | U-Metal | Pu-Metal | Pu-Metal | PuO₂ | U-Metal | PuO₂/UO₂ |
| Thermal, MW(th)                               |     |       |       |        |        |      |        |        |
| 2.5     | 6      | 65    | 420   | 1.7    | 1.7    | 17   | 120   | 54     |
| Electrical, MW(e)                             |     |       |       |        |        |      |        |        |
| 0.016  | 0.02   | 0.3   | 0.37  | 0      | 0.008  | 0.1  | 0.24  | 0.14   |

| **Primary Heat Transfer System**              |
| Coolant                                       |
| Hg | NaK | Na | Na | - | Hg | Na | NaK | Na |
|     |     |    |    |   |    |    |     |    |
|     |     |    |    |   |    |    |     |    |

| **Design**                                    |
| USA | USSR | UK | France |
|     |      |    |        |
| 1945 | 1945 |    | 1956   |
| 1946 | 1949 |    | 1957   |
| 1957 | 1957 |    | 1955   |
| 1963 | 1963 |    | 1956   |
| 1963 | 1963 |    | 1957   |
| 1965 | 1965 |    | 1965   |

| **Remarks**                                   |
| USA | USSR | UK | France |
|     |      |    |        |
| 1. fast reactor, reactor                     |     |    | US-Core|
| 1. nuclear electricity generation            |     |    | since 1965 |
| 1. Pu-fueled reactor                         |     |    | UC-Core|
| since 1962                                   |     |    | since 1965 |

(RAPSODIE is not really a reactor of the first generation, it belongs, to a large extent, to the second generation.)
## Table XII

FBR Programs—Milestones (from Ref. 3)

<table>
<thead>
<tr>
<th>Milestone Description</th>
<th>USA</th>
<th>USSR</th>
<th>UK</th>
<th>France</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start initial studies</td>
<td>1945</td>
<td>1949-1950</td>
<td>1951</td>
<td>1956</td>
</tr>
<tr>
<td>First critical facility operation</td>
<td>1955</td>
<td>1955</td>
<td>1954</td>
<td>--</td>
</tr>
<tr>
<td>5% burnup in thermal flux FBR pins fast flux</td>
<td>1960</td>
<td>1961</td>
<td>1964</td>
<td>1968</td>
</tr>
<tr>
<td>Test reactor critical</td>
<td>1969 (SEFOR)</td>
<td>1969 (BOR)</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Large test (&gt;5 MWt or loops operation: &gt;5000 gpm)</td>
<td>1966 (SCTI)</td>
<td>1966</td>
<td>1967 (large Na-H O)</td>
<td>1967 (Rapsodie)</td>
</tr>
<tr>
<td>Large reactor critical (estimate)</td>
<td>~1984</td>
<td>1975</td>
<td>1979</td>
<td>1980</td>
</tr>
<tr>
<td>Professional Staff</td>
<td>~1000</td>
<td>~650</td>
<td>~700</td>
<td>~30</td>
</tr>
<tr>
<td>R&amp;D funds through 1967</td>
<td>?</td>
<td>?</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>millions $ : 1967 annual</td>
<td>~70</td>
<td>~35</td>
<td>~30</td>
<td>~30</td>
</tr>
<tr>
<td>: 70 - 75 annual big increase?</td>
<td></td>
<td>increase</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reactor construction</td>
<td>EBR I-II</td>
<td>LAMPRE</td>
<td>Fermi</td>
<td>45 Rapsodie</td>
</tr>
<tr>
<td>millions $ : already built</td>
<td>90</td>
<td>24</td>
<td>70 PFR</td>
<td>100 Phenix</td>
</tr>
<tr>
<td>: being built or discussed</td>
<td>SEFOR</td>
<td>FFTF</td>
<td>3 Dems.?</td>
<td></td>
</tr>
</tbody>
</table>
Table XII contd.

<table>
<thead>
<tr>
<th></th>
<th>Germany/Belgium/Holland</th>
<th>Italy</th>
<th>Japan</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start initial studies</td>
<td>1956 (Belgium), 1960 (Germany)</td>
<td>1962</td>
<td>1962</td>
</tr>
<tr>
<td>First critical facility</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>operation</td>
<td>1966</td>
<td>--</td>
<td>1967</td>
</tr>
<tr>
<td>Experimental reactor critical</td>
<td>1970 (KNK-Na)</td>
<td>--</td>
<td>1973 (JEBR)</td>
</tr>
<tr>
<td>5% burnup in thermal flux</td>
<td>1968</td>
<td>1968</td>
<td>1969</td>
</tr>
<tr>
<td>FBR pins fast flux</td>
<td>1968</td>
<td>1975 (PEC)</td>
<td>1972 (140 MWt)</td>
</tr>
<tr>
<td>Test reactor critical</td>
<td>--</td>
<td>1975 (PEC)</td>
<td>1972 (~100 MWt)</td>
</tr>
<tr>
<td>Large test loops operation</td>
<td>1965 (5 MWt SG)</td>
<td>1972 (50 MWt SG)</td>
<td>(under consideration)</td>
</tr>
<tr>
<td>(&gt;5 MWt or &gt;5000 gpm)</td>
<td>1969 (88000 gpm pump</td>
<td>1972 (50 MWt SG)</td>
<td>(under consideration)</td>
</tr>
<tr>
<td></td>
<td>1968 (large Na-H20)</td>
<td>1972 (50 MWt SG)</td>
<td>(under consideration)</td>
</tr>
<tr>
<td></td>
<td>1970 (50 MWt SG)</td>
<td>1972 (50 MWt SG)</td>
<td>(under consideration)</td>
</tr>
<tr>
<td>Professional staff</td>
<td>200-250 (Germany)</td>
<td>~100</td>
<td>~150</td>
</tr>
<tr>
<td>1966-1967</td>
<td>150-200 (Belgium + Holland)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R&amp;D funds millions $</td>
<td>~60 (Germany), ~10 (Belgium &amp; Holland) ~15</td>
<td>~10</td>
<td>?</td>
</tr>
<tr>
<td>:through 1967</td>
<td>~40 (+15 Belgium &amp; Holland) ~10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>:1967 annual</td>
<td>increase</td>
<td>big increase</td>
<td>big increase</td>
</tr>
<tr>
<td>:70 - 75 annual</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Professional staff</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reactor construction millions $ :already built</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>:being built or discussed</td>
<td>HNK, Na Dem. (300)</td>
<td>PEC Na Dem. (140)</td>
<td>JEBR Na Dem. (150)</td>
</tr>
</tbody>
</table>
## TABLE XIII
LMFBR Demonstration Plants*

<table>
<thead>
<tr>
<th>Reactor Power</th>
<th>USA</th>
<th>USSR</th>
<th>UK</th>
<th>France</th>
<th>Germany</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal, MWt</td>
<td>GE</td>
<td>Westinghouse</td>
<td>AI</td>
<td>BN-350**</td>
<td>BN-600</td>
</tr>
<tr>
<td>Electrical, MWe</td>
<td>750</td>
<td>770</td>
<td>1250</td>
<td>1000</td>
<td>1470</td>
</tr>
<tr>
<td>Net efficiency (%)</td>
<td>310</td>
<td>300</td>
<td>~500</td>
<td>350</td>
<td>600</td>
</tr>
<tr>
<td>Core (reference)</td>
<td>41.4</td>
<td>39</td>
<td>40</td>
<td>35</td>
<td>40.8</td>
</tr>
<tr>
<td>Fuel: pin length (cm)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>diameter (cm)</td>
<td>90</td>
<td>76</td>
<td>125</td>
<td>~90</td>
<td>70</td>
</tr>
<tr>
<td>Core volume (liter)</td>
<td>0.58</td>
<td>0.64</td>
<td>0.64</td>
<td>~0.60</td>
<td>0.69</td>
</tr>
<tr>
<td>Fuel rating av, MWt/kg fissile</td>
<td>2000</td>
<td>~2000</td>
<td>3100</td>
<td>1900</td>
<td>~2300</td>
</tr>
<tr>
<td>Power density av MWt/liter (core)</td>
<td>0.82</td>
<td>0.85</td>
<td>0.93</td>
<td>~1.28</td>
<td>1.22</td>
</tr>
<tr>
<td>Linear rod power max, W/cm</td>
<td>0.31</td>
<td>0.39</td>
<td>~0.37</td>
<td>0.5</td>
<td>0.55</td>
</tr>
<tr>
<td>Breeding ratio</td>
<td>500</td>
<td>450</td>
<td>490</td>
<td>470</td>
<td>~500</td>
</tr>
<tr>
<td>Burnup, MWd/Kg (max)</td>
<td>1.2</td>
<td>1.22</td>
<td>1.3</td>
<td>1.5</td>
<td>~1.35</td>
</tr>
<tr>
<td>Primary Heat Transfer System</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type</td>
<td>pool</td>
<td>loop</td>
<td>loop</td>
<td>loop</td>
<td>pool</td>
</tr>
<tr>
<td>Number of coolant loops</td>
<td>3</td>
<td>2+1</td>
<td>3</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Coolant temperature</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Core inlet, C</td>
<td>425</td>
<td>400</td>
<td>405</td>
<td>300</td>
<td>380</td>
</tr>
<tr>
<td>Core outlet, C</td>
<td>590</td>
<td>550</td>
<td>570</td>
<td>500</td>
<td>550</td>
</tr>
<tr>
<td>Steam conditions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temperature, C</td>
<td>510</td>
<td>480</td>
<td>~480</td>
<td>435</td>
<td>505</td>
</tr>
<tr>
<td>Pressure, atm</td>
<td>170</td>
<td>170</td>
<td>~170</td>
<td>45</td>
<td>140</td>
</tr>
</tbody>
</table>

*PuO₂-UO₂ fuel, stainless steel clad.  **UO₂ for the first load (950 Kg of U-235)
### TABLE XIV

**ESTIMATED LMFBR POWER PLANTS TIMETABLE**

<table>
<thead>
<tr>
<th></th>
<th>Demonstration Plant (250 to 500 MWe)</th>
<th>Large Plant (600 to 1000 MWe)</th>
<th>Commercial Plant (&gt; 1000 MWe)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>France</strong></td>
<td>1973*</td>
<td>1980</td>
<td>~1984</td>
</tr>
<tr>
<td><strong>Germany</strong></td>
<td>1975*</td>
<td>1980</td>
<td>~1986</td>
</tr>
<tr>
<td><strong>Japan</strong></td>
<td>1977</td>
<td>1979</td>
<td>1987?</td>
</tr>
<tr>
<td><strong>UK</strong></td>
<td>1972*</td>
<td>1979</td>
<td>~1983</td>
</tr>
<tr>
<td><strong>USA</strong></td>
<td>1977-78</td>
<td>1984</td>
<td>~1990</td>
</tr>
<tr>
<td><strong>USSR</strong></td>
<td>1970*</td>
<td>1976*</td>
<td>~1980</td>
</tr>
</tbody>
</table>

*Plants under construction or committed*
TABLE XV

TYPICAL PARAMETERS FOR GAS-COOLED FAST BREEDER REACTORS

<table>
<thead>
<tr>
<th>Plant</th>
<th>Commercial Reactor</th>
<th>Demonstration Plant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrical power (Mw)</td>
<td>1000</td>
<td>311</td>
</tr>
<tr>
<td>Thermal power (Mw)</td>
<td>2530</td>
<td>826</td>
</tr>
<tr>
<td>Net cycle efficiency (%)</td>
<td>39.5</td>
<td>37.6</td>
</tr>
<tr>
<td>Helium pressure (atm)</td>
<td>85</td>
<td>85</td>
</tr>
<tr>
<td>Reactor inlet temperature (C)</td>
<td>340</td>
<td>312</td>
</tr>
<tr>
<td>Reactor outlet temperature (C)</td>
<td>635</td>
<td>541</td>
</tr>
<tr>
<td>Midclad hot spot temperature (C)</td>
<td>800</td>
<td>700</td>
</tr>
<tr>
<td>Maximum linear rating (w/cm)</td>
<td>580</td>
<td>450</td>
</tr>
<tr>
<td>Maximum fuel burnup (Mwd/t)</td>
<td>100,000</td>
<td>50,000-100,000</td>
</tr>
<tr>
<td>Active core volume (liters)</td>
<td>8600</td>
<td>3200</td>
</tr>
<tr>
<td>Active core length (cm)</td>
<td>160</td>
<td>100</td>
</tr>
<tr>
<td>Fuel pin outside diameter (cm)</td>
<td>0.8</td>
<td>0.715</td>
</tr>
<tr>
<td>Clad OD/ID</td>
<td>1.10</td>
<td>1.15</td>
</tr>
<tr>
<td>Fuel volume fraction</td>
<td>0.30</td>
<td>0.30</td>
</tr>
<tr>
<td>Coolant volume fraction</td>
<td>0.54</td>
<td>0.45</td>
</tr>
<tr>
<td>Reactor pressure drop (atm)</td>
<td>3.4</td>
<td>2.7</td>
</tr>
<tr>
<td>Average rating Mw/kg (fissile)</td>
<td>0.90</td>
<td>0.60</td>
</tr>
<tr>
<td>Average power density kw/l (core)</td>
<td>270</td>
<td>240</td>
</tr>
<tr>
<td>Total pumping power (Mw)</td>
<td>~100</td>
<td>~50</td>
</tr>
<tr>
<td>Average fuel enrichment (%)</td>
<td>18</td>
<td>12</td>
</tr>
<tr>
<td>Fuel life (year)</td>
<td>2.3</td>
<td>2.4</td>
</tr>
<tr>
<td>Doubling time (year)</td>
<td>9</td>
<td>21</td>
</tr>
<tr>
<td>Conversion ratio</td>
<td>1.5</td>
<td>1.33</td>
</tr>
<tr>
<td>Steam conditions:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temperature, C (F)</td>
<td>538 (1000)-538 (1000)</td>
<td>468 (875)-496 (925)</td>
</tr>
<tr>
<td>Pressure, atm (psi)</td>
<td>163 (2400)</td>
<td>196 (2900)</td>
</tr>
</tbody>
</table>

*PuO₂-UO₂ fuel with stainless steel clad and surface roughening.
### TABLE XVI

**ENERGY CONTENT OF WORLD FUEL RESERVES**

\((1Q = 10^{18} \text{ Btu})\)

<table>
<thead>
<tr>
<th></th>
<th>High Grade Ores</th>
<th>Low Grade Ores (estimate)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Uranium</strong></td>
<td>76</td>
<td>5x10^6</td>
</tr>
<tr>
<td><strong>Thorium</strong></td>
<td>48</td>
<td>7x10^6</td>
</tr>
<tr>
<td><strong>U + Th</strong></td>
<td>124</td>
<td>12x10^6</td>
</tr>
<tr>
<td><strong>Lithium</strong></td>
<td>18*</td>
<td>5x10^6</td>
</tr>
<tr>
<td>(Li^6 in oceans)</td>
<td></td>
<td>6x10^6</td>
</tr>
<tr>
<td><strong>Total Li</strong></td>
<td></td>
<td>11x10^6</td>
</tr>
</tbody>
</table>

Assumptions: 100% utilization of U and Th by breeders; Li^6 content (7.4%) burnt in D-T reactors.

*very conservative figure because of low demand. (From Ref. 33)*
(a) Case 1 - LWR's Without Recycle.
(b) Case 2 - LWR's With Recycle
(c) Case 3 - LWR's With FBR's Introduced in 1980.

Note: U₃O₈ reserves indicated are 1968 AEC values for the long term. Quantities for the 1980 period are 100,000 tons less because of unavailability of uranium by-product material.

---

Fig. 1 — Cumulative U₃O₈ Requirements.
FIGURE 2. Fast breeder reactor systems
Fig. 3 — Fissile Plutonium Recovered from Light Water Reactors.
FIGURE 4. Plan view of 300 MWe GCFR core
FIGURE 5. Swelling of stainless steel. [Ref. 10]
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FIGURE 8. PFR Primary Circuit [Ref. 20]
FIGURE 9. Sodium Breeder Reactor Plant. [Ref. 17]
FIGURE 10. Nuclear steam supply of 300 MWe GCFR
WHY FUSION?*
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INTRODUCTION:

Could controlled fusion power change our future? To answer this question we must understand the relationships that exist between population expansion, living standards, raw materials, pollution and energy resources. In Figure 1, the apartment house represents the size of the earth, with its limited amount of space.¹ The man sitting on the top floor represents North America. The three men down below on the second floor represent the other developed countries -- primarily Europe, Russia, and Japan. The eight people down on the bottom floor represent the less-developed world -- Asia (less Japan), Africa and South America. That is essentially the ratio of population in these groups -- 1:3:8.² On the right side of Figure 1 is an energy source. It represents our present sources of energy which are primarily the fossil fuels. Those who use most of the energy live on the upper floors and they are getting pollution from their energy sources. The raw materials necessary to maintain the life of ease on the top floor are being placed on the dumbwaiter (shown at the left of the figure) by those on the bottom floor. Since nothing is really used up but only transformed, almost everything ends up as pollution on the upper floors. This piles up and trickles down a little bit on those living below. Also, the tenants of this apartment house have developed the habit of keeping numbers of bombs to secure a more livable environment.

*From the transcribed tape of the speech delivered June 5, 1970, at the Fusion Reactor Design Symposium, Lubbock, Texas.
Now for some actual data. Figure 2 is a plot of energy consumption versus the Gross National Product on a per capita basis for nations of the world. Although imperfect, the GNP is a good measure of living standards. And you see there is a very close relationship between energy use and living standards. The developed countries, such as the U.S. and Canada are up on top, the rest of the developed world is in the middle and the underdeveloped countries, which use practically no energy, are down in the lower left hand corner accompanied by very poor living standards. Let's look at use of materials versus energy consumption as shown in Figure 3. The only data that I could find on the use of materials was for steel, which is a good indicator. Again, if we look at who's using all the materials we see the U.S. sitting up on top, all the other developed countries tend to be in the middle and if you look down in the corner, we find all of the less developed countries. Now I would project that pollution will probably follow the same pattern. This is shown in Figure 4. If you go to Guinea, you wouldn't see much pollution, but in the U.S., large quantities of raw materials are being used and disposed of accompanied by the pollution from the energy sources.

**POPULATION:**

To obtain total worldwide figures, we must use population as a multiplier factor for all of the above data. Figure 5 shows how this multiplier is projected to change in the future. It's a very steep rising curve showing a world population of 6 or 7 billion and a U.S. population of over 300 million by the year 2000.
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But population estimates are predictions and can change. Figure 6 illustrates this. Where you are in time can have a large effect upon what the future population is projected to be. For example, if you were back in the depression days of the 1930's and you said, "What is the population of the U.S. going to be in the year 2000", you would find it was going to decrease. If you were predicting it in the year 1960, you would estimate over 400 million by 2000. Right now we're on a downward trend. Maybe people are seeing the future a little bleaker than they were before or maybe they are consciously attempting to create a more desirable future. Who are the people making the decisions that will determine what our population will be? They are the women, the mothers, who are having children. They fall over a narrow age range. Figure 7 shows the distribution of the U.S. population versus age. You find that about 90% of the births occur for women in the range between 16 and 35. So it is this age group that determines what our future population will be. From now on I'm going to assume that the population that we will be dealing with in the year 2000 and the demands that we'll be talking about will be based upon a U.S. population of 315 million and a world population of between 6 and 7 billion. But remember, we have made an assumption and a small group of people, if persuaded, could change the entire population question.

**MATERIALS:**

As the population and standard of living rise so do the world's needs for raw materials. The upper portion of Figure 8 shows the recent
Comparison of population estimates for the United States. Curves for the four terminal years indicated are generated by connecting points predicted on the assumption of simple constancy of trends, starting from the years indicated on the horizontal axis. Births are adjusted for underregistration.
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sharp rise in the world's population and a corresponding very sharp rise in the world's demand for iron. For a developed country, like the U.S., the bottom portion of Figure 8, shows that we are now importing a portion of our raw materials. In Figure 9, you see that we are importing copper. In fact, we are importing a portion of almost all of our materials from overseas.\textsuperscript{9,10} We are producing less than we are using. We are, along with the other developed countries of the world, now dependent upon external sources to maintain our standard of living. Let's recognize that the mineral resources of the world are not equally distributed among the continents and the nations of the world, and that during the current period of history we are depleting the richest mineral deposits and districts that ever existed. These were created over billions of years, and we're depleting them in decades.

The developed nations are becoming increasingly dependent upon the less developed nations to supply materials. Figure 10 shows a picture of a new Buick, however, the metal composition of the car happens to be for an old Buick, because I had to get it from scrap data. Where is the material for U.S. automobiles coming from? You see that about $\frac{3}{4}$ of a ton is coming from foreign sources.\textsuperscript{11} We as individuals in this country, are creating these demands. And thus, in a way, we are creating a mandate upon our government to secure by political or military means these raw materials obtainable only beyond our own boundaries.

To better understand the magnitude of the problem, I took the Bureau of Mines' figures for commercial grade ore reserves -- both known and assumed
U.S. INCREASING DEPENDENCE ON IMPORTS

Figure 8
U.S. INCREASING DEPENDENCE OF IMPORTS

Figure 9
## FOREIGN METALS IN A U.S. AUTOMOBILE

<table>
<thead>
<tr>
<th>Metal</th>
<th>Total Pounds</th>
<th>From Foreign Countries</th>
<th>Pounds of Foreign Metal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iron</td>
<td>3,705</td>
<td>36%</td>
<td>1,334</td>
</tr>
<tr>
<td>Copper</td>
<td>52</td>
<td>38%</td>
<td>20</td>
</tr>
<tr>
<td>Lead</td>
<td>24</td>
<td>58%</td>
<td>14</td>
</tr>
<tr>
<td>Aluminum</td>
<td>48</td>
<td>89%</td>
<td>44</td>
</tr>
<tr>
<td>Zinc</td>
<td>123</td>
<td>59%</td>
<td>77</td>
</tr>
<tr>
<td>Other Materials</td>
<td>415</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>4,367</strong></td>
<td><strong>--</strong></td>
<td><strong>1,489</strong></td>
</tr>
</tbody>
</table>

Figure 10
reserves. Then I projected that the present population of the world had our standard of living and asked how long would these reserves last. Figure 11 shows what would happen during the lifetime of an individual, in say 70 years. We see that within decades we would really be depleting all of what you might call the vitamins of our industrial society. The materials needed for the galvanized steel, the stainless steel, the copper wire, the photographic film, and so on -- and you must also recognize that these metals occur in the earth's crust in very few parts per million. Once the high quality ore is gone, we will have a very hard job obtaining additional new metal. Now there are certain metals that are relatively abundant such as aluminum, iron, and magnesium that we don't have immediate worries about. Figure 12 shows that the grade of ore we have been mining, for instance in copper, has been decreasing in the U.S. Figure 13 shows that although our production of ore is changing only slowly, the amount of energy being used to obtain these ores has recently rapidly risen. Increased energy will be required as one goes to the lower grade ores.

POLLUTION

Let's look at the question of pollution. We really don't use anything up; actually all we do is alter its form. Figure 14 is a plot of the refuse production per person in the U.S. versus time. These data were obtained before the Solid Wastes Program of HEW made a careful study. That study showed we are already generating 7 pounds of household, commercial, and municipal wastes per person per day. And that if you add on the wastes being produced by the industries that provide our high standard of living you must add another 3 pounds, so each person in this country is now
### Depletion of World Reserves of Commercial Grade Ores if World Population Had U.S. Living Standard

<table>
<thead>
<tr>
<th>Metal</th>
<th>Abundance in Earth's Crust</th>
<th>Parts per Million</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aluminum</td>
<td>81,300</td>
<td></td>
</tr>
<tr>
<td>Iron</td>
<td>50,000</td>
<td></td>
</tr>
<tr>
<td>Magnesium</td>
<td>20,900</td>
<td></td>
</tr>
<tr>
<td>Chromium</td>
<td>Stainless Steel</td>
<td>200</td>
</tr>
<tr>
<td>Nickel</td>
<td>Stainless Steel</td>
<td>80</td>
</tr>
<tr>
<td>Tungsten</td>
<td>Abrasion Resistance</td>
<td>69</td>
</tr>
<tr>
<td>Copper</td>
<td>Electrical Wire</td>
<td>70</td>
</tr>
<tr>
<td>Lead</td>
<td>Storage Batteries</td>
<td>16</td>
</tr>
<tr>
<td>Zinc</td>
<td>Galvanized Steel</td>
<td>220</td>
</tr>
<tr>
<td>Tin</td>
<td>Tinplate for Cans</td>
<td>40</td>
</tr>
<tr>
<td>Molybdenum</td>
<td>Hardening Steel</td>
<td>15</td>
</tr>
<tr>
<td>Mercury</td>
<td>Chlorine Production</td>
<td>0.5</td>
</tr>
<tr>
<td>Silver</td>
<td>Photographic Film</td>
<td>0.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Years to Depletion</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>12</td>
</tr>
<tr>
<td>24</td>
</tr>
<tr>
<td>36</td>
</tr>
<tr>
<td>48</td>
</tr>
<tr>
<td>60</td>
</tr>
<tr>
<td>72</td>
</tr>
</tbody>
</table>
DOMESTIC PRODUCTION OF METALLIC COPPER

GRADE OF ORE MINED

GRADE OF COPPER ORE MINED IN U.S.

Figure 12
INCREASING ENERGY USE FOR METAL PRODUCTION

Figure 13
responsible for about 10 pounds of waste per day. Some interesting
total waste production in the United States were given
for 1967: household, commercial and industrial total 360 million tons per year.
To that add agriculture waste which is 550 million tons, animal waste (for all
the fine steaks we eat) -- 1 1/2 billion tons, and mining wastes -- over
1.1 billion tons. So the grand total is something like 2 1/2 billion
 tons per year.

Now what do we do with all this? There are really three sinks
we can put it in. We can put it in the ocean, and that's what we
do with a lot of it. We essentially use the rivers as a means of
transporting the wastes to the ocean. This creates what is commonly
known as water pollution. Another way is to burn it and this, of course,
releases particulate matter and CO₂ and other gases to the air. We
looked at how much CO₂ would be released in the year 2000 if all of
the municipal refuse was burned and it was 444 million tons per year,
just from the U.S. alone. Another alternative is to bury it. From
Figure 15 we see that between 1965 and 2000, 10 billion tons would be
accumulated just from the municipal refuse. If all this were
compacted and disposed of by sanitary landfill, it would require burial
to a depth greater than 10 feet in a land area the size of the State of
Delaware. If a burial depth of 20 feet were used, the land area could
be reduced to the size of the State of Rhode Island. The average
composition of municipal refuse is shown in Figure 16. The refuse
is mostly paper, but it does contain much valuable material such as metal.
Practically everything that we use reappears in our wastes. From Figure 17,
you see that the municipal refuse is not too bad an ore with almost 7%
iron plus a number of other valuable elements, if they only could be
REFUSE PRODUCTION PER PERSON IN THE U.S.

Figure 14
LAND AREA REQUIRED IF ALL REFUSE PRODUCED IN THE UNITED STATES IS DISPOSED OF BY SANITARY LANDFILL

<table>
<thead>
<tr>
<th>YEAR</th>
<th>ACCUMULATED SOLID WASTE (10^9 TONS)</th>
<th>SQUARE MILES OF LAND AT FINAL DEPTHS OF (1)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>10 FT</td>
</tr>
<tr>
<td>1965</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1970</td>
<td>0.85</td>
<td>187.5</td>
</tr>
<tr>
<td>1975</td>
<td>1.84</td>
<td>406.3</td>
</tr>
<tr>
<td>1980</td>
<td>2.99</td>
<td>671.9</td>
</tr>
<tr>
<td>1985</td>
<td>4.31</td>
<td>968.8</td>
</tr>
<tr>
<td>1990</td>
<td>5.82</td>
<td>1296.9</td>
</tr>
<tr>
<td>1995</td>
<td>7.55</td>
<td>1687.5</td>
</tr>
<tr>
<td>2000</td>
<td>9.49</td>
<td>2125.0</td>
</tr>
</tbody>
</table>

(1) BASED ON FINAL COMPACTION TO DENSITY OF 32 LBS/FT^3.

Figure 15
## Average Composition of Municipal Refuse (% by Weight)

**Rubbish (64 Per Cent)**

<table>
<thead>
<tr>
<th>Item</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paper, All Kinds</td>
<td>42</td>
</tr>
<tr>
<td>Wood and Bark</td>
<td>2.4</td>
</tr>
<tr>
<td>Grass</td>
<td>4.0</td>
</tr>
<tr>
<td>Brush</td>
<td>1.5</td>
</tr>
<tr>
<td>Cuttings, Green</td>
<td>1.5</td>
</tr>
<tr>
<td>Leaves, Dry</td>
<td>5.0</td>
</tr>
<tr>
<td>Leather Goods</td>
<td>0.3</td>
</tr>
<tr>
<td>Rubber</td>
<td>0.6</td>
</tr>
<tr>
<td>Plastics</td>
<td>0.7</td>
</tr>
<tr>
<td>Oils, Paint</td>
<td>0.8</td>
</tr>
<tr>
<td>Linoleum</td>
<td>0.1</td>
</tr>
<tr>
<td>Rags</td>
<td>0.6</td>
</tr>
<tr>
<td>Street Refuse</td>
<td>3.0</td>
</tr>
<tr>
<td>Dirt, Household</td>
<td>1.0</td>
</tr>
<tr>
<td>Unclassified</td>
<td>0.5</td>
</tr>
</tbody>
</table>

**Food Wastes (12 Per Cent)**

<table>
<thead>
<tr>
<th>Item</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Garbage</td>
<td>10.0</td>
</tr>
<tr>
<td>Fats</td>
<td>2.0</td>
</tr>
</tbody>
</table>

**Non Combustibles (24 Per Cent)**

<table>
<thead>
<tr>
<th>Item</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metals</td>
<td>8.0</td>
</tr>
<tr>
<td>Glass and Ceramics</td>
<td>6.0</td>
</tr>
<tr>
<td>Ashes</td>
<td>10.0</td>
</tr>
</tbody>
</table>

Total: 100.0%

Figure 16
<table>
<thead>
<tr>
<th>Element</th>
<th>% by Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>33.345</td>
</tr>
<tr>
<td>O₂</td>
<td>44.700</td>
</tr>
<tr>
<td>H₂</td>
<td>4.800</td>
</tr>
<tr>
<td>Si</td>
<td>4.610</td>
</tr>
<tr>
<td>Al</td>
<td>3.120</td>
</tr>
<tr>
<td>Ti</td>
<td>.112</td>
</tr>
<tr>
<td>Fe</td>
<td>6.645</td>
</tr>
<tr>
<td>Cu</td>
<td>1.377</td>
</tr>
<tr>
<td>Mg</td>
<td>.240</td>
</tr>
<tr>
<td>Na</td>
<td>.730</td>
</tr>
<tr>
<td>S</td>
<td>.202</td>
</tr>
<tr>
<td>Pb</td>
<td>.019</td>
</tr>
<tr>
<td>Mn</td>
<td>.011</td>
</tr>
<tr>
<td>Ni</td>
<td>.005</td>
</tr>
<tr>
<td>Sn</td>
<td>.018</td>
</tr>
<tr>
<td>B</td>
<td>.003</td>
</tr>
<tr>
<td>Zn</td>
<td>.063</td>
</tr>
</tbody>
</table>

100.000

Figure 17
recovered at low cost.\textsuperscript{17}

**ENERGY:**

To better understand the importance of energy, return to Figure 2 which shows the per capita energy use by country versus the standard of living. However, in studying a curve like this, we often forget that it presents an incomplete picture of the total energy we use. The main source of energy for the world is the sun rather than the fossil fuels, water power, and nuclear power which serve as auxiliary energy. This auxiliary energy is part of a feedback loop that determines the efficiency with which the sun's energy is used by mankind as shown in Figure 18. Thus, this auxiliary energy is the true currency of the world for it determines your standard of living -- it's not dollars or rubles, it's energy. Without energy we would quickly return to a primitive state of existence.

If you have an underdeveloped society, only the sun's energy is available to help the man push his plow. He's able to raise enough food to feed himself and his family who also have to work. You don't have much multiplication in the feedback loop. In an advanced industrial country, what you do is add, as you see in Figure 8, auxiliary energy. You essentially open the gate to allow more efficient use of the sun's energy and you do it by producing fertilizers, pesticides, tractors that can plow, refrigerators that can store the food, transportation means and so on. This enables you to support a large population that lives in cities and thinks of new ways to multiply
SIGNIFICANCE OF AUXILIARY ENERGY

OPENING THE GATE FOR THE SUN’S ENERGY
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1,500,000
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WORK GATE
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WORK GATE

AGRICULTURE

FOOD

CITIES, PEOPLE

ADVANCED INDUSTRIAL COUNTRY

Figure 18

280
the efficiency of the feedback loop. You can also see what happens in those food programs where we send food to a country that has not opened its energy gate very far. What you do is bulge the population in the cities. They still don't have the auxiliary energy needed in the feedback loop to handle this population that becomes dependent upon you. And both sides get angry. How does an underdeveloped country get out of this situation? Figure 19 shows the building of a dam in India. These specks are people. And they are crawling up and down building the dam. It's not like the pyramids - when they finish, this dam will produce 460 megawatts of power and 3,000,000 acres of irrigated land. This is the first step on building up an industrial society -- the use of human power (sun's energy) to build the auxiliary energy necessary to amplify the amount of the sun's energy that can be harnessed by civilization. This is about the only way you can do it. Figure 20 shows that you can go up orders of magnitude in the amount of food produced by the use of auxiliary energy. In what form do we use auxiliary energy in the U.S.? Figure 21 shows that most of the energy is not electrical, although we seem to talk as if electrical was the only form of energy. In 1960 only about 1/4 was electrical, in 1980 about a third and we're projecting that in the year 2000 something like a 50-50 split. But let us not forget that we are talking in the controlled fusion program of creating a new source of energy -- not just a source of electricity.

What energy sources are possible -- some are limited while others are "infinite". The ones that are limited are shown in Figure 22. Fossil fuels -- these are limited, irreplaceable, and they're being used up at a fast rate. The questions about their longer term use
Figure 20
center upon the CO2 build up in the atmosphere. How does CO2 affect the weather? What's the affect on photosynthesis? Does it affect the pH in the first layers of the ocean and hence sea life?

The conventional nuclear fission reactor is another auxiliary source. These are the converter reactors such as the pressurized water reactors. They have a very inefficient conversion - 1 or 2% efficiency - for recovery of the fuel heat content from the uranium. And they are using up the U-235. Now that raises the question brought up in the preceeding paper about fission fuel availability at low cost and the need for moving on to more efficient fission reactors -- breeders. If you look at our fission fuel reserves in the U.S., you can see that the "infinite" reserves are very expensive to recover. Take the projected nuclear plants to be built by the year 2000 in the U.S. The fuel needs over their expected life would raise the cost of uranium into the region of $30-$50/pound, if breeders do not come in.

In Figure 23, we have what I will call the "infinite energy sources". First, there will be the fission breeder reactors whose development is further advanced than for any of the other major "infinite energy sources". The questions raised for long term use are on handling of fission products since every ton of uranium produces a ton of fission products. There is safety, which is being worked on hard to eliminate any potential hazards. The radiological concentration processes -- an area where scientific data is still not fully known. Also, the proliferation of nuclear material requires careful study.

In solar energy, the main question that remains is our ability to
LIMITED ENERGY SOURCES

FOSSIL FUELS:
CONCERN: A LIMITED AND IRREPLACABLE NATURAL RESOURCE
QUESTION: ATMOSPHERE CO₂ BUILDUP - EFFECT ON WEATHER, PH OF OCEAN, PHOTOSYNTHESIS

FISSION WATER REACTORS:
CONCERN: USE OF IRREPLACABLE U-235 "SEED - CORN" - ONLY 1-2% EFFICIENCY FOR RECOVERING FUEL'S HEAT CONTENT
QUESTION: FUEL AVAILABILITY AT LOW COST

U. S. URANIUM RESERVES
(U₃O₈)
MILLIONS OF TONS

<table>
<thead>
<tr>
<th>$/lb.</th>
<th>5-30</th>
<th>30-50</th>
<th>50-100</th>
<th>100-500</th>
</tr>
</thead>
<tbody>
<tr>
<td>TOTAL</td>
<td>1.5</td>
<td>8.0</td>
<td>15.0</td>
<td>2000</td>
</tr>
<tr>
<td>ASSURED</td>
<td>(.8)</td>
<td>(5.0)</td>
<td>(6.0)</td>
<td>(500)</td>
</tr>
</tbody>
</table>

U. S. THORIUM RESERVES
(ThO₂)
MILLIONS OF TONS

<table>
<thead>
<tr>
<th>$/lb.</th>
<th>5-30</th>
<th>30-50</th>
<th>50-100</th>
<th>100-500</th>
</tr>
</thead>
<tbody>
<tr>
<td>TOTAL</td>
<td>.6</td>
<td>10.0</td>
<td>25.0</td>
<td>3000</td>
</tr>
<tr>
<td>ASSURED</td>
<td>(.2)</td>
<td>(3.0)</td>
<td>(8.0)</td>
<td>(1000)</td>
</tr>
</tbody>
</table>

Figure 22
"INFINITE" ENERGY SOURCES

MAJOR:

FISSION BREEDER REACTORS:
QUESTION: FISSION PRODUCTS, SAFETY, AND RADIOECOLOGICAL CONCENTRATION PROCESSES, PROLIFERATION OF NUCLEAR MATERIAL

SOLAR ENERGY:
QUESTION: TECHNOLOGICAL ABILITY TO ECONOMICALLY AND EFFICIENTLY CONCENTRATE THE LOW RADIATION ENERGY DENSITY

FUSION REACTOR:
QUESTION: ADEQUATE SCIENTIFIC UNDERSTANDING OF PLASMA PHYSICS (CONFINEMENT AND SCALING LAWS)

MINOR:

OTHER ENERGY SOURCES:
INSUFFICIENT TO MEET FUTURE DEMANDS

WORLD POWER CAPACITY
THOUSANDS OF MW

<table>
<thead>
<tr>
<th>Source</th>
<th>Capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>WATER</td>
<td>2,900</td>
</tr>
<tr>
<td>TIDAL</td>
<td>1,100</td>
</tr>
<tr>
<td>GEOTHERMAL</td>
<td>10</td>
</tr>
<tr>
<td>WIND</td>
<td>NEGLIGIBLE</td>
</tr>
</tbody>
</table>

BUT: WORLD ENERGY REQUIREMENTS = 30,000 BY YEAR 2000

Figure 23
economically and efficiently concentrate the low radiation energy density that is coming in from the sun. There are proposals for the use of satellites to avoid problems created by weather on earth. Maybe there could be research and development programs on how to obtain more efficient solar energy. Almost no effort is being devoted to harnessing solar energy.

For controlled fusion we need a better understanding of the plasma to control confinement and establish scaling laws. Right now we're getting confinement times which are better than needed, but we have to put all three properties - confinement, temperature and density -- into one device and then check the scaling laws. This is the current world objective. Each of these three "infinite" energy sources requires extensive engineering and materials' development -- and fusion is at an early stage.

Looking at other energy sources you find ones that are infinite but insufficient to meet future annual demands. Water -- if you took all the water power that could be developed in the world you could produce only about 1/10 of the world's energy requirements for the year 2000. Geothermal, or wind power, will not meet or come close to meeting the needs that we are going to be facing in this world. We have a very limited choice. We don't have many options. And none of these options are guaranteed at this moment. Environmental limitations could further restrict us. If we don't get an unlimited energy source that is relatively inexpensive or at least somewhere close, we will be in trouble. We will be unable to support the large world population at a standard of living anywhere near what we have now in this country or even what less fortunate countries now hope to obtain.
**Fusion Research**

Most of our efforts in fusion have been in trying to advance the plasma parameters towards the regime needed for fusion reactors. Figure 24 shows how plasma temperature for fusion like densities have moved up. When the fusion program was in its formative stages, there were experts who said we could never reach this minimum ignition temperature of 50 million degrees. Temperature was slowly increased and then suddenly the ignition point was passed and nobody noticed it too much. Now we are well past ignition temperature for fusion reactors and can produce copious amounts of neutrons at will. Incidentally, the temperature of the center of the sun is down there at a tepid 20 million degrees. You barely can see the temperature of a conventional arc on the figure, it is so cold.

In Figure 25 confinement time for toroidal systems is shown. Again we have a long period with not too much change. And then the curve breaks sharply upward. As you heard in the talks earlier this week, the confinement time needed is affected by the size of the system. The Rose study for instance shows that for large systems less than 200 Bohm times are adequate. The confinement time needed for a fusion reactor is not a point but a broad band region and we're now in that region. In fact we are above it. The toroidal multipole experiment at Gulf General Atomics, although at low temperature and low density, has recently shown nearly classical confinement. Incidentally, the Soviet Tokomak T-3, that appears on the chart operates at about 10,000,000°C.
**Minimum Ignition Temperature for a DT Fusion Reactor**

- **Model A Stellarator**
- **Stellarator**
- **Scylla III**
- **Scylla IV**
- **Homopolar**
- **Toy Top**

**NOTE:** Conventional Plasma Arcs (160,000 °C)

Figure 24
CONTAINMENT TIME IN TOROIDAL DEVICES
(RELATIVE SCALE)
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Figure 25
Figure 26 indicates the improvement in an open system. This is the 2X experiment at the Lawrence Radiation Laboratory that is running at 80 million degrees. The plot by years, shows that we have moved closer and closer to what we call classical end loss confinement. We're within a factor of two of this which is probably good enough for reactors. Fast pulsed systems such as the theta pinch likewise are exhibiting excellent confinement properties. In Figure 27, the experimental points for a British theta pinch experiment show that the cross-field plasma loss, instead of being the fast Bohm rate or even 1/10 of that, were at the slow classical rate. The Scylla experiments at the Los Alamos Scientific Laboratory are operating in the range of 50-80 million degrees. Our next objective is to close the open-ended Scylla type experiments and make a toroidal system (Scyllac) that hopefully will maintain this good confinement. These are some points that have given optimism over the last three years. Most of this data is new. It is the reason we started technology studies, and the reason for the Culham conference on Nuclear Fusion Reactors in September 1969, and why we are meeting here today.

FUSION REACTORS:

First, I want to point out that serious fusion reactor technology studies have been underway for less than 3 years. At present these studies represent only a very small amount, something like 2%, of our annual effort. Over three years we have spent about 1½ million dollars on this work. We really do not have details. Many of you may see better ways to accomplish our technological objectives. Don't be afraid to express your ideas because the amount of effort that has gone into this area is small compared to the magnitude of the problem.
DEUTERIUM PLASMA CONFINEMENT IN 2X FACILITY

Figure 26
RADIAL DENSITY DISTRIBUTION IN BRITISH 8-METER THETA-PINCH

(40KV; 20 mTorr; 19.5 μsec)

Figure 27
Deuterium-tritium (D-T) is the fuel cycle usually considered in fusion technology studies since it requires lower temperatures and fewer engineering unknowns before design of a reactor. But the true potential of fusion eventually may lie elsewhere. The exploration of other fuel cycles has only just begun. Although their unknowns are larger, the effort devoted to resolving these uncertainties is as yet miniscule.

Figure 28 gives the possible fuel cycles for fusion reactors. The first three cycles produce neutrons. The only one with a radioactive fuel is D-T. The fourth cycle, p-Li$^6$ has been proposed by Dick Post at LRL. As we move into the possibilities of very high efficiency converters and very good plasma confinement, it becomes possible to consider such cycles, for the future. The main advantage of this cycle is that no matter what you do you get no neutrons. It's all charged particles -- excellent for direct conversion. Maybe its the cycle to consider for those advanced space propulsion missions that have been discussed at this conference. It looks, in any case, as if the p-Li$^6$ cycle could be made self-sustaining although it would be an extremely difficult task.$^{26}$

Figure 29 lists the environmental features of a fusion reactor. I'd like to comment on each of these since they are dependent on the fuel cycle and type of fusion system used. Lack of radioactive waste products: The p-Li$^6$ cycle would have no radioactivity because there would be no neutrons and no radioactive fuel. If you used the D-He$^3$ cycle there would be some radioactivity induced in the wall -- nothing
FUSION FUEL CYCLES

EQUAL PROBABILITIES

\[
\begin{align*}
\frac{2}{1}D + \frac{2}{1}D & \rightarrow \frac{3}{2}He + \frac{1}{0}n + 3.2 \text{ MeV} \\
\frac{2}{1}D + \frac{2}{1}D & \rightarrow \frac{3}{1}T + \frac{1}{1}H + 4.0 \text{ MeV} \\
\frac{2}{1}D + \frac{3}{1}T & \rightarrow \frac{4}{2}He + \frac{1}{0}n + 17.6 \text{ MeV} \\
\frac{2}{1}D + \frac{3}{2}He & \rightarrow \frac{4}{2}He + \frac{1}{1}H + 18.3 \text{ MeV} \\
\frac{1}{1}p + \frac{6}{3}Li & \rightarrow \frac{3}{2}He + \frac{4}{2}He + 4.0 \text{ MeV}
\end{align*}
\]

Figure 28
like a D-T, but there is some. There's little or no radioactive fuel because tritium formed from any D-D reaction is burned up very quickly. As you move over to the D-T cycle you have the question of radioactive fuel -- the tritium and how you handle it -- and the intense induced radioactivity in the walls and blanket. Now this is still many orders of magnitude less hazard potential than is present in a fission system. However, when you speak about eventually storing this radioactive structural material, the degree of the problem can vary. If you make the assumption that you have to change the walls every year in a D-T reactor as would be possible with a modular design and you assume a wall material that is going to become highly radioactive you are moving closer to the radioactive waste disposal problems of a fission system -- maybe only two orders of magnitude away.

Inherent safety against nuclear explosion: There is no question that fusion reactors using magnetic confinement will have an inherent nuclear safety that is independent of engineering design. In our discussions the other night, we were talking about very fast pulsed systems which use inertial confinement. There you really have a little explosion. I don't know what can be said about the inherent safety of such systems.

Absence of after heat problem: Possible melt down of a fusion system due to after heat is normally not considered a problem since the fusion nuclear process does not involve the concept of a "critical mass". However, cooling for after heat will have to be provided for fusion systems with intense induced radioactivity.

Low biological hazard in the event of sabotage or national disaster: Again, if you assume the p-Li$^6$ cycle we have no hazard. For the D-He$^3$ cycle we have practically no hazard because there are no volative radioactive
FAVORABLE ENVIRONMENTAL FEATURES OF FUSION REACTORS

1. LACK OF RADIOACTIVE WASTE PRODUCTS.
2. INHERENT SAFETY AGAINST NUCLEAR EXPLOSIONS.
3. ABSENCE OF AN AFTER-HEAT PROBLEM.
4. LOW BIOLOGICAL HAZARD IN EVENT OF SABOTAGE OR NATURAL DISASTER.
5. REDUCED DANGER OF DIVERSION OF WEAPONS-GRADE MATERIAL FOR CLANDESTINE PURPOSES.
6. RELATIVELY LOW WASTE HEAT, PLUS POTENTIAL OF DIRECT CONVERSION.
7. POTENTIALITY OF "FUSION TORCH."
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materials or fuel. For the D-T fuel cycle you must compare the biological hazard for the possible release of tritium to the atmosphere with say volative fission products from nuclear systems, and there seems to be a very wide margin in favor of fusion.  

Reduced danger of diversion of weapon grade material for clandestine purposes: This is a serious problem for the future. If you look at fusion reactors you see that this is no problem with p-Li, D-He, or even the D-D. Now I want to qualify those latter two, because these systems produce neutrons and although they could be designed so that the production of any weapon grade material would be extremely difficult, it would require a careful reactor design and an assumption that the nations of the world have agreed to international control and inspection. When you come to the D-T there is the same qualification but with the additional consideration of tritium. Tritium requires a fission trigger for any weapon potential. But even if it should ever become a weapons' material, it circulates only within the fusion reactor as shown in Figure 30. It does not travel out of the plant. There is one initial fuel shipment of tritium and then the plant breeds its own tritium, which is separated on site. Only non-radioactive lithium and deuterium need be shipped to provide fuel. This greatly reduces transportation and material diversion hazards.

The relatively low waste heat from fusion reactors: Again, you are dependent upon the fuel cycle and the type of energy conversion used. You go all the way from pulse D-T systems, where the conversion efficiencies didn't look any better than conventional reactors, to the high temperature D-T steady state systems where you obtain efficiencies equivalent to the
D-T FUSION POWER PLANT

Figure 30
best hoped for in breeders or even higher. And on to the direct conversion cycles of D-He$^3$ and p-Li$^6$ where efficiencies of 80-90% are possible$^{26}$ that will be very hard to match. Figure 31 is an artists drawing of a 1000 megawatt D-He$^3$ fusion power plant using a direct energy converter as described in the talk by R. W. Werner of LRL. To see the relationship between high efficiency and thermal pollution go to Figure 32. The black represents the amount of energy that has to dissipate into the environment if no use can be found for the low grade heat. Present fission reactors run at efficiencies slightly better than 30%, conventional fossil fuel plants operate at about 40% as will first generation breeder reactors. Advanced breeder reactors, MHD converters and steady state D-T fusion reactors should be in the 50-60% range. Direct conversion fusion reactors should be in the 80-90% range. If achieved, this would represent a truly significant improvement in the reduction of waste heat, approaching an order of magnitude over present day systems. This means you could easily locate large plants of the future right in the center of cities. Lower efficiency plants could also be located in the center of a city if a use for the waste heat could be found, because thermal pollution is nothing more than energy in the wrong place. If a good use is found for the waste energy, such as the heating of buildings or the distillation of sewage, it becomes a valuable asset.$^{29}$

In Figure 33, I show that the trend of population is to urban centers.$^{30,31}$ We have got to consider how to get energy there as
efficiently as possible while producing as little unwanted energy as possible. All the energy we use will eventually appear as heat. The combination of a large population and their high standard of living means that in future metropolitan areas large amounts of energy will be released over a comparatively small, densely populated area. Thus, these megalopolises will face consequences, such as increased temperatures and weather disturbances, from even the normal "desirable" uses of energy.

FUSION TORCH

I want to talk now about a concept of Ben Eastlund's and mine called the "Fusion Torch". Figure 34 is a log-log plot of plasma parameter space in terms of plasma density versus temperature. Almost all industrial processes using plasmas now fall in the upper left hand quadrant. What fusion research has done is to make available the entire right hand quadrant for exploitation. It's an unexplored area industrially. With fusion reactors, when they become available, we will have large volumes of very inexpensive plasmas in these regions. Some commercial application using existing plasma technology could actually begin now in this region.

Figure 35 is a schematic of the Fusion Torch. There are two concepts involved. The first is returning materials to their basic elements. Here the kinetic energy of the plasma is used to vaporize, dissociate, and ionize any solid. The plasma source could be a fusion
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Figure 35
reactor or just a plasma generator. Next, is an isolation region. Then the inter-action zone where material is injected into the very hot plasma which is at millions of degrees. The region following represents the various separation schemes that could be used to collect the material. We are showing in the schematic that these are possibilities; much work would have to be done before one could guarantee what would occur in a particular process. In fact, much of the data needed for analysis does not yet exist. Nevertheless, the Fusion Torch concept does open up the possibility of closing the materials' cycle as shown in Figure 36. As discussed earlier, raw materials are limited and being depleted; we are going to have to use more energy to mine the lower quality ores; we are also going to have to use more energy to reduce pollution. The Fusion Torch is an energy-intensive process. It takes energy to ionize and dissociate material. But at the moment we see no way to completely close the materials' cycle other than to put matter into the plasma state. Figure 37 is a schematic of a fusion reactor with a Fusion Torch unit.\textsuperscript{35} The D-T fuel cycle was used (as is normally done) although it creates numbers of problems that are much less serious in other fuel cycles. Although the Fusion Torch is an energy-intensive process, you are really cascading the energy created in the controlled fusion reactor downward via the Fusion Torch to very high grade heat at its walls which can then be used to produce steam. So, you have not really expended any energy since the heat can be recovered at a high efficiency and used to generate electricity. Although Figure 37 shows the amount
CLOSING THE MATERIALS' CYCLE

Figure 36
FUSION TORCH can be part of a deuterium-tritium fusion power system.

*The thermal energy in the coolant stream from the fusion torch can be converted to electricity at about 50% efficiency.*
of material that would come out of such a system if typical refuse was processed, you probably would not operate like this but would pre-separate the refuse to optimize costs. In the near term applications you could use existing plasma generators for processing. For example, we are looking at the separation of aluminum from aluminum oxide using ultra-high temperature plasmas. This is a good candidate since aluminum takes a great deal of energy to process and some low temperature plasma separation has been done.

The second concept involved in the Fusion Torch is transforming the kinetic energy of the plasma into ultraviolet radiation by the injection of trace amounts of high Z impurities into the plasma. The energy is then transmitted through an ultraviolet quartz window as shown in Figure 38. By this technique it is possible to generate large quantities of ultraviolet energy. This opens up the possibilities for bulk heating and new chemical processing techniques. We know we can successfully generate ultraviolet energy because this was one of the limitations that held back the fusion program in the early days. The impurities getting into the plasma prevented us from reaching high temperatures because of the ultraviolet radiation emitted. The Fusion Torch concept is still in its inception with no specific programs being supported by the AEC. The concept is intended as a hunting license for those who think they can come up with ideas to use industrially the plasmas that have been developed in the fusion program and hopefully will be available in large volumes with future fusion reactors.
RADIATIVE BULK HEATING
CHEMICAL PROCESSING

\[ I = I_0 e^{-\alpha x} \]

Figure 38
FUSION POWER TIMESCALE:

There are three principal factors that determine the timescale to obtaining power producing fusion reactors. These are listed in Figure 39. First, is the combination of the physics, technology, and economics that establish what we call feasibility. Next, is the scientific and man power base upon which the research and development program can build. And third are the financial resources available to support the R&D program. We should recognize that it isn't the United States who is determining this time scale because we're less than a fifth of the world effort in fusion. We do, however, make a major contribution.

Let's look at the first question on reactor feasibility as summarized in Figure 40. Fusion, unlike fission, does not require the proof of any new physical process such as the fission chain reaction which is commonly considered the proof of "scientific feasibility" for fission. There is no need for a chain reaction in a controlled fusion reactor. Our sun and the stars demonstrate that we can get net energy from fusion. However, to obtain useful fusion energy on earth, requires that we generate the hot plasmas and confine them for long enough. To accomplish this an extensive effort in fusion plasma physics has been underway. For confinement we speak of using electromagnetic fields rather than gravitational fields. The task is difficult, for to control the fusion process requires the solving of a set of equations that are quite intractable. A solution will require many approximations, plus experimental verifications. Such efforts have been carried out over the years through a series of experiments on one side with analytical work on the other. We have now added to these a third, numerical simulation technique brought about by the advent of very fast computers. These three tools are being used together to bring us closer to an understanding of the fusion process. We have what
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THE TIMESCALE FOR FUSION POWER

1. THE COMBINATION OF PHYSICS, TECHNOLOGY, & ECONOMICS THAT ESTABLISH "FEASIBILITY"

2. THE SCIENTIFIC & MANPOWER BASE UPON WHICH THE R & D PROGRAM CAN BUILD

3. THE FINANCIAL RESOURCES AVAILABLE TO SUPPORT THE R & D PROGRAM
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amounts to an iterative process and progress of recent years shows we are rapidly converging to an understanding of the relevant physics.

To reach the plasma conditions that we need to demonstrate the "scientific feasibility" of a fusion reactor, we will have to establish beyond reasonable doubt the solution to technological problems to be faced in commercial power plants. To demonstrate the "economic feasibility" of a fusion reactor, we will have to show that the costs are low. In certain areas, we must accept the existing state of knowledge because additional development would be too expensive. To reach reactor temperatures the fusion program has developed vacuum technology, injection techniques, and plasma heating technology. For suitable magnet materials for a fusion reactor we need superconducting magnets. We are relying upon people outside of the fusion program for these developments. If you look at the cost of fusion core you find that most of the cost is in the superconductor. There are new superconductors available that could be developed that might be cheaper and give higher fields, but those developments are not being pursued. When you look at the neutronics, we rely very heavily on all of the work that has been done in the fission field. For start-up and control we will have to do additional work. System components, pumps, and so forth, have been developed and will be developed to the extent necessary to do the plasma feasibility tests. From the talk on direct conversion, it is clear that the energy converters themselves can determine what is a feasible fusion reactor. So we are now at a point in fusion plasma research where developments in technologies can bring us closer to feasibility. Fusion research is a combination of technology and physics, and when you reach "scientific feasibility" you are at a different point than you were
when you achieved the first chain reaction which had none of the
technology conditions necessary for a power plant or a test of reactor
conditions for commercial use.

Figure 41 illustrates the strong scientific base which now supports R & D programs in the U.S. The figure is a cumulative plot of the dollars the U.S. Government has spent on research and development (operating, equipment, and construction) over the last 70 years. Note that from 1900 to 1942, the U.S. spent very little on R & D. This was the scientific base available when it was first proven that net energy could be produced from nuclear fission. It took over twenty years before nuclear fission became economically competitive. If you look at the year 1960, about the time we began the space program, you can see we were building upon a much stronger scientific base, and in 10 years we had a man on the moon. In 1970, as controlled fusion faces its technological problems, we have a base of almost 200 billion dollars of government R & D. The cumulative amount spent by the U.S. controlled fusion program from its inception is about 1/3 billion dollars as indicated by the line in the bottom right hand corner of Figure 41. Over the next 30 years, the U.S. will probably spend somewhere between 500 billion and 700 billion dollars on research and development, using the scientific manpower that we have available and are training in this country. What we do with that research and development will determine what will be the benefits to our society at the end of that time. We are making our commitments now on how that money is to be used and what programs
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it is to support. We have started on supersonic aircraft; we have started on antiballistic missiles.

Figure 42 gives the annual expenditures for the fusion program for operating and equipment funds. The dashed curve uses the consumer price indexes to adjust these dollars for inflation. For the last seven years, the real purchasing power for the fusion program has remained essentially constant. As we pass into a stage where more technology must be done in order to prove feasibility we are forced into a tradeoff. To hire additional engineers to do the technology we have to reduce the number of physicists working on the program. Figure 43 gives some time scales to a controlled fusion power plant. The assumption we normally make is number two. This assumes an expansion of the world-wide fusion program as the reactor regime is reached in fusion experiments. At that rate we would be almost 25 years away. Now if we had to make the assumption that our effort and all the rest of the world's remains constant you could come up with numbers in the order of 50 years. Or we could make the assumption that we, or some other nation, expands and really tries to obtain fusion power from fusion as rapidly as possible. People have given me estimates that vary between 7 and 12 years.

CONCLUSION:

Let's take a look at our past, the present, and into the future.

Figure 44 is called the great transition. Our time scale is in terms of thousands of years. And we're on that steep slope. We're in a period of very rapid growth and change - probably the most abnormal
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TIMESCALE TO A CONTROLLED FUSION POWER PLANT

<table>
<thead>
<tr>
<th>ASSUMPTION</th>
<th>YEARS</th>
</tr>
</thead>
<tbody>
<tr>
<td>FUNDING AT PRESENT RATE</td>
<td>~ 50</td>
</tr>
<tr>
<td>FUNDING AT PLANNED ACCELERATED RATE</td>
<td>~ 25</td>
</tr>
<tr>
<td>FUNDING AS &quot;NATIONAL OBJECTIVE&quot;</td>
<td>~ 10</td>
</tr>
</tbody>
</table>
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in human history and probably the greatest ecological and biological upheaval that mankind or this earth has ever seen. And we're in it, now. We have certain traps that we can fall into. Population is one. The rapid rises seen in Figure 5 could bring about food shortages which could bring political upheaval, dictatorship and loss of freedom to people. Energy is one way of postponing some of those problems. Another trap is limited resources. The only way to get around these limitations is to close the material cycle. This requires energy. It must be a clean energy source, one that doesn't pollute the environment. The third trap is war. A recent U.N. journal, stated that there is the equivalent of about 20 tons of TNT for every man, woman, and child on earth. The security of this country, the Soviet Union, and possibly the world, is based upon a nuclear deterrent system. And that deterrent system could go unstable - as every nation obtains nuclear weapons which is something that one must assume will occur over the next thirty years. During this period of rapid change there will be stress on the political systems of the countries of the world. The question is whether the political systems can adjust this rapidly. Also, you will have stresses on the social system which therefore, must be very flexible. There are questions on economics. We're going to have to begin to adjust to a non-growth economy and with limited resources. We'll have to take into account the quality of life in the economic analysis. Figure 44 lists three assumptions. First, successful control is assumed. Second, an overshoot in population is assumed and we go into temporary chaos and the population of the world levels off at
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a more desirable level. Third, things do not go well and we end up
with a serious catastrophe. We are back where we started from with
a small world population dependent on the sun.

Returning to Figure 1, we can recall where we are today. Three
floors of people all in one building, with our little bombs, our limited
supplies being sent up to those on top, pollution building up, and our
fuel being burned up rapidly. In Figure 45, we look in at our apartment
house as it would appear in the year 2000 if we continue in the same
way as we have in the past. \(^1\) By the year 2000, our energy sources
will be running down, the ratio of population will be 2:4:16. \(^2\) Living
conditions will be quite crowded down on that bottom floor. There
will be tremendous uses of energy. There will be tremendous numbers
of weapons. We'll be handling pollution with mechanized methods.
We'll be wondering why these fellows on the bottom are not sending
up supplies anymore. There will be some unsatisfied people trying
to break out of that bottom floor. That's the way things might be.

In Figure 46 we have a happy picture. We must make some
assumptions of course. We'll make the assumption that you have not
only an unlimited source of energy but also a very inexpensive source
of energy. The impact of that is almost unimaginable. Let us assume
that you can recycle material. Of course on the top floor they use an
automated machine, while on the bottom floor they do it by hand.
But you've got the idea. Everybody is happily looking out and basking
in the sunshine of abundant energy. We've taken out the bombs -- maybe
that would be a good idea. The population growth hasn't been changed
although that could be done, too.
Will this happy picture become a reality? We are in a race with
time. At present about one tenth of one percent of our entire
federal budget is going towards solving the problems of infinite energy
sources, (solar energy, breeders, and fusion), materials' recycling,
disarmament, and population control. I've been talking about the
technology for solving many major problems that are facing mankind.
But one does not cure all these ills of society by technology alone.
We're all well aware of that. Human behavior must change and that
requires a vast effort in education and the development of a value
system that can permit the survival of mankind. Thank you.
1. Figures 1, 45, and 46 are the work of freelance artist Robert Bordeaux, 26817 Dix Court, Damascus, Maryland.


4. Ibid.


6. From unpublished study (January 6, 1970) by A. S. Bishop, Director of Environment for Economic Commission of Europe.


16. Black, op. cit., ref. 5.


41. Basic Research and National Goals, a report to the Committee on Science and Astronautics, U. S. House of Representatives by the National Academy of Sciences, March 1965.


44. Energy Resources, *op. cit.*; ref. 22; adaptation of drawing by M. King Hubbert.


ON THE CONCEPT OF PULSED THERMONUCLEAR MHD ENERGY CONVERSION

A. S. Roberts, Jr.
Old Dominion University

Abstract

It is likely that micro-thermonuclear detonations, as discussed by Kidder¹ and Winterberg², will be fully realizable in the very near future. How can the nuclear energy which is released be converted to useful work? An interesting answer is to have the intense plasma burst pass through a MHD channel, thus converting some part of the plasma enthalpy directly to electrical work.

What is the nature of this fusion plasma, how is it formed, and is it practically feasible to harness the energy? These last questions are the subject of the present report. A physical description is given based on some analysis and a brief literature survey.

¹ Kidder, Ray E. The application of lasers to the production of high-temperature and high-pressure plasma. Nuclear Fusion 9, No. 1, 3-12 (1968).
The different methods for igniting a small thermonuclear explosion by irradiating a target with a beam of energetic particles are discussed with regard to their relative merits and promise of success. On the basis of this analysis, the scheme in which the target heating is effected by an intense relativistic electron beam seems particularly promising as a method for achieving the desired goal. Beams of the required intensity can be produced with high efficiency by the high voltage Marx-circuit Blumlein line technique. A second method using a charged, levitated, highly magnetized superconducting ring may produce electron beams of substantially higher voltage and total energy output than in the Marx-circuit technique. The target heating is brought about by collective plasma instabilities. In case the collision-free beam dissipation should pose unforeseen difficulties, it is shown that one may alternatively irradiate the thermonuclear target by an intense beam of ions. In this case the stopping power range ensures complete collisional beam energy dissipation. A further distinct advantage of the methods described is the reduction of the critical ignition size, by which it may even be possible to extract energy from a D-D thermonuclear reaction. The energy produced by a chain of thermonuclear micro-explosions occurring inside a spherical container can be converted into useful electrical energy.

A modification of this scheme can be used for rocket propulsion by having the explosions take place at the center of a spherical reflector open on one side.
Wall Erosion by Sputtering in Controlled Thermonuclear Fusion Devices

James M. Daniel and C. R. Finfgeld
Department of Physics
Roanoke College, Salem, Virginia
In any controlled thermonuclear fusion reactor, ions escaping from the plasma will strike the walls of the vacuum enclosure. Sputtering is among the consequent deleterious processes, resulting in contamination of the plasma and erosion of the wall. This paper reviews existing data relevant to the problem, and estimates the wall lifetime as a function of burnup fraction using our best conjectures for yields. Those yields which will be the primary determinants of erosion rates are also identified, and recommendations as to which quantities ought to be determined more accurately are made. It is hoped that these estimates will be useful for design engineering until more accurate measurements become available. We consider the reaction
\[ D^+ + T^+ \rightarrow He^{++} + n^1 + 17.3 \text{ MeV}, \]
take niobium as the wall material, and use the other assumptions of TM-2204 and TM-2692.

Presently available yield data for hydrogen ions is summarized in Fig. 1. Yonts\(^2\) reported a yield of 0.0042 atoms/ion for D\(^+\) at 20 keV on niobium at 1100 °C, which is somewhat less than the yield of approximately 0.01 atoms/ion which would be estimated on the basis of other light ion yield data. Agreement within a factor 2 is encouraging, and an average value of 0.0071 atoms is taken for these purposes.

There is no experimental data for sputtering by tritons. However, KenKnight and Wehner\(^3\) found that, for molecular hydrogen ions,
Fig. 1
the ratios of yields for H$_2^+$ and H$_3^+$ were close to 1.5. Applying this factor to the D$^+$-T$^+$ system, we estimate a sputtering yield of 0.011 atoms/ion for T$^+$ at 20 keV. It is assumed that the peak of the ion energy distribution will be 20 keV, and variation of sputtering yield over the energy distribution is ignored.

At low burnup fractions, sputtering due to D$^+$ and T$^+$ will almost certainly be the predominant erosive mechanism. As burnup fractions are improved, however, sputtering by He$^{++}$ will become increasingly significant. Unfortunately, there is no yield data for He$^{++}$, and data for multiply charged ions in general is exceedingly scarce. For this reason, we begin with Yonts' value of 0.051 atoms/ion for He$^+$ at 20 keV. We would expect second ionization to reduce yields by reducing the hard-sphere collision diameter, and to increase them through strengthened Coulomb forces. However, lacking information on which to base estimates of these competing effects, we ignore the consequences of second ionization. Making a crude energy correction from 20 keV to 3.5 MeV, we use Kaminsky's results for D$^+$ on silver. He found that yields decreased by about a factor 5 between 100 keV and 1 MeV, and in rough accord with this and the energy dependence for D$^+$ on copper of Fig. 1, we arbitrarily take $1 \times 10^{-2}$ atoms/ion as a guess for the alpha-particle sputtering yield.
For the sake of completeness, the very slight effect
of \( \frac{1}{n} \) is also included. Garber, Dolya, Kolyada, Modlin
and Fedorenko\(^5\) give the sputtering yield for monoenergetic
14 MeV neutrons on gold as \( 3 \times 10^{-3} \) atoms/neutron. Norcross,
Fairand and Anno\(^6\) found a yield of \( 1 \times 10^{-4} \) for a proton-
moderated fission spectrum of fast neutrons on gold. Since
neutron sputtering involves nuclear rather than atomic collisions,
we take the relative yields for gold and niobium to be proportional
to their total cross sections for 14 MeV neutrons, which are
5.25 and 1.0 barns respectively. This indicates yields as
high as \( 2.3 \times 10^{-3} \), or as low as \( 7.6 \times 10^{-5} \) atoms/neutron. We
chose \( 1 \times 10^{-3} \) atoms/neutron, a compromise weighted somewhat
in favor of the monoenergetic result.

Proceeding to calculate wall erosion rates, we begin with
the quantities of TM-2201. At a power level of 30,000 MW (thermal),
approximately \( 10^{22} \) \( ^{1}\text{D}^{+}-\text{T}^{+}/\text{sec} = S_i-L_i \) are burned, where \( S_i \) and \( L_i \)
are rates of ion injection and loss, respectively, and the wall
area \( A \) is taken to be 3,000 \( \text{M}^2 \). The total erosion rate \( R(\text{atoms/cm}^2\text{-sec}) \)
is given by
\[
R = \phi_{\text{He-n}}(Y_{\text{He}} + Y_{\text{n}}) + \phi_{\text{D-T}}(Y_{\text{D}} + Y_{\text{T}}),
\]
where the \( Y \)'s are sputtering yields,
\[
\phi_{\text{He-n}} = \frac{(S_i-L_i)}{A} = 3.3 \times 10^{14}/\text{cm}^2\text{-sec}, \quad \text{and}
\]
\[
\phi_{\text{D-T}} = \frac{L_i}{A} = \frac{(S_i-L_i)(\frac{1}{f_b} - 1)}{A} = 3.3 \times 10^{14}(\frac{1}{f_b} - 1)/\text{cm}^2\text{-sec}.
\]
Erosion rate as a function of burn-up fraction for D-T, and total erosion rates, both in cm/year, are given in Table 1, along with wall lifetime. As in TM-2204, 20% removal of a 1.0 cm. wall is taken as terminating wall life.

Table 1 - Erosion rates and wall lifetime as a function of burn-up fraction.

<table>
<thead>
<tr>
<th>( f_b )</th>
<th>D-T Erosion Rate (cm/year)</th>
<th>Total Erosion Rate (cm/year)</th>
<th>Wall Lifetime (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.67</td>
<td>0.67</td>
<td>0.18</td>
</tr>
<tr>
<td>1.0</td>
<td>0.33</td>
<td>0.33</td>
<td>0.36</td>
</tr>
<tr>
<td>2.0</td>
<td>0.17</td>
<td>0.17</td>
<td>0.72</td>
</tr>
<tr>
<td>3.0</td>
<td>0.11</td>
<td>0.11</td>
<td>1.1</td>
</tr>
<tr>
<td>4.0</td>
<td>0.081</td>
<td>0.083</td>
<td>1.5</td>
</tr>
<tr>
<td>5.0</td>
<td>0.064</td>
<td>0.066</td>
<td>1.8</td>
</tr>
<tr>
<td>10.0</td>
<td>0.030</td>
<td>0.032</td>
<td>3.7</td>
</tr>
<tr>
<td>20.0</td>
<td>0.014</td>
<td>0.017</td>
<td>7.7</td>
</tr>
<tr>
<td>30.0</td>
<td>0.0078</td>
<td>0.0099</td>
<td>12</td>
</tr>
<tr>
<td>40.0</td>
<td>0.0051</td>
<td>0.0071</td>
<td>17</td>
</tr>
<tr>
<td>50.0</td>
<td>0.0034</td>
<td>0.0054</td>
<td>22</td>
</tr>
<tr>
<td>60.0</td>
<td>0.0023</td>
<td>0.0043</td>
<td>28</td>
</tr>
<tr>
<td>70.0</td>
<td>0.0014</td>
<td>0.0035</td>
<td>34</td>
</tr>
<tr>
<td>80.0</td>
<td>0.00084</td>
<td>0.0029</td>
<td>41</td>
</tr>
<tr>
<td>90.0</td>
<td>0.00037</td>
<td>0.0024</td>
<td>49</td>
</tr>
<tr>
<td>100.0</td>
<td>0</td>
<td>0.0021</td>
<td>58</td>
</tr>
</tbody>
</table>
WALL LIFETIME AS A FUNCTION OF BURNUP FRACTION

Fig. 2
CONCLUSIONS

For burnup fractions of 3% or less, D-T sputtering appears to be the only significant mechanism of wall erosion. At approximately 15% burnup, sputtering by He-n contributes 10% to the total erosion rate, and would become the primary determinant of wall lifetime if burnup fractions of 60% or more were ever achieved.

The yields used here are all for clean surfaces, and will probably prove to be higher than those for actual reactor walls with at least monolayer gas contamination. In fact, continuous re-cycling of the hydrogen working fluid by light-ion impart desorption should prove highly advantageous, for both wall lifetime and plasma purity. Bombardment by heavier ions, however, would be quite detrimental.

The sputtering yields upon which these conjectures are based are almost all uncertain, or worse. Yields for D+ are most reliable, and those for T+ will become better known when data for protons becomes available. Effects of elevated target temperature and energy variation, as well as yields for several different materials, need to be established.

Thereafter, yields for multiply charged ions, and for He++ in particular, need to be measured. Our data in this area is most inadequate, the yield used herein being simply a guess, and the undesirable effects of He++ bombardment outlined above may be
badly under-estimated. It is expected that, with the achievement of improved burn-up fractions, this information will become increasingly significant in the accurate estimate of wall lifetimes.
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Abstract

Important technological advances have major repercussions on our
daily lives. Controlled fusion power has the potential of being one of
those few developments that completely restructures society. Energy is
one of the most fundamental factors in a society and these reactors will
have major environmental and social effects. It is necessary to consider
the wider implications at an early stage of this program so that these
considerations can be incorporated into the technological evolution of the
fusion reactor, and so that the program will be funded and accepted by
those groups concerned with it. It is not enough to have scientists and
engineers concerned with these issues. Too many painful experiences of
the past have shown the need to have the participation of these in the
humanities and in the social, political, and economic sciences. These
people must be incorporated into symposia such as this one. The hostility
and fear many feel toward science and technology is due in part to the
fact that it is often forgotten that ultimately the goal of science and
technology must be to serve man, not vice-versa.
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Abstract

Uncertainties in the design parameters of a fusion plant are investigated. The plant is assumed to consist of a power reactor supplying a part of a city with electrical energy. The waste energy from the reactor is to be utilized by a fusion torch. The torch processes scrap material to reduce it to its basic elements.

Sensitivity of the power output of the reactor and the cost per unit energy to uncertainties in confinement time and plasma density is evaluated. A proper plasma density is obtained in case of uncertainty in plasma temperature.

The design criterion for a feasible self-heated fusion reactor is obtained taking into account uncertainties in the parameters involved. The expected value of the density-confinement time product is found to differ in some extent from that evaluated using average values for the parameters where uncertainty resides.

The torch is considered next. The variation in the waste energy throughput to the torch is taken into account. A utilization factor for the energy supplied to the torch is derived. Also obtained is the optimal capacity of the torch that gives maximum venture profit.

The case of pulsed supply of scrap material in the presence of a variable processing rate is finally considered. Utilization factors on daily basis are obtained for the supply and the process. The optimal capacity of the storage and the effect of overflow are discussed.
1. Introduction

The outputs of a fusion reactor consists of: useful energy $W_o$, waste energy $W_w$ and escaping plasma particles. The last two are proportional to the inputs to the fusion torch. All outputs are given by:

$$
W_o \propto 1.0 \times 10^{-33} p(1-p) T^2 N \epsilon /V \text{ kWhr.}(1-1)
$$

$$
W_w \propto 1.0 \times 10^{-3} V / (NT \epsilon) \text{ kWhr.}(1-2)
$$

for $8 \leq T(\text{keV}) \leq 16$. Here $N$ is the number of ions or electrons since both species are used at equal numbers, $\epsilon$ is the reactor confinement time, $T$ is the plasma kinetic temperature, $V$ is the plasma volume and $p$ is the ratio of tritons to the fuel mixture (deuterons +tritons).

There is a great deal of uncertainty to what will be the confinement time for a specific design. The fact that the confinement time depends in some way or another on the magnetic field strength $B$, the plasma density $n$ and the plasma temperature $T$; results in uncertainties evolving from uncertainties in these parameters. It is likely that the predicted values for $B,n$ and $T$ will deviate from the actual values after the reactor is put in operation. In addition these variables are liable to changes during operation.

Since the core of the reactor is to be integrated into an injection device, a magnetic field system and a heating device; any uncertainty in the rate of injection of particles or energy will propagate through the design of the reactor. On the other hand
unpredicted changes in the reactor output will have their effect on
the design of the torch and the whole plant. These changes have to
be considered in the design of the industrial complex which is sup­
plied by the electrical power from this reactor.

Uncertainties in the design parameters of a fusion reactor have
their impact on the price of the power produced and their effect may
become dangerous to the extent that the fusion plant become unfea­
sible. This is because a fusion reactor has to have values of N,T
and $^4^\gamma$ which exceed some low bounds in order the reactor produces
useful power. In the case of D-T reactors the feasibility criteria
are:

$$\frac{N \gamma / V}{10} = 10 \text{ sec/cm} (1-3)$$

and

$$T > 6 \text{ keV} (1-4)$$

In this paper the techniques introduced by Rudd and Watson are
used to investigate the following problems:

I. The sensitivity coefficients of the useful energy and the
waste energy due to uncertainties in $p,N$ and $^\gamma$; and the effect
of such changes on the cost of the power produced. The
propagation of uncertainty in partially controlled parameters
through the design is investigated.

II. The expected value criterion is used to select a proper plasma
density in the presence of uncertainty in the plasma temperature.

III. A great deal of work has been done to develop a design
criterion which is given numerically in Eq. (1-3). The values of
parameters used to evaluate the value of $N \gamma / V$ are taken as
the average values. Thus the expected value criterion is used
to give the desired condition on the product of the plasma
density and the confinement time in the presence of uncertainties.

IV. The problem of the design of the torch in the presence of variation in the input energy is then treated. A linearized curve of the energy leaving the fusion reactor is used to evaluate the optimal capacity of the torch for maximum venture profit.

V. The effects of storage on a pulsed supply of material for processing in the torch is investigated taking in consideration the variable but continuous process. Variable energy input is likely to effect the rate of processing.

At the end of this work some of the points needed to be investigated are pointed out.
2. Propagation of Uncertainty Through Fusion Reactor Design

2-1 UNCERTAINTY IN THE ENERGY OUTPUTS:

Let us test the sensitivity of the energy outputs \( W_w \) and \( W_o \) to changes in the parameters \( N, \xi \) and \( p \). These parameters are controlled by the injection device and by the magnetic field configuration. The sensitivity coefficients for \( W_o(p,N,\xi) \) are:

\[
\begin{align*}
S_p &= \frac{\partial W_o}{\partial p} = W_o \frac{(1-2p)/(p(1-p))}{W_o} = W_o \frac{2N}{1-p} \quad (2-1) \\
S_N &= \frac{\partial W_o}{\partial N} = 2 \frac{W_o}{N} \quad (2-2) \\
S_\xi &= \frac{\partial W_o}{\partial \xi} = \frac{W_o}{\xi} \quad (2-3)
\end{align*}
\]

If in the base design \( \overline{W_o} \) is the thermal energy output available for electricity, then the output energy after a slight change in \( p, N \) and \( \xi \) is given by:

\[
W_o = \overline{W_o} + W_o \left( 2 + (1-p)(1-\delta/p)/(1-p) - \frac{N}{N} - \frac{\xi}{\xi} \right) \quad (2-4)
\]

where the bars indicate that the parameters are those of the base design. From Eqs. (2-1) through (2-3) it is observed that \( W_o \) is not sensitive to slight changes in the value of \( \xi \) while a change in \( N \) induces a change of the same order in \( N \) since \( \frac{\partial W_o}{\partial N} \approx 2N \) while \( \frac{\partial W_o}{\partial \xi} \) is independent of \( \xi \). The effect of changing \( p \) is milder than that due to changes in \( N \). The effect on the value of \( \overline{W_o} \) due to changes in \( p, N \) and \( \xi \) is expressed approximately by Eq. (2-4). As an example, let: \( p=0.5 \), \( \xi=0.4 \), \( \xi=1 \), \( \xi=0.8 \), \( N=10 \), and \( N=2\times10^3 \), then \( W_o/\overline{W_o} \approx 1.2 \).

A word of caution here is that \( \xi \) is a function of \( T \), however, the change is considered to be independent of \( T \). The effect of changes in \( T \) on \( \xi \) is considered afterwards.

Now, let us consider the sensitivity of \( W_w \) to changes in \( \xi \) and \( N \):
We see that the sensitivity coefficients are negative i.e. an increase in \( \mathcal{C} \) or \( N \) causes a decrease in the base design value of \( W_w \). If we consider the parameters given in the above example, we get a change in \( W_w \) given by: \( W_w / \overline{W}_w = 0.8 \). This result is no surprise since an increase in the useful energy \( W_o \) causes a decrease in the waste energy \( W_w \).

### 2-2 Uncertainty in the Cost per Unit Energy:

Assuming that the amount of money invested \( I \) in the power plant does not change with slight change in \( W_o \), the cost per kWhr is given approximately by:

\[
c = kI/(aP_o) \text{ mills/kWh} \quad (2-7)
\]

where \( a \) is the plant availability factor, \( i \) is the annual charges, \( P_o = W_o / \mathcal{C} \) kW and \( k \) is a conversion factor to express \( c \) in mills per kWh. Now \( \mathcal{C} \) does not appear in the equation for \( c \). The cost per unit power is therefore a function of \( p, N, V \) and \( T \) only. Thus the sensitivity coefficients are:

\[
S_p = - c (1-2p) / (p(1-p)) \quad (2-8)
\]

\[
S_N = - 2c/N \quad (2-9)
\]

\[
S_T = - 2.36 cT \quad (2-10)
\]

\[
S_V = c / V \quad (2-11)
\]

Here we included changes in \( T \) and \( V \) since after startup and during operation of the reactor the plasma is likely to expand or contract due to variations in the pressure of the magnetic field and consequently \( V \) and \( T \) will be changed within some uncertainty.
The engineer has a full control of the injection rate, the magnetic field strength and the initial volume of the plasma but he may not be able to decide on \( N, V, T \), and \( p \) with 100% certainty.

The signs of Eqs. (2-8) and (2-9) are opposite to those of Eqs. (2-1) and (2-2) although they depend on \( p \) and \( N \) in the same fashion. This is because \( c \) is inversely proportional to \( P^2 \) as seen from the approximate relation of Eq. (2-7).

The best guess of the cost per unit electrical energy produced is 4 mills per kWh, taking into account the risk factor proper to the adventure of using a new technology. This best guess of \( c \) corresponds to \( \bar{p} = 0.5 \), \( \bar{N} = 1.25 \times 10^3 \), \( \bar{V} = 2.5 \times 10^8 \) cm and \( T = 10 \) keV; where the overbars are assigned for the best guess values. The effects of the uncertainties on \( c \) is approximately given by:

\[
\begin{align*}
c - \bar{c} & = -6.4 \times 10^{-23} (N - 1.25 \times 10^3) - 94.4 (T - 10) \\
& + 1.6 \times 10^{-8} (V - 2.5 \times 10^8)
\end{align*}
\]

(2-12)

where the sensitivity coefficients are evaluated using the best guess values and \( N, T, \) and \( V \) are values near these best guess values.

Figure 2-1 shows the relation between \( c \) as a function of \( T \) in a wider range of temperature than that considered above. The propagation of uncertainty in \( T \) through the design is also demonstrated. In situation A, the assumed uncertainty in the temperature of the plasma ions falls in a range in which the cost is sensitive to the temperature. This is the range for which the approximate forms given in Eqs. (1-1) and (1-2) are valid. In this situation the uniform distribution function describing an uncertainty in the ion temperature is mapped in a distorted distribution in the uncertainty of the cost with the range greatly expanded.
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The situations designated B and C are at higher temperatures than the popular situation A. In the case of B the assumed uncertainty falls within a range in which the cost is not much influenced by T. Thus a uniform distribution of uncertainty in T is mapped into a nearly uniform distribution of uncertainty in the cost, with the range of uncertainty greatly suppressed. Situation C is an intermediate case between the expanded uncertainty in situation A and the suppressed uncertainty in situation B. Thus the cost is greatly sensitive to the variable T in which the initial uncertainty resides if T is selected around 10 keV.

3. Use of Expected Value Criterion to Select the Plasma Density

Consider the capacity of a fusion reactor of volume V and plasma density n (=N/V) fueled by equal portions of deuterium and tritium; the energy conversion from thermal to electrical is at an efficiency \( \gamma \). The power output is given by:

\[
P(n,T) = 2.5 \times 10^2 \gamma V n T^{3.1}
\]

Assume that the engineer has full control on the design parameters except from the plasma temperature in which uncertainty is encoded as the uniform distribution function:

\[
p(T) = \begin{cases} 
\frac{1}{(T_H - T_L)} & \text{if } T_L \leq T \leq T_H \\
0 & \text{otherwise}
\end{cases}
\]

The situation is realistic in a steady-state reactor if the injection device is efficient enough to give the required ion density. The
required decision is to find the proper plasma density \( n \) which renders a minimum cost. The costs are assumed to be:

\[
C(n,T) = \begin{cases} 
  c_1 P & T \geq T_o \\
  c_1 P + c_2 (Q - P) + C_s & T < T_o
\end{cases} 
\]

(3-3)

where \( c_1 \) and \( c_2 \) are the costs per unit power of the initial capacity and of the additional power respectively. \( Q \) is the required capacity. \( C_s \) is a penalty for the shutdown to be paid to a substituting power plant which carries on the service during the outage of the plant under consideration and \( T_o \) is the plasma temperature corresponding to a capacity \( Q \), that is:

\[
T_o = \left( 4 \times 10^3 \frac{Q}{nV} \right)^{1/2.36} 
\]

(3-4)

\( c_2 \) is not necessarily equal to \( c_1 \) but is most likely larger, since raising the reactor capacity may require the replacement of some parts.

The expected cost is then:

\[
\bar{C}(n) = 2.5 \times 10^{-34} \frac{2}{\eta} Vn (c_1 - c_2)(1/(T_H - T_L)) \int_{T_L}^{T_o} \frac{T}{T} dT 
+ \frac{(c_2 Q + C_s)/(T_H - T_L)}{T_L} \int_{T_L}^{T_o} dT 
+ 2.5 \times 10^{-34} \frac{2}{\eta} Vn c_1/(T_H - T_L) \int_{T_o}^{T_H} \frac{T}{T} dT 
\]

(3-5)

Thus,
\[
\bar{C}(n) = (T - T) (\cdot 67 \times 10^{-34}) V n (c_1 T + (c_2 - c_1) T) \]

\[
- (c_2 Q + C_s)T + (4 \times 10^2 Q / n V) (c_2 Q + C_s - Q / 3.36) \]

\[
\text{for } (4 \times 10^2 Q / T V) \leq n \leq (4 \times 10^2 Q / T V) \cdot \]

Differentiating with respect to \( n \) and equating the result to zero, the minimum expected cost is reached when:

\[
n^* = \frac{(4 \times 10^2 Q / T V)(c_2 / c_1)}{1 + 84 C_s / 59 c_2 Q} \frac{59 / 168}{3.36} \frac{59 / 168}{69 / 168} \]

\[
\cdot (1 + (c_2 - c_1)(T / T)) \frac{L}{H} \frac{c_1}{c_1} \]

The cost \( C_s \) is actually much less than \( c_2 Q \). In addition if \((c_2 - c_1)(T / T) \ll 1\), Eq.(3-7) reduces to:

\[
n^* = \frac{(4 \times 10^2 Q / T V)(c_2 / c_1)}{1 + 59 (c_2 - c_1)(T / T) \frac{3.36}{168 c_1}} \frac{59 / 168}{3.36} \frac{59 / 168}{69 / 168} \]

If we define an overdesign factor \( f \) as the ratio of the recommended design density to the optimistic design density \((4 \times 10^2 Q / T V)^{\frac{3}{2}}\), then:

\[
f = \frac{(c_2 / c_1)}{59 / 168} \frac{(1 - 59 (c_2 - c_1)(T / T) \frac{3.36}{168 c_1})}{1.18} \]

\[
\text{for } (T / T) \leq 1.18 \]

\[
f = \frac{(T / T) \frac{3.36}{168 c_1}}{1.18} \text{ otherwise.} \]

If \( c_2 = c_1 \), \( f \) can be obtained from Eq.(3-8) as:

\[
f = \frac{(1 + C_s / 2 c_2 Q)}{1.18} \]

on the assumption that \( C_s \ll c_2 Q \). Since this is the case in practical situations, it is not dangerous to gamble on possible underdesign, although it is preferable to overdesign by the factors given above.
Actually, in the construction of a huge power plant some money is assigned from the beginning to startup problems which may be due to inadequate estimation of parameters not completely under the control of the engineer.

4. The Expected Design Criterion in the Presence of Uncertainties

It has been shown that the fuel in the steady state reactor under investigation can be heated internally thus saving the large investment which could have been put in the construction of a heating system. The amount of heat which can be retained per unit time in the plasma reaction vessel is calculated from an energy balance on the plasma and is given by:

\[ P_h = P_f - P_r \]  \hspace{1cm} (4-1)

where \( P_f \) is the fusion energy released per unit time to the alpha ions produced from the fusion reaction and \( P_r \) is the energy radiated from the plasma per unit time. The amount of energy required to heat the plasma per unit time is:

\[ P_h = 2.4 \times 10^{-19} \text{n} \frac{\text{T}}{\text{C}} \text{ kW} \]  \hspace{1cm} (4-2)

Equating Eqs. (4-1) and (4-2) yields the following equation for the product \( n \gamma \) which we will call \( x \):

\[ x(c,E,T) = 12 \text{T} / \frac{\gamma(T)}{cE} \text{sec/cm}^3 \]  \hspace{1cm} (4-3)

where \( \gamma(T) \) is the product of the fusion cross section times the velocity of the incident particle averaged over the velocity distribution of the deuterons and tritons and is a function of \( T \) only. In
the range $8 \leq T(\text{keV}) \leq 16$ $\bar{f}(T)$ can be written as:

$$\bar{f}(T) = 4.7 \times 10^{-19} \frac{2.36^3}{T} \text{ cm/s sec (4-4)}$$

where $T$ is in keV. However, $\bar{f}(T)$ is used for generality. In Eq.(4-3) it is assumed that the electron temperature is almost equal to the ion temperature. $E$ is the fraction of energy released to the alphas per fusion reaction in keV and $c$ is the fraction of energy retained in the plasma. The parameter $c$ is liable to uncertainty since the amount of energy loss is questionable and only rough calculations can give the order of magnitude of the losses. The amount of energy released per reaction is usually taken as the most probable energy of a normal distribution of the alphas produced, that is:

$$p(E^*) = \left( \frac{1}{\sqrt{2\pi} \sigma^* E} \right) \exp\left(-\frac{(E^*-E^*)^2}{2 \sigma^* E}\right) \quad (4-5)$$

where $E^*$ is the most probable energy of the alpha particles and $\sigma^* E$ is the variance. There is a 96 per cent chance that the uncertain value of $E^*$ will fall within $(E^* + 2T)$ and $(E^* - 2T)$, thus: $\sigma^* E = T$; and the distribution becomes:

$$p(E^*) = \left( \frac{1}{\sqrt{2\pi} T} \right) \exp\left(-\frac{(E^*-E^*)^2}{2 T}\right) \quad (4-6)$$

The expression for the normal distribution is different from that given in Eq.(12.2.6) of reference 5 by a numerical factor for normalization purposes.

The uncertainty in $c$ encodes a uniform distribution:

$$p(c) = \begin{cases} 
\frac{1}{(c_H - c_L)} & c_L \leq c \leq c_H \\
0 & \text{otherwise} 
\end{cases} \quad (4-7)$$
where \(c_H\) is the optimistic value and \(c_L\) is the pessimistic. This distribution is adequate for \(c\) since its value has a constant likelihood to lie between two bounds.

Now the problem is to find the expected value of the parameter \(x\) which gives the criterion for a feasible self-heated reactor. The expected value of \(x(c,E,T)\) is:

\[
\bar{x}(T) = \frac{12}{\sqrt{2\pi}} \int c_H - c_L \int_0^\infty (cE^*)^{-1} \exp(-E^*E^* / 2T^2) dE^* dE \quad (4-8)
\]

Carrying out the integral over \(c\) we get:

\[
\bar{x}(T) = \frac{12 \ln(c_H/c_L)}{\sqrt{2\pi}} \int_0^\infty (c_H-c_L) \int_0^\infty E^*^{-1} \exp(-(E^*-E^*)^2 / 2T^2) dE^* dE \quad (4-9)
\]

At very low plasma temperatures, i.e. for \(T \ll E^*\) the Gaussian is very narrow around \(E^*\); consequently the bulk of the integral comes from the region in the immediate vicinity of \(E^* = E^*\), and the denominator in the integral can be extracted from the integral as \(1/E^*\) and the result is:

\[
\bar{x}(T) \approx 12T \ln(c_H/c_L) / (\sqrt{\pi} (c_H-c_L) E^* ) \quad (4-10)
\]

for \(T \ll E^*\). In this special case \(E\) in the original expression has just been replaced by the most probable energy. \(E^* \approx 3.520\) keV and the predicted range of plasma temperature is around 10 keV in the case of D-T plasma. In this case Eq. (4-10) is applicable and it can be written explicitly as:

\[
\bar{x}(T) \approx 2.55 \times 10^{-19} \ln(c_H/c_L) / (T (c_H-c_L) E^*) \quad (4-11)
\]

At high temperatures, on the other hand, the normal distribution is broad, and the integral in Eq. (4-9) is now dominated by the term \(1/E^*\). Since this term is peaked at \(E^* < E^*\), the exponential can be
extracted as \(\exp(-E^*/2T)\). Carrying out the integral over the limits assigned above leads to undesirable diversion and the answer is impractical. To avoid such a situation we may bound the uncertainty in \(E^*\) to the range between a lower value \(E_L^*\) and an upper bound \(E_H^*\) on the account that the uncertainty below \(E_L^*\) and above \(E_H^*\) is almost zero. This is the case of interest since particles of \(E^* < E_L^*\) are likely to leave the reaction vessel and will not contribute to the heating of the plasma. Ions emerging from the reaction with energy close to the ionization energy will rapidly neutralize. Hence \(x(T)\) is approximately given by:

\[
x(T) \sim 12 \ln(c_H/c_L) \ln(E_H^*/E_L^*) \exp(-E^*/2T) \left(\sqrt{2\pi \int P(T)}(c_H-c_L)\right)^{-1}
\]

for high \(T\).

Equation (4-3) is well known as the design criterion for a feasible thermonuclear reactor. However, Eq. (4-10) gives the expected design criterion taking into account the uncertainties existing in the values of \(c\) and \(E^*\). Such uncertainties have been disregarded and the most probable values were used as a way of simplifying the treatment. Thus Eqs. (4-10) and (4-12) are considered to be more adequate than Eq. (4-3) since the uncertainties do in fact exist.

To complete the picture let us check the sensitivity of \(x(T)\) to uncertainty in \(T\). The sensitivity coefficient is:

\[
S_T = \frac{dx(T)}{dT} = -1.36 \frac{x(T)}{T}
\]

for \(8 \leq T(\text{keV}) \leq 16\) and D-T plasma. A negative sensitivity coefficient is to the advantage of the designer. An underestimated \(T\) leads
to a larger $\overline{x}(T)$. A larger confinement time means more reaction will take place and more energy will be available to heat the plasma, thus raising $T$. An overestimated $T$ leads to a less $\overline{x}(T)$ thus decreasing the heat available for the plasma and consequently reducing $T$.

This observation is useful in controlling the reactor during operation, since $S_T$ can be regarded as a temperature coefficient for $\overline{x}(T)$, i.e.:

$$\propto_T = S_T/\overline{x}(T) \propto \frac{1}{1.36/T} \quad (4-14)$$

for D-T plasma and $8 \leq T(\text{keV}) \leq 16$. $\propto_T$ is the temperature coefficient of $\overline{x}(T)$. For a critical parameter as $\overline{x}(T)$ it is to the designer's advantage to have a negative temperature coefficient.

The value of $\overline{x}(T)$ as a matter of fact plays as a milestone in the design of a self-heated steady state fusion reactor; since a value of $\overline{x}(T)$ less than that given by Eq. (4-10) requires the use of energetic injection or external heating mechanism which is a burden on the reactor economy. A larger $\overline{x}(T)$ than that of Eq. (4-10) is a burden on the technology which is trying hard to reach a reasonable value of $x$ at which any fusion could take place.

5. Design of the Fusion Torch in the Presence of Variations

Figure 5-1 shows a simplified block diagram of a fusion reactor-torch assembly. The function of the unit is discussed in reference 1. The torch is to process scrap material or raw material
using the waste energy diffusing out of the reactor. The energy is transmitted from the plasma to the torch via a divertor with an efficiency $\gamma < 1$. The energy input to the torch is thus:

$$W_T \approx 1.0 \times 10^{-3} \sqrt{V/N \gamma T} \text{ kWh} \quad (5-1)$$

for D-T plasma at $8 \leq T \text{ (keV)} \leq 16$.

The energy $W_T$ available to the torch is not constant but varies throughout the day and the seasons. In addition uncertainties in the design parameters of the fusion reactor propagates through the operation range of the torch. There is no means of controlling $W_T$ without interfering with the performance of the reactor and since the torch is mainly handling the energy refuse from the reactor it has to be flexible to ride out reasonable deviations from the average $W_T$.

The energy $W_T$ is used to process $w_{s1}$ ion pairs per hour of scrap material. In order to exhaust the energy $W_T$ efficiently the scrap material must be fed approximately at a rate:

$$w_{s1} = \frac{W_T}{W_1} r_1 \quad (5-2)$$

where $W_1$ is the energy per ion pair and $r_1$ is the processing rate. Assuming $r_1$ and $W_1$ are constant for a specific type of scrap material, the rate of feeding the scrap must closely match the variations in $W_T$. In the case of power stations deviations from the mean tend to be the rule rather than the exception.

Figure 5-2 shows an idealization of the typical daily variation curve for the energy input to the torch. This reactor waste energy is assumed to vary in the same fashion as the electrical energy produced from the reactor $W_o$. The electrical energy is considered to match the load of power consumption.
Consider that every energy unit utilized yields a profit $P_p$ per unit energy, that each unit unutilized by the torch costs the company $L$ $/unit to dispose of as waste and that the investment in the torch is given by the power law:

$$I = I_o \left(\frac{Q}{Q_o}\right)^M$$

(5-3)

The total amount of energy units supplied in $T$ hours (a day) are given by:

$$Q_t = Q_L \left(\frac{Q_b - Q_L}{(Q_p - Q_L)}\right) T/2 + Q_{H1} T_{1/2} + Q_{H2} T_{2/2}. \quad (5-4)$$

The total amount of energy units lost are:

$$Q_l = \frac{1}{2} Q_{H1} T_{1/2} + \frac{1}{2} Q_{H2} T_{2/2} + \frac{1}{2} T (Q_p - Q_D)^2/(Q_p - Q_L) - \frac{1}{2} Q_p T (Q_p - Q_b)/(Q_p - Q_L).$$

(5-5)

The amount of energy units utilized are:

$$Q_u = \frac{1}{2} (Q_p + Q_L) T - \frac{1}{2} Q_b T - \frac{1}{2} T (Q_p - Q_D)^2/(Q_p - Q_L)$$

for $Q_L < Q_D < Q_b$.

Since the economy of the torch is different in nature from the economy of the utilities, one can write the venture profit as:

$$V = \frac{1}{2} P_p T \left(\frac{Q_p + Q_L - Q_b - (Q_p - Q_D)}{(Q_p - Q_L)}\right)$$

$$-\frac{1}{2} L \left(\frac{Q_{H1} T_{1/2} + Q_{H2} T_{2/2} + (Q_p - Q_D)^2 T/(Q_p - Q_L) - Q_p T (Q_p - Q_b)/(Q_p - Q_L)}{M}\right)$$

(5-7)

$$-I_o \left(\frac{Q_D}{Q_o}\right).$$

Differentiating $V$ with respect to $Q_D$ and setting the derivative to zero, the optimal capacity can be obtained from the relation:

$$\frac{(Q_p - Q_D)/(Q_p - Q_L)}{((P_p + L) Q_D T)} = I_o^M (Q_D/Q_o)/(P_p L)$$

(5-8)

for $Q_L < Q_D < Q_b$. 
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If \( Q > Q \), Eq. (5-4) for \( Q \) is still the same and Eq. (5-5) for \( Q \) becomes:

\[
Q = \frac{1}{2} T_{11}^2 (Q - Q_1)/(Q - Q_1) + \frac{1}{2} T_{12}^2 (Q - Q_2)/(Q - Q_2)
\]

Consequently, the utilized energy is:

\[
Q = \frac{iT}{2} (Q - Q_1)/(Q - Q_1) + iT_{12}^2 (Q - (Q - Q_2)/(Q - Q_2))
\]

The venture profit is then given by:

\[
V = iP (Q - Q_1)/(Q - Q_1) - iT_{12}^2 (Q - (Q - Q_2)/(Q - Q_2))
\]

and the optimal \( Q \) is obtained from the relation:

\[
T_{12} (Q - Q_2)/(Q - Q_2) + T_{12}^2 (Q - Q_2)/(Q - Q_2)
\]

Similarly if \( Q < Q \):

\[
Q = Q_1 T_{11},
\]

\[
Q = Q_1 - Q_1 T_{12},
\]

\[
V = P Q_1 T_{11} (Q - Q_1 T) - iT_{12}^2 (Q - Q_2)/(Q - Q_2)
\]
and \( Q \) optimum is obtained from:

\[
1 = \frac{1}{D} \sum_{k=1}^{M} \left( \frac{Q}{Q_{o}} \right) / ((P + L) Q T).
\]

(5-16)

The energy utilization factor is simply:

\[
\bar{\Phi}_{E} = \frac{Q}{Q_{u}} \leq 1
\]

(5-17)

and the venture profit could have been expressed in terms of \( \bar{\Phi}_{E} \) as:

\[
V = (P \bar{\Phi}_{E} - L(1 - \bar{\Phi}_{E}))Q - \frac{1}{\bar{\Phi}_{E}} \sum_{t=0}^{\infty} \frac{Q}{Q_{o}}.
\]

(5-18)

6. Pulsed Supply of Scrap Material to a Torch of Variable Processing Rate

Consider that the scrap material arrives to the torch for processing in discrete batches as truck loads. The processing rate varies in the same manner as the energy supplied Fig. 5-2.

Figure 6-1 shows the rate of arrival of the material to be processed. On the same plot the maximum rate of operation of the torch in processing this type of material is shown to the same scale. The utilization of energy from the reactor is taken as \( \bar{\Phi}_{E} = 1 \). A storage compartment is provided for the arriving material.
Due to space limitation the capacity of the storage compartment is finite and relatively small. Any overflow has to be reshipped back or sent to a remote storage place. The effect of the storage limited capacity on the process is to be investigated. This problem arises if the fusion plant complex is located in a heavily populated area as have been suggested.

Trucks unload the material continuously in the $j$th cycle for $A_j$ hours at an idealized rate of $H_j$ units per hour. No delivery takes place in the next $B_j$ hours and then the cycle repeats itself. In a period of twenty four hours four cycles take place. The pattern of variable operating rate of the torch is repeated every day. During delivery $H_j > Q(\Theta)$ at any time $\Theta$, where $Q(\Theta)$ is the processing rate with maximum energy utilization factor. $Q(\Theta)$ is approximately given by:

$$Q(\Theta) = m_1 \Theta + q_1$$

(6-1)

where $i$ refers to the segment of the linearized operating rate curve under consideration, $m_i$ is the slope of the segment and $q_i$ is the intersection of the $i$th segment with the vertical axis. The values of $m_i$ and $q_i$ takes four different values over the day period, since the operating rate curve Fig. 6-1 is idealized by four straight line segments labelled as I to IV.

The supply utilization factor $\Phi_s$ is defined as the fraction of the supply that can be utilized by the torch. This will be calculated on a daily basis. In the case of no storage:
The integration is over a time duration of $A$ hours. The time $\theta_j$ is the time at which a supply arrives. In the situation demonstrated in Fig. 6-1, we have:

$$4HA \Phi_s = \sum_{j=1}^{n} \left( m_1 \frac{A^2}{2} + m_{II} \left( A + 2A \theta \right)^2 + m_{III} \frac{A^2}{2} \right) + \sum_{j=1}^{n} \left( m_{IV} \left( A + 2A \theta \right)^2 \right) + 2(q_{1} A + q_{2} A + q_{3} A + q_{4} A)$$

where the initial time $\theta_1$ is taken as the zero time reference. Arabic numeral subscripts refer to the order of the supply energy cycle. In the absence of storage, $(HA - \int_{\theta_j}^{\theta_j+\Delta} Q(\theta) \, d\theta)$ units of material must be shunted to the overflow every cycle; where $\theta_j$ is the time at which the cycle to the supply starts.

In the period $0 \leq \theta \leq \Delta_j + \Theta_j$, the amount $S(\theta)$ of material stored increases as follows:

$$dS(\theta)/d\theta = \begin{cases} (H_j - Q(\theta)) & \text{for } S(\theta) \leq C \\ 0 & \text{else} \end{cases}$$

(6-4)

where $C$ is the storage capacity.

Integrating Eq. (6-4) with the assumption that $S(\Theta_j) = 0$, we get:
\[ S(\Theta) = \begin{cases} 
H_j(\Theta - \Theta_j) - \int_{\Theta_j}^{\Theta} Q(\Theta') \, d\Theta' & \text{for } S(\Theta) \leq C \\
C & \text{otherwise} 
\end{cases} \quad (6-5) \]

which is valid as long as \( \Theta_j \leq \Theta \leq \Theta_j + A_j \).

The overflow first occurs at \( \Theta_{o_j} \), which can be obtained by setting \( \Theta = \Theta_{o_j} \) in Eq. (6-5), that is:

\[ S(\Theta_{o_j}) = H_j (\Theta_{o_j} - \Theta_j) - \int_{\Theta_j}^{\Theta_{o_j}} Q(\Theta') \, d\Theta' = C \quad (6-6) \]

or:

\[ \Theta_{o_j} = \left( (H - q_j)/m \right) \left( 1 + \left( 1 - (2m_1(H - q_j)\Theta_j + C \right. \\
\left. - \frac{1}{2}m_1\Theta_j^2) / (H_j - q_j^2) \right) \right)^{1/2} \quad (6-7) \]

Let us assume that \( H_j > q_1 \) and that:

\[ 2m_1 \left( (H_j - q_1) \Theta_j + C - \frac{1}{2}m_1 \Theta_j^2 \right) < (H_j - q_1)^2 \quad (6-8) \]

therefore Eq. (6-7) reduces to the two solutions:

\[ (\Theta_{o_j} - \Theta_j) = \left( C - \frac{1}{2}m_1 \Theta_j^2 \right) / (H_j - q_j) \quad \quad (6-9) \]

or

\[ (\Theta_{o_j} - \Theta_j) \propto (2(H_j - q_1)/m) - 2\Theta_j - \left( C - \frac{1}{2}m_1 \Theta_j^2 / (H_j - q_j^2) \right) \quad (6-10) \]

The second solution is not the proper one in the limit of constant processing rate, that is \( Q(\Theta) = q_1 \) and \( m = 0, \Theta_{o_j} - \Theta_j = \infty \). while the solution of Eq. (6-9) reduces to the solution given by
Rudd and Watson (Eq. (14.2.4) reference 5) where $\Theta$ is taken as zero. Consequently Eq. (6-9) is taken as the solution.

If any overflow takes place in the $j$th cycle:

$$(\Theta - \Theta) = \frac{(C - \frac{1}{2}m_1 \Theta_j^2)}{(H - q_j)} \leq A_j$$ \hspace{1cm} (6-11)

However, it is inconvenient in the case under study to have overflow otherwise the scrap material has to be discarded causing loss to the processing company. Consequently there is a critical value $C$ for which the supply will never exceed the processing capacity plus the storage. This value is:

$$C^* > A_j(H_j - q_1) + \frac{1}{2}m_1 \Theta_j^2$$ \hspace{1cm} (6-12)

If the engineer has apriori knowledge of $H_j$ and $A_j$ before constructing the storage space; he can estimate the storage place by calculating the value of $C^*$ for each pulse and selecting the largest value. If on the other hand, the engineer can control the values of $H_j$ and $A_j$ with the presence of a limited $C$; he can select them to match the values of storage capacity. In the case when $H_j$, $A_j$ and $C$ are neutral to the control of the engineer, the overflow occurs when:

$$\Theta_{oj} - \Theta \leq A_j$$ \hspace{1cm} (6-13)

The amount of scrap material that must be shunted to the overflow in one day is:

$$\sum_{j=1}^{4} (H_j (A_j + \Theta_{oj} - \Theta_j) - \int_{\Theta_{oj}}^{\Theta + A_j} Q(\Theta)d\Theta)$$ \hspace{1cm} (6-14)

Thus, the supply utilization factor in the presence of the storage is:
in one day.

Substituting for \( \Theta_{\text{oj}} - \Theta_{\text{j}} \) from Eq. (6-9) and evaluating the integral we can write the supply utilization factor as:

\[
\bar{\Phi}_s = \left( \sum_j H_j A_j \right)^{-1} \left( \sum_j \left( H_j \left( C - \frac{1}{2} m_1 \Theta_{\text{j}} \right)^2 / (H_j - q_1) \right) + \frac{1}{2} m_1 \left( A_j^2 / C - \frac{1}{2} m_1 \Theta_{\text{j}} \right)^2 / (H_j - q_1) \right) + 2 \Theta_{\text{j}} \left( \frac{C - \frac{1}{2} m_1 \Theta_{\text{j}}^2}{(H_j - q_1)} - A_j \right) - 2 A_j \left( C - \frac{1}{2} m_1 \Theta_{\text{j}} \right) + q_1 \left( A_j^2 / C - \frac{1}{2} m_1 \Theta_{\text{j}}^2 \right) / (H_j - q_1) \right) \tag{6-16}
\]

Equation (6-16) reduces again to the value of \( \bar{\Phi}_s \) in the case of constant operation, considering that we are calculating \( \bar{\Phi}_s \) here for several cycles per day (4).

If we define the process utilization factor \( \bar{\Phi}_p \) as the fraction of possible production capacity per day that is actually utilized, then:

\[
\bar{\Phi}_p = \left( \bar{\Phi}_s \sum_j H_j A_j \right) / \left( \int_0^{T=24 \text{ hrs}} Q(\Theta) \, d\Theta \right) \tag{6-17}
\]

where the denominator is given by the area under the operation rate curve. Assuming that the operation rate follows very closely the rate of energy variation given in Fig. 5-2 which is practically the
case if we consider that the operation rate is directly proportional to the energy available for the process. If the constant of proportionality is taken as \( g \) then:

\[
\int_0^T Q(t) \, dt = gQ_t
\]

(6-17)

where \( Q_t \) is given by Eq.(5-4).

The economically optimal storage capacity can be found as follows:

If we assume that the net profit to be earned by the processing of a unit of scrap material in the torch is \( P_p \). If the material which is shunted to the overflow costs the company a penalty of \( L_p \) $/unit the total net profit for the torch is:

\[
\sum_{j=1}^{M-1} \sum_{s_p}^{H_A} \left( \Phi_p P_s - (1 - \Phi_s) L_p \right)
\]

(6-18)

The investment can be estimated as:

\[
I = I_0 \left( C/C_0 \right)^M + I_1
\]

(6-19)

where \( I_1 \) is the constant investment in all equipment except storage and \( \alpha \) is the collection of interest terms and the like required to amortize the investment on a day basis, the venture profit to be maximized is:

\[
\max \left( \sum_{j=1}^{M} \sum_{s_p}^{H_A} \left( \Phi_p P_s - (1 - \Phi_s) L_p \right) - \alpha \left( I_0 (C/C_0)^M + I_1 \right) \right)
\]

(6-20)

The values of \( \Phi_s \) can be easily modified to take into account values of \( \Phi \) less than one. Seasonal variation of supply material and energy can also be considered.
7. Concluding Remarks and Recommendation for Further Work

The uncertainties that reside in the design parameters make it impractical to rely upon average values only. Although in this paper we attempted to tackle some of the important design problems as the design criterion for a useful power fusion reactor and the variation in the processing rate of the torch; an intensive numerical evaluation is needed in order to reach decisive conclusions about the optimal capacity, optimal cost and so forth. Variation in the enrichment of some isotopes in the fuel may reveal valuable information.

The account for a tolerance to failure has to be considered. Failure tolerance is actually a complicated problem in the case of plasma since we are dealing with hydrogen and radioactive material. Vulnerability to sabotage and possible radiation hazard makes it necessary to study disaster propagation in a power plant consisting of storage places for hydrogen isotopes and of several operating reactors. A three dimension evaluation may be required in this case since optimal segregation distances are effected to a great extent by the difference in magnitude and the size difference.

The general residence time concept\(^7\) can be used to calculate the burnup rate of the fuel. Residence time corresponds to the reactor confinement time and the burnup corresponds to the activity of the catalyst in chemical reactors.

The transfer function of the reactor is already evaluated\(^8\). Thus by developing a local linearized model of the plasma process, the iterative optimization technique introduced by Rudd, Aris and Amundson\(^9\) can be used to optimize the design of the system under arbitrary constraints.
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Fig. 2-1 Propagation of uncertainty through design
Fig. 5-1 FUSION REACTOR TORCH COMPLEX
Fig. 5-2 Idealized Daily Variation in the Energy Available for the Torch.
Fig. 6-1 Rate of scrap material supply and maximum processing rate.
Experience Teaching A Fusion Design Seminar
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† On leave from the University of Illinois, Urbana, Illinois, 61801
A fusion reactor design seminar was offered during the spring semester at Cornell on a trial basis. Six graduate students were involved, two of whom had completed courses in plasma physics while the others had reactor physics and engineering backgrounds. The class was run in a true seminar fashion; while lectures were presented by the instructor and other invited lecturers, much of the class involved progress reports and summaries of individual investigations by class members. As described later, the climax of the class was a presentation in an open seminar attended by a variety of persons with backgrounds ranging from fish science and economics to plasma physics.

The assignment was to design a 5000 MWe CTR for siting in or near New York City. Sufficient detail was required to enable a reasonable cost estimate, and a discussion of sociological implications was requested. Somewhat arbitrarily, the class was divided into two groups: one was to work on a closed, steady-state device similar to a Stellarator or Tokomak while the second was assigned a pulsed mirror-type device. After some discussions, the latter group was permitted to assume $\beta = 1.0$ while because of stability considerations the first group was restricted to $\beta < 0.15$. Both were to use the D-T reaction. At this point it was thought that the pulsed system might be competitive because of the high $\beta$-value and also the ability to inject fuel and pump liquid metal coolant during the period between pulses when magnetic fields were small or absent.

† The students were: John Glancy, Tom Holleman, Tom Johns, Massoud Navidi, Dave Strobel, and David Thompson.

‡ Invited lecturers included: Professors Norman Rostoker; Charles Wharton; Hans Fleischmann; and also Mr. G. Staley of New York State Gas and Electric Company.
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Previous conceptual design studies by Rose, Carruthers et al; Mills; and Ribe et al were not distributed to the class until the third week. Thus, the students were forced to begin thinking about the task without being prejudiced by past approaches. Rather than slowing progress, this is thought to have instilled more enthusiasm and a deeper insight, as often occurs when one wrestles with a difficult problem without the aid of "ready made" solutions.

In the space available, it would be impossible to present the two class designs in any detail. However, some comments about the results may transmit the "flavor" of the studies. Some typical parameters are given in Tables I and II.

As anticipated, the steady-state design turned out to have a reasonable size, and based on an advanced thermal energy conversion cycle (not direct conversion), a respectable 50% overall efficiency was predicted. Several interesting points might be noted. The torus radius, it turned out, was determined by space requirements for the blanket and diverters rather than the wall thermal loading. In contradiction to previous ORNL calculations the power required to pump the lithium coolant across field lines was found to be excessive if conducting tube walls were employed. To get around this, EM pumps were inserted at each point where flow crossed lines (the pumps use the confining B-field for their operation), and flow along field lines was utilized over a majority of the path.

Despite its efficiency, the sheer size of the plant represents a problem for waste heat disposal, e.g. assuming a 20°F temperature rise, 1.8 million gpm would be used for cooling (about six times that used at the Shoreham Nuclear Power Station on Long Island Sound). Unless some use can be found
<table>
<thead>
<tr>
<th>Components</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnet</td>
<td><strong>Mn</strong>.Sn-copper superconducting 6m major dia., 2.43 minor dia.</td>
</tr>
<tr>
<td>Diverter</td>
<td>Four (0.1 MW power)</td>
</tr>
<tr>
<td>Vacuum pumps</td>
<td>Ten 32-inch diffusion pumps</td>
</tr>
<tr>
<td>Vacuum wall</td>
<td>Niobium webb</td>
</tr>
<tr>
<td>Coolant</td>
<td>Lithium</td>
</tr>
<tr>
<td>Coolant Pumping</td>
<td>76 MW</td>
</tr>
<tr>
<td>Ion Injection Power</td>
<td>312 MW</td>
</tr>
<tr>
<td>Energy Conversion Plant</td>
<td>Potassium-steam binary vapor cycle</td>
</tr>
<tr>
<td></td>
<td><strong>Parameters</strong></td>
</tr>
<tr>
<td></td>
<td>Minor Radius of Torus</td>
</tr>
<tr>
<td></td>
<td>Major Radius</td>
</tr>
<tr>
<td></td>
<td>Thermal Load on Vacuum Wall</td>
</tr>
<tr>
<td></td>
<td>Average Ion Energy</td>
</tr>
<tr>
<td></td>
<td>Particle Density</td>
</tr>
<tr>
<td></td>
<td>$\beta$</td>
</tr>
<tr>
<td></td>
<td>Magnetic Field</td>
</tr>
<tr>
<td></td>
<td>Total Thermal Power</td>
</tr>
<tr>
<td></td>
<td>Output Power</td>
</tr>
<tr>
<td></td>
<td>Overall Efficiency</td>
</tr>
<tr>
<td></td>
<td>Breeding Ratio</td>
</tr>
<tr>
<td>Components</td>
<td>Parameters</td>
</tr>
<tr>
<td>---------------------</td>
<td>-------------------------------------------------</td>
</tr>
<tr>
<td>Magnet</td>
<td>Plasma Radius 1 meter</td>
</tr>
<tr>
<td>Magnet Power</td>
<td>Magnet Coil Radius 10 meters</td>
</tr>
<tr>
<td>Coolant</td>
<td>Length 16 meters</td>
</tr>
<tr>
<td>Coolant Pumping</td>
<td>Mirror Ratio 2.5</td>
</tr>
<tr>
<td>Energy Conversion</td>
<td>Peaked Field Strength 100 kG</td>
</tr>
<tr>
<td>Plant</td>
<td>Ion Energy (compressed) 58 keV</td>
</tr>
<tr>
<td></td>
<td>Electron Energy (compressed) 39 keV</td>
</tr>
<tr>
<td></td>
<td>Particle Density (compressed) $2.6 \times 10^{15}$ cm$^{-3}$</td>
</tr>
<tr>
<td></td>
<td>Duty Cycle $1/9$</td>
</tr>
<tr>
<td></td>
<td>Fuel Burnup Fraction 0.073</td>
</tr>
<tr>
<td></td>
<td>Pulse Length 70 msec.</td>
</tr>
<tr>
<td></td>
<td>Total Thermal Power 21,800 MW</td>
</tr>
<tr>
<td></td>
<td>Plant Feedback Power 5,900 MW</td>
</tr>
<tr>
<td></td>
<td>Output Power 5,000 MW</td>
</tr>
<tr>
<td></td>
<td>Overall Efficiency 23%</td>
</tr>
<tr>
<td></td>
<td>Breeding Ratio 1.15</td>
</tr>
</tbody>
</table>
for this (space heating, etc.), it would be necessary to pipe it to a
disposal area in the Atlantic, adding to plant costs.

The pulsed reactor did not turn out to be as favorable, as seen by the
low efficiency found. The difficulty seems to have been the following: In
order to obtain a reasonable value of $\psi$ (probability of escape per collision)
it was necessary to go to relatively high ion temperatures. This in turn,
reduced the amount of direct conversion energy recoverable during the expansion
phase of the pulse since this conversion is inversely proportional to tem­
perature. Concurrently, the magnet design (a conventional design inside the
blanket) involved considerable energy losses, particularly due to Joule
heating.

This design did not attempt to use direct collection methods to capitalize
on the mirror leakage, and while this might help, it would not completely cure
the problem.

Clearly the two designs were strongly influenced by the previous design
studies noted earlier. Still many changes have been incorporated, the scaling
is different, etc. as the class faced each problem anew.

Both concepts left a number of unanswered questions. For example, advances
in fuel injection techniques of several orders of magnitude were assumed without
a firm basis. Reasonable extrapolations of present technology simply would not
be sufficient. Questions about radiation damage to materials, etc., were
simply given token recognition.

Both groups devoted considerable time to the cost estimates summarized in
Table III. It is seen that the fusion plant cost estimates are somewhat higher
than reported in previous studies. Although the same basic unit cost figures
were used (e.g. the cost per foot of magnet, etc.) many more details were
### TABLE III

**Cost Estimates**

<table>
<thead>
<tr>
<th></th>
<th>Steady-State Fusion</th>
<th>Pulsed Fusion</th>
<th>Current Fission†</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fixed Charges</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Mills/kW-hr]</td>
<td>5.2</td>
<td>4.46</td>
<td>4.07</td>
</tr>
<tr>
<td><strong>Fuel Charges</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Mills/kW-hr]</td>
<td>0.0056</td>
<td>0.02</td>
<td>1.70</td>
</tr>
<tr>
<td><strong>Operating and Maintenance</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Mills/kW-hr]</td>
<td>0.30</td>
<td>0.79</td>
<td>0.30</td>
</tr>
<tr>
<td><strong>Insurance</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Mills/kW-hr]</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>5.61</td>
<td>5.37</td>
<td>6.17</td>
</tr>
</tbody>
</table>

included, and perhaps less optimistic assumptions were made relative to escalation costs, etc. (Such a view was taken based on the history of fission plants where early estimates were a factor of two lower than those reported by Sporn in Table III.) Further the two fusion plant estimates are not entirely self-consistent. The pulse design appears to have a lower fixed charge, largely due to the reduced cost of the magnets and perhaps an overly optimistic estimate for a superconducting energy storage system (yet to be developed). The operating and maintenance costs for this design were taken to be fairly high (ballpark of estimates for fast breeder reactors) since it is complex. In retrospect, it appears that the steady state costs are likely to have been set too low.

In conclusion, it is obvious that the costing of a plant still contains large uncertainties. Still one boundary condition all agree on is that the small fuel cost relative to fission reactors should lead to a lower cost since other charges don't appear to be that much different.

Another interesting point about the estimates is that the major capital item in both designs (about 2/3's of the cost) was the turbine-electric section, while magnets and coils were second. Since the former involves a fairly well established technology, the estimate for it should be expected to be reasonably accurate. In the pulsed design, the magnetic storage unit was also found to represent a major cost item. This automatically introduces a larger uncertainty since the storage system, especially switching gear, has yet to be developed.

An important aspect of the class was a presentation of the results at a final seminar. It was listed in the university calendar as an open meeting, and in addition a special review panel was invited. It included persons from
Radiation Biology and also Fish Sciences (both of whom had been active in the recent protest against the Bell Nuclear Station proposed for Lake Cayuga); a representative from New York State Gas and Electric Company; a member of the Electrical Engineering staff interested in power generation; and a plasma physicist. The wide variety of backgrounds represented promoted an interchange of thoughts that effectively tied together and highlighted the semester's work. Again, it is difficult to provide adequate coverage here, and only a few representative remarks are possible.

Persons with non-nuclear backgrounds were somewhat skeptical. They had read news releases about the safety of fusion plants, the reduction of pollution, and the fusion torch concept. This all sounded too good to be true and the impression seemed to hold that it was "overselling" ... something must be wrong or overlooked! One person pointed out that the study was entirely based on AEC reports and data, and expressed an inherent distrust since this agency is charged with development of the CTR. (An argument familiar to persons in the fission field.) The thrust of questions from these people centered around pollution problems and arguments about the large size of the plant. The waste heat rejection was noted earlier. The audience felt that this problem has been "skipped over" ... only token thought had been given to possible uses, and the cost suggested for dumping in the ocean and the dump site, connected ecology, etc. only given lip service. It was generally concluded that more urgency should be given to research on D-He\(^3\) approaches so that higher efficiencies might be achieved. One thought, not generally agreed to, was that "demonstration" devices using D-T represented a political approach which, if by-passed, would save the
public much money and distress in the long run.

The cost estimate was also viewed with some suspicion in light of the many uncertainties involved. It was suggested that what was needed is to form an unbiased observer (group) to make a comprehensive cost analysis of the various competing sources and concepts. This way, at least, all would be on an equal footing, using the same ground rules and assumptions, etc. Carrying this one step further, it was suggested that an outside group, not directly associated with the AEC development, might be asked to undertake an entire conceptual study in order to evaluate the sociological implications from "an unbiased point of view."

Radioactivity questions also consumed much time. Sure fusion would be better than fission in this respect, but would it really be good enough "to save mankind?" Some arguments about maintenance problems due to induced radioactivity in the structure were raised, but the most important questions centered around tritium control. Tritium recovery by diffusion through the niobium pipe walls in the main heat exchangers was proposed in the designs. Might it also diffuse through other walls and escape? Class calculations indicated that the permeation rate through other components (largely made of stainless steel and operating at much lower temperatures) would be well below tolerable limits. The audience questioned the accuracy of this calculation (questioned the validity of the diffusion coefficient) and also pointed to the rather large inventory involved as a potential hazard. (This was a failure of the present design; it was estimated that over 100 kG of tritium would be dissolved in the rather large volume of lithium used for coolant and in the blanket. Other approaches, e.g. the use of heat pipes, would greatly reduce this inventory.) The argument that tritium would be contained and reused in
the same plant was warmly applauded.

Without going further, it is clear from this sampling of comments that continuing discussions with concerned persons from other areas are desirable if a general acceptance of the fusion approach is expected. The average person is simply distrustful at this stage. Hopefully, this seminar helped a little in this direction, but much more is needed to obtain effective communication.

In conclusion, it can be stated that a seminar like this is extremely effective in exciting a student's imagination and attracting him to an area. Design seminars are not uncommon; the fusion problem is especially attractive in the present stage since the class will typically gain the feeling that they are undertaking an "open" problem in parallel with other conceptual design groups at the various AEC laboratories. The present studies worked out very well despite the variations in backgrounds among the students. Those with nuclear backgrounds originally feared that a stress on plasmas would "snow" them. However, they found that there were plentiful engineering challenges so that a knowledge of plasmas, stability, etc. was not absolutely necessary to make a contribution. However, assignments were varied on purpose so that each student was forced to look at a variety of topics. As it turned out, the engineers were quick to pick up some basic plasma background, and vice versa. (Appropriate lectures were also included to aid this process.) It is the author's opinion that the mix of backgrounds was, in fact, an aid rather than detriment. In fact, were the course offered again, an attempt would be made to interest students from other departments, both in and outside engineering.
INTRODUCTION

Since the dawn of the nuclear era, the Air Force has shown interest, both officially (ANP-Project) and unofficially (various publications by its members) in the exploitation of nuclear energy. As I am not the official Air Force historian, I shall mention only some of the early events with which I have been intimately involved.

To the best of my memory, the earliest nuclear plasma engine configuration considered was after the publication of Alfvén's book. This book showed the usefulness of magnetic fields as confinement walls for a plasma medium. The plasma was then assumed to be of fission origin as it was discussed in detail by the author. The first electric thrust generators were mentioned in Alexander's book.

The first performance analysis of a nuclear (fission) electric space propulsion system was done and reported in 1952. When in 1954, it was found that a thermonuclear plasma is not in thermodynamic equilibrium and the bremsstrahlung losses ($\propto T^{1/2}$ rather than $\propto T^4$) are predominant. The first performance analysis of a thermonuclear power plant was made (1955). It was a crude analysis because it employed low accuracy thermonuclear cross-sections published in the Physical Review between 1951 and 1954.

In these calculations only bremsstrahlung losses were considered.

*The views and opinions expressed by the author do not necessarily represent those of the AFOSR or the USA.
After the publication of more accurate cross-sections these calculations were drastically revised and extended. A more drastic revision and extension followed the first Geneva Atoms for Peace Conference (1953).

In 1956 an electric plasma thrust generator was designed and built by my associate and student (OSU Graduate Center) Dr. Kenneth Kissell. It was subsequently tested successfully. A copper thrust chamber was used as anode and a coaxial tungsten electrode as cathode. The electric power supply was a rotary arc welder. Argon and helium were employed as working media.

In 1957 Col. Paul Atkinson started the present AOSR Electric Propulsion Program. The first project scientist was Milton Slawsky. This program stressed low temperature plasmas, electrostatic thrust generators, colloids and MHD power generators.

In 1962 when Samaras took over the project (9752) a change from low to high temperature plasmas was initiated.

Whereas the AEC work on thermonuclear power was based on microscopic approaches and Plasma Physics, the early Air Force work was mostly based on macroscopic approaches and Plasma Engineering. It is not surprising that little overlapping occurred and the information from both may be considered as complementary.

It should be well understood that a thermonuclear space power plant, although based on the same fundamental plasma physics as a stationary terrestrial power plant, is vastly different from a stationary one. There are many fundamental differences between the aforementioned:

a. A space power plant requires extremely high thermodynamic
efficiency in order to minimize the weight of the radiator and increase the payload.

b. It demands a direct transformation of thermonuclear into electrical energy.

c. It should have a very wide range of efficient operation, e.g., the ratio of maximum to cruising power may be $10^2$ to $10^3$.

d. A very advanced and reliable control system is mandatory.

THE APPROACH TO DESIGN STUDIES

The philosophy of early investigations was based on zero order effects and the experience gained from Jet Propulsion in World War II. This approach is based upon a given (rather general) configuration and a thermodynamic cycle. In most cases the configuration does not have to be very detailed although it may be more specific than a system consisting of black boxes.

A typical example of a black box configuration is shown in Fig. 1 taken from Ref. 5, p. 453. While this may be suitable for early design investigations a more detailed one is required even for a preliminary design study.

The thermodynamic cycle is shown in Fig. 2. In the most general case, the thermodynamic cycle will represent the following processes:

a. Polytropic compression (energy addition from external sources, e.g., turbulent heating).

b. Energy release caused by the nuclear reaction

c. Polytropic expansion (energy extraction and transformation).
The thermodynamic medium in which the thermodynamic changes occur is usually a plasma flow.

It is well known that the thermodynamic cycle represents mean values of the parameters and one-dimensional flows. Again it is understood that the thermodynamic diagram varies little from steady functioning to cyclic operating machines.

The thermodynamic cycle is plotted in two coordinates: total enthalpy (including both kinetic and electromagnetic) $\chi$ and entropy $S$. Any other suitable coordinates may be used, for example, kinetic temperature, pressure and others; experience with jet propulsion systems, however, suggests that the former are extremely useful for cycle performance analysis.

In Fig. 2 line 1-2 indicates a diabatic compression, namely, a compression accompanied by energy (heat) addition. The ignition point lies on this line and is not far away from point 2.

Line 2-3 corresponds to a rapid energy release process which, most of the time, may be considered as isobaric.

Line 3-5 represents adiabatic expansion which under certain conditions may approach an adiabatic one.

Sometimes both the compression and expansion processes of the plasma may approach adiabatic conditions. For comparison, the ideal case of an isentropic variation may be invoked in all cases.

As the cycles under consideration are not markedly different from those of other power-producing devices, similar efficiencies may be defined. On the other hand, the losses occurring in each part of the cycle are different; consequently, they require a detailed analysis and appraisal.
Generally speaking, the losses appear as energy losses and as particle losses. The energy losses are either associated with radiation or with energy carried away by mass. The most important radiation losses are:

a. Bremsstrahlung
b. Gyromagnetic radiation
c. Excitation radiation
d. Cherenkov radiation.

The energy losses associated with mass are:

a. Heat conduction and convection
b. Energy carried by runaway particles
c. Energy lost by charge exchange collisions.

The loss of mass is caused by:

a. Diffusion
b. Runaway particles
c. Neutral particles which cannot be confined by the magnetic field.

The preceding losses may cause a number of effects on the plasma and the surrounding solid walls. These are contamination of the plasma, resulting from thermal evaporation of solid walls and sputtering.

The compression and expansion processes have been discussed in detail before, however, a few fundamentals on the direct transformation of nuclear into electrical energy may be given. Before this it is advisable to compare thermonuclear with chemical power plants.

In today's chemical power plants, such as gasoline and diesel engines, gasturbines and rockets, the time of confinement of the reacting medium (time of flame propagation) is about one (1) millisecond. The corresponding
temperatures are 0.12 - 0.5 ev (1200-6000° K). In thermonuclear power
plants the temperatures are expected to be 10 to 100 kev, i.e., five (5)
orders of magnitude higher. From this it may be concluded that plasma
confinement times larger than the aforementioned (milisecond) cannot be
seriously supported. To explain this contention, in the following the time
required for energy release and the time available from diffusion will
be calculated.

1. The time of energy release

In 1957 Lawson's rule was announced: the plasma density multiplied by
the time of confinement is constant

\[ n \tau = \text{constant} \quad (1) \]

Immediately after (1958) it was shown by Samaras (o.326 and Fig. 4.43)
that \( n \tau \) is not constant but varies enormously with initial \( \theta_2 \) and final \( \theta_3 \)
temperatures (substitute time of energy release \( t_{23} \) for \( \tau \)) as follows:

\[ nt_{23} = f(\theta_2, \theta_3) \quad (2) \]

Figures 3 and 4 (taken from Ref. 6) show the energy release time as
a function of the initial \( \theta_2 \) and final \( \theta_3 \) temperatures for D-T and D-He\(^3\)
reactors.

2. The time of confinement

To obtain the time of confinement the plasma diffusion coefficients
should be known. This is easily done by non-dimensionalizing the laminar
and turbulent diffusion coefficients as a diffusion parameter:

\[ C_d = \frac{q_e B D \rho}{k_\beta T} = (\omega \tau)^{-1} \quad (3) \]
turbulent \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ Cd = \frac{q_e B D_t}{k_B T} = K \hspace{1cm} (4)

where:

- \( q_e \): charge of the electron
- \( B \): magnetic field intensity
- \( D_L, D_t \): laminar and turbulent diffusion coefficient, respectively
- \( k_B \): Boltzmann's constant
- \( T \): temperature
- \( \omega \tau \): Hall's parameter

The experimental results of various diffusion experiments are shown in Fig. 5. This picture is similar to that of the friction coefficient in the flow through a circular pipe with walls of various degrees of roughness. The laminar and turbulent regions are obvious and the roughness coefficient has an analog in the type of boundary layer existing between the plasma and the confining magnetic field.

The diffusion coefficient \( D_L \) may be correlated with a characteristic length \( L \) of the power plant and a diffusion time which for convenience may be called as \( t'_{23} \) as follows:

\[ D_L = f \frac{L^2}{t'_{23}} \hspace{1cm} (5) \]

where:

- \( f \): constant

Another important parameter is the kinetic over magnetic pressure ratio.

\[ \beta = \frac{2n k_B \theta}{B^2} \cdot \mu_m \hspace{1cm} (6) \]

From the foregoing assuming a reference ion density \( n_r = 10^{20} \text{ m}^{-3} \) the following results:

393
The most pessimistic case, namely, of Bohm diffusion is considered \((C_d = 1/16)\). For simplicity the following values of the parameters may be assumed: \(f = 1, \beta = 1, L = 1\) meter. Then Eq. (7) may be plotted as broken line in Figs. 3 and 4 for various values of the magnetic field \(B\).

Examination of these figures suggest that for magnetic fields realizable in the future \((B \approx 40\) Tesla\) and final temperatures \(\Theta_3 = 100\) kv, the confinement time is larger than the energy release time \(t'_{23} \gg t_{23}\).

Taking as an example \(\Theta_2 = 20\) kv, \(\Theta_3 = 50\) kv and an ion density \(n = 10^{23}\) m\(^{-3}\) the required time for energy release is \(t_{23} = 1.3\) msec. The corresponding diffusion time for a magnetic field \(\beta = 15\) Tesla is \(t'_{23} = 3.3\) msec.

Assuming a diffusion coefficient one order of magnitude lower than Bohm (see Fig. 5) the corresponding diffusion time is \(t'_{23} = 33\) msec.

Increasing the magnetic field to \(B = 30\) Tesla the diffusion time becomes \(t'_{23} = 27\) msec and for \(B = 40\) Tesla is \(t'_{23} = 64\) msec.

The foregoing magnetic fields are not fictitious. Existing superconductors produce magnetic fields of 20 Tesla, whereas those in the experimental stage (see Dallas Meeting of the APS) are around 40 Tesla. The high magnetic field intensity superconductive magnets will need a force-free design as it was discussed by M. Levine of AFCRL sometime ago. One of the most important components of the system is the radiator which radiates the losses. Preliminary calculations indicate reasonable sizes at temperatures of 1100 to 1200° K. While these temperatures seem excessive for maximum
power they are considerably decreased for cruising conditions which may correspond to $10^{-2}$ to $10^{-3}$ of the maximum power. Then corresponding temperatures may be calculated

$$\text{Rel } T = 10^{-2/4} \text{ to } 10^{-3/4} = 0.316 - 0.178$$

and for $T_m = 1200\,^\circ K$, $T_{cr} = 379$ to $213.5\,^\circ K$ which are acceptable.

The high temperatures of maximum power will appear in the flight corridor where aerodynamic cooling may have a significant effect. Some early calculations (Fig. 6) indicate the altitude speed characteristics of the spacecrafts with large, medium, and small engines.

**DIRECT TRANSFORMATION OF NUCLEAR INTO ELECTRICAL ENERGY**

The energy transformation between the plasma and its surroundings may be easily understood by examination of the energy equation.

The mechanism of energy transformation may be examined in various ways, and the methods of approach used depend upon the investigator's viewpoint.

A plasma in a magnetic field behaves as a diamagnetic medium $k_m < 1$; this diamagneticity of course depends upon its conductivity. Each charged particle of the plasma rotates around a magnetic line of force and thus possesses a magnetic moment $M_d$. The sum of these magnetic moments is the total magnetic moment of the plasma in the magnetic field. It is well known also that an electric current loop possesses a magnetic moment $M_d$. From the foregoing, the similarity between a plasma in a magnetic field and an electric current is obvious. Taking as an example a cylindrical plasma in a magnetic field, it is seen that the plasma may be represented by a current layer, i, whose magnetic moment per unit length
is the same as that of the plasma. With increasing plasma temperature which may be caused by the energy release process, the magnetic moment \( M_d \) of the plasma increases and with it the current, \( i \). The rising current induces electromotive forces in the electromagnetic circuits which surround the plasma. This process continues until the maximum temperature of the cycle is attained. Further transformation of plasma mechanical enthalpy may occur by an expansion of the plasma. This may be effected by a reduction of the external magnetic field.

The system of plasma and external magnet coils may also be considered as a transformer. The primary of the transformer is the plasma and the secondary is the magnet coils. This is shown in Fig. 7 both schematically and in a circuit form.

The external magnetic field interacts with the plasma and this interaction is shown as the magnetic pressure upon the plasma caused by the external magnetic field \( p_m = B^2/(2\mu_m) \). It is known that an increase of the external magnetic field \( B \) compresses the plasma, that is, transfers energy from the external coils to the plasma. Again an expansion of the plasma transfers electric energy to the external coils.

Some typical results of calculations are shown in Figs. 8 and 9.

**POWER EQUILIBRIUM, STARTING AND STARTERS**

The power equilibrium in a fusion reactor is not markedly different from that of any other heat engine. Thus the power equilibrium equation for a continuous reactor will be similar to that of a gas turbine and the power equilibrium of an impulsive reactor will be similar to a reciprocating engine. It should be stressed, however, that the losses will
be different in each case.

For a continuous reactor in a steady state of operation, the power generated by the reaction and the power of the starter (external power introduced into the system) will be equal to the excess power and the losses; in an unsteady state of operation, the energy required for the acceleration or deceleration should also be considered. Then the power equilibrium equation may be written

$$P_r - P_{st} = P_{ex} + \sum (P_L) + P_{aux}$$

where

- $P_r =$ power produced by the fusion reaction
- $P_{st} =$ power of the starter,
- $P_{ex} =$ excess power,
- $P_{ac} =$ power of acceleration (negative in the case of deceleration),
- $\sum (P_L) =$ sum of the power losses,
- $P_{aux} =$ power required for the auxiliaries.

The power losses may be analyzed into

a. Radiation losses (bremsstrahlung and gyromagnetic)

b. Leakage power losses

c. Joulean losses

d. Heat conduction losses

and other losses peculiar to the system under consideration.

For an impulsive reactor in an unsteady state of operation, the energy balance per cycle may be written

$$\int_0^{t_c} (P_r + P_{st}) dt = \int_0^{t_c} [P_{ex} + P_{ac} + \sum (P_L) + P_{aux}] dt \text{ (joules)}$$

where $t_c =$ duration of the cycle in seconds

and the other symbols have their usual meaning.

Depending upon the cycle of operation, a number of simplified assumptions may be made and simple zero order effects may be obtained.

A starting process is necessary to put a nuclear energy release system
into operation. This is not a peculiar requirement of nuclear systems because a similar process is also necessary in chemical energy release systems, such as gas turbines and reciprocating internal combustion engines.

In the special case of nuclear energy release systems installed in a spacecraft, there may be two main types of starting: (1) starting at ground level; (2) starting in space. In ground level starting, large power external starters may be available most of the time. In space starting, the low density of the surrounding space helps considerably in creating the desirable vacuum conditions in the system.

Depending upon the type of the system, the power required by the starter is given by Eq. (8) or by Eq. (9).

A large number of starting systems for fusion energy release engines may be proposed; because of the extreme requirement upon power, however, the solid fuel MHD generator seems to have certain merits.

Depending upon the starting system selected and the type of the engine, various methods of starting may be developed.

WATCHING AND CONTROL

Nuclear energy release systems may be divided into two basic types: (a) those which can be analyzed into individual components; (b) those which cannot be analyzed into individual components. The first type may be considered as comparable to a gas turbine system; the second, to a reciprocating engine.

The main advantage of the first type over the second is its capability
of being analyzed into individual components which can be investigated and tested separately. Generally speaking, each one of these components performs a discrete function and is represented by a separate line in the thermodynamic cycle. As always, this great advantage of component separation and testing is accompanied by the disadvantage of the necessity of matching the various components during the synthesis stage of the energy release system. This situation may be aggravated by the appearance of narrow operational characteristics of the different components and the incompatibility of different requirements, such as easy starting, low weight, high efficiency, and high reliability.

Past experience with terrestrial jet propulsion engines indicates that some of the greatest operational difficulties may be attributed to unsatisfactory matching of the components.

To perform the matching of the components during the synthesis process, a satisfactory understanding of the component characteristics is necessary. Again, to satisfy the performance requirements, certain rules for changing the performance characteristics are needed.

To a certain degree, existing information may be considered sufficient to allow us to calculate the performance of each of the components at the design point and its vicinity; today, however, there is little knowledge about the theoretical evaluation of the instabilities and performance away from the design point. In this case, experimental data should be provided, if possible.

By using similarity and non-dimensional analysis methods, steady state performance characteristics may be developed. It is anticipated
that the characteristics during unsteady operation will be different from those of steady operation.

During the development of the performance characteristics, considerable help and inspiration may be obtained by employing information available from terrestrial jet propulsion engines. Then instead of time, such as cycle time, \( t_{cy} \), its inverse may be used, namely, the number of cycles per unit time which corresponds, to a certain degree, to the rotational speed \( N \).

The equation for the excess power may be written in a functional form

\[
P_{\text{ex}}(n_2, \theta_2, N) = f_5(\theta_2/\theta_3, \theta_1/\theta_2, \theta_0/\theta_2, \eta_{cx}, a)
\]

Taking into consideration the linearity characteristics (of Fig. 4.43 of Ref. 5) the following results

\[
P_{\text{ex}}(n_2, \theta_2, N) = f_5((N/n_2), (\theta_1/\theta_2), (\theta_0/\theta_2), \eta_{cx}, a)
\]

Equation (11) represents the non-dimensional excess power of an engine as a function of five parameters. Fortunately, only some of these can be varied independently; thus, the compression-expansion efficiency is a function of the other parameters. As the injection temperature \( \theta_0 \) is usually fixed and the relative mass addition parameter \( a \) can be kept constant, only two parameters may be varied and the performance of the engine may be plotted as

\[
P_{\text{ex}}(n_2, \theta_2, N) = F([N/n_2], (\theta_1/\theta_2))
\]

In a similar way, the fuel consumption and the specific fuel consumption may be expressed in terms of the parameters just cited.
When an engine is functioning, the operator must always be able to control it to the desired conditions. Thus a control system should be incorporated with the energy release system.

The control system should be designed for both steady and unsteady (accelerating, decelerating) conditions.

Experience has shown that the energy release system and its controls should not be examined separately but always as a system. The main reason for this requirement is that one of the main functions of the controls is to protect the engine at any marginal operational condition. Experience with nuclear reactors suggests that the protection afforded by automatic control considerably increases the life and reliability of the system.

Control systems may be classified according to the level of intelligence available in the loop. Thus the lowest level of intelligence is held by the open-loop control system. The next is the closed-loop control system. Above this is the adaptive control system.

The next three steps are held by artificial intelligence control systems, namely, automata with various degrees of sophistication which are adept at learning and pattern recognition.

For the sake of convenience human intelligence was also subdivided into three (3) levels. Animal intelligence may be considered as overlapping between artificial and human intelligence.

From the preceding, it is obvious that artificial intelligence automatic controls and protecting devices should be incorporated in all thermonuclear energy release systems. The protecting devices should be incorporated in complete electronic control systems and they should
contain electronic temperature limiters, pressure limiters, and others.

The control system may be subdivided into two parts: controls for steady operation and controls for acceleration.

The variables to be controlled may be subdivided into two groups: dependent and independent variables. These are shown in the following table.

<table>
<thead>
<tr>
<th>Independent Variables</th>
<th>Dependent Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time of the reaction or rps</td>
<td>Power extraction</td>
</tr>
<tr>
<td>Plasma density ((n_0 + n_p))</td>
<td>Specific fuel consumption</td>
</tr>
<tr>
<td>Fuel mixture ratio (n_p/(n_0 + n_p))</td>
<td></td>
</tr>
<tr>
<td>Temperature</td>
<td></td>
</tr>
</tbody>
</table>

For a simple system, all four independent variables shown in the table may be varied independently; in many cases, however, it is advisable to reduce the number to one or two. Such a system will employ a single lever and the variation of the other variables will be such as to guarantee optimum power or minimum specific fuel consumption.

The measuring instruments of the controlled quantities are numerous and have been discussed elsewhere.

For design of the control system, methods similar to those discussed before may be employed. The equations to be used or these are

a. The energy conservation equation

b. The mass conservation equations.

Depending upon the type of the control system, these equations may be simplified considerably. This is true for the mass conservation equations which may be reduced to a single one.

An increase in engine power is effected by increasing the fuel injection rate beyond and above that required for steady state operation.
Assuming constant reaction time $t_{23}$ or its inverse $N$, the maximum temperature $\theta_3$ increases. Under difficult cooling conditions, the increased maximum temperature may affect the engine life adversely; consequently, due consideration must be given to limiting the maximum temperature $\theta_3$ below a certain level during the acceleration. At the same time, the rate of acceleration must be fast enough to give satisfactory system operation. This may be accomplished by limiting the top temperature to a reasonable maximum and making the period of acceleration short enough to satisfy the engine operation requirements.

The automatic acceleration control which satisfies the conditions just mentioned should be an integral part of the automatic fuel injection system.

**AUXILIARIES**

The energy release system requires extra power to drive a large number of components collectively called auxiliaries. The auxiliaries may be subdivided into two main groups:

a. Those directly connected with the operation of the engine, such as fuel pumps, vacuum pumps, and others.

b. Those which may be required in the immediate environment of the engine.

The various installations in a spacecraft are serviced by auxiliaries:

a. Electric requirements, such as generators, transformers, control panels, lighting, radar, and others.

b. Navigation equipment

c. Heating and airconditioning.
Various methods of extracting power from the engine may be devised. These may fall within either of the following categories: direct extraction and utilization and indirect extraction.

The direct methods utilize the electric energy in the form produced by the engine, whereas the indirect use transformers and other intermediate equipment.

In conclusion it is felt that the time is ripe to train the designers who will be able to initiate design studies leading to the final design for the development of a successful prototype thermonuclear power plant.
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Summary

Some of the potential advantages of fusion propulsion systems include the following:

1. Can operate at optimum exhaust velocity
2. Gas temperature not materials limited
3. Direct conversion of plasma enthalpy to thrust or electrical power
4. Lower round trip time and initial mass for fixed payload than competing systems
5. If D-D reaction used, fuel should be inexpensive enough to exhaust directly to space

Many of the foreseeable problems associated with space and ground-based applications of fusion reactors appear to be common to the two applications, while some are unique to the respective application. A similar degree of commonality and uniqueness seems to hold for existing developmental programs leading to space and ground-based applications of fission reactors. Some of the basic physics problems most troublesome for space applications of fusion reactors include the following:

1. Must be self-sustaining: no steady-state injection
2. Must use D-D or D-He$^3$ reaction
3. Control of synchrotron radiation

4. Ions escaping from plasma must be made unidirectional
5. Mixture with propellant to form exhaust jet with optimum velocity
6. Development of a liquid metal magnetofluid

Some of the engineering problems associated with space-borne fusion reactors include the following:

1. Development of light weight components
2. Energy conversion system for thruster
3. Development of heat transfer and radiator system
4. Development of a light weight liquid helium refrigerator
5. Zero-G cryogenic heat transfer
6. System for repeated startup in space

If self-sustaining fusion reactors based on the D-He$^3$ (or possibly the D-D) reaction can be achieved, it is possible that fusion reactors will see their first large scale applications in space, rather than for ground-based electrical power generation. Studies have shown that fusion reactors may be marginally competitive economically with other projected power generating systems (such as advanced fast breeder reactors) on the ground, while mission analyses indicate that fusion reactors may be much superior to other competing space power and propulsion systems.

Some of the major research areas related to space applications that should receive attention are:

1. A more detailed study of the D-He$^3$ reaction characteristics
2. The study of energy balance at the higher plasma temperatures involved
3. Systems studies of D-D and D-He$^3$ reactors, with loss of neutrons to space

4. Experimental and theoretical work on the direct conversion of the plasma enthalpy to power or thrust

5. Studies of neutron and radiation shielding methods for superconducting coil protection

6. Development of light weight, high current density superconducting magnets, light weight cryoplants, and associated systems components

7. Development of a liquid metal ferrofluid suitable for space applications of magnetocaloric pumping and power generation.

Work is also needed on methods of collecting the radially diffusing plasma from toroidal systems, and converting it into a unidirectional exhaust beam. One of the most important unknowns, the space-restart system, cannot be adequately specified until controlled fusion has been achieved.
Abstract

A fusion drive can deliver an exhaust velocity of several thousand km/sec. This is much larger than the optimum exhaust velocity for any mission inside the Solar System. Thus fusion drives should be considered for interstellar flight.

An analysis is made of the reaction equilibrium and energy balance in a spatially-uniform, steady-state plasma. A particle-conservation equation is written for each of the ionic species in the plasma. For given ion temperature, deuteron number density, particle confinement time, and fuel composition, this set of equations can be solved for the plasma composition and the fuel feed rate.

Separate energy balance equations are written for the ions and for the electrons. By simultaneous solution of the two equations, the electron temperature and the rate at which power must be removed from the plasma can be determined. For given values of the energy-conversion and plasma-acceleration efficiencies, the specific thrust and the thrust per unit plasma volume can be calculated. For a given drive mass/blast power ratio, the thrust/
mass ratio can be calculated.

An optimization analysis is carried out for a two-stage starship, both stages being assumed to have the same initial acceleration, specific thrust, and drive mass/blast power, payload/initial mass, and fuel mass/tank mass ratios. If all these quantities are given except the initial acceleration, one can determine what acceleration results in minimum flight time for a given distance. Specific thrust and acceleration can also be optimized simultaneously; if no upper limits are placed on the specific thrust, this determines the capabilities of a drive that is not energy-limited, but acceleration-limited.

Numerical calculations indicate that, for an overall payload fraction of 0.01 and for drive mass/blast power ratios higher than 100 kg/mw, the optimum specific thrusts for flights to the nearer stars can be delivered by fusion drives—that is, fusion drives are acceleration-limited, not energy limited. Unless very low mass/power ratios can be achieved, the total-mass-conversion drive and the interstellar ramjet—both much more difficult technically than the fusion drive—would not give shorter flight times.

What power/mass ratios can be achieved, is quite uncertain. No attempt is made to carry out an engineering design study for a fusion drive. However, rough estimates of the masses of some of the major subsystems indicate that it will be hard to do better than
100 kg/mw. A fusion drive can burn deuterium or a mixture of deuterium and helium 3. A drive burning deuterium and helium 3 can deliver a higher specific thrust, at a lower power/mass ratio, than a drive burning pure deuterium. However, helium 3 must be synthesized. It is not possible to say at present whether the higher cost of the deuterium-helium 3 fuel combination will be justified by its performance advantage. Fission power for interstellar flight can be ruled out on the basis of fuel cost.

Unless power/mass ratios much smaller than 100 kg/mw can be achieved, not even the nearest stars can be reached with flight times less than one human lifetime. This does not preclude flights by unmanned probes.
Proposed fusion reactors have traditionally been classified as either steady state or pulsed. Steady state reactors would seem to permit more careful adjustment of the plasma parameters to optimum values than pulsed reactors and to permit the use of superconducting magnets to generate the confining magnetic field. Pulsed reactors place less stringent requirements on plasma stability and confinement than steady state reactors and offer a potential advantage in permitting the reactor to be refueled between pulses when there is no fusion plasma present. The equilibrium condition for steady-state reactors (the point at which the released energy remaining within the plasma is equal to that needed to heat the incoming cold fuel to the equilibrium plasma temperature) is unstable and will require a control system, which may be complex, to maintain equilibrium. Pulsed reactors based on the theta-pinch concept require the coil to be placed close to the cylindrical plasma. This configuration reduces the magnetic field volume and may thus permit substantial savings in the cost of the reactor core. A disadvantage of this system is that the coil is subjected to the 14 Mev neutrons, bremsstrahlung, and cyclotron radiation. Radiation heating, ohmic heating, and structural requirements place severe constraints on the coil design. Steady state designs must include shielding of the superconducting magnets from neutron and gamma radiation. At present, a major problem in pulsed designs is energy storage. Magnetic energy
storage appears to be the only possibility since capacitive energy storage seems to be far too costly to be economically competitive. It is not yet clear whether or not magnetic energy storage elements will be able to deliver sufficient energy at fast enough rates.

Requirements for fuel injection into a DT fusion reactor depend upon α-particle heating rates and on whether the reactor is pulsed or steady state. Some calculations indicate that it may be difficult to fill the reactor volume of a steady state reactor with fuel because of the difficulty in penetrating a fusion plasma with beams or pellets. Pulsed reactors permit refueling in the off period, but consequently also require higher peak currents from the injectors. In a steady state reactor with no α-particle heating, the Lawson criterion was used to estimate the maximum current required to maintain a steady state 1500 MW(th) reactor, with a fractional burnup of 5%, as about 1000 amperes. With foreseeable beam technology, this current will be difficult to provide economically. Furthermore, the wall area required by the injectors may be large enough to affect the neutron economy.

Several important advances in blanket design have been reported. For example, it now appears that a simple natural liquid lithium blanket will provide adequate tritium breeding without enrichment. Second, a new modular design permits the vacuum wall to be located outside the blanket. This configuration relaxes the structural requirements which arise when the vacuum wall is also the first wall. This design also uses modified heat pipes both to equalize the radial temperature distribution and to separate out tritium which has been generated in the lithium blanket.
An interesting proposal [Lidsky, MIT] for utilizing fusion neutrons, that was only mentioned briefly at the symposium, is to produce fissile $U^{233}$ or $Pu^{239}$ by capturing excess fusion neutrons in $Th^{232}$ or $U^{238}$ placed in the blanket of a fusion reactor. This fissile fuel can then be used in a converter fission reactor to give a much shorter fuel doubling time than fission breeder reactors. The neutron rich but power balance poor DT fusion reactor and the neutron poor but power rich fission converter reactor could make a very attractive couple.

Direct conversion of fusion reactor charged particle energy to electrical energy by using a series of electrostatically focused collector electrodes, rectifiers, and inverters provides a means of achieving overall conversion efficiencies of more than 90%. For a 1000 MW system, the direct converter should cost approximately $20/kW. This cost compares with $70-$80/kW for conventional conversion systems. This energy conversion scheme is particularly suited for mirror type reactors where it increases the "usual" Q by an order of magnitude.

Considerable interest in the use of fusion reactors for space power and space propulsion systems was evident among several of the symposium participants. As in the case of using fusion reactors for electric power generation, there was disagreement, among those who attended the special session on Space Applications of Fusion Reactors, concerning the relative merits of pulsed and steady state reactors for space applications. The fact that agreement could not be reached simply indicates that neither pulsed nor steady state reactors can be shown to be inherently unsuited for space applications at the
present stage of fusion reactor design and technology. However, several factors are especially important for space reactors regardless of whether they are steady state or pulsed. For example, since the isotropic neutron distribution from a D-T reactor is not directly useful for propulsion or heating the plasma and conversion will require components with considerable mass, reactors in which the fusion energy appears in charged particles (D-He$^3$ or P-Li$^6$) are especially attractive for space applications. These cycles require higher ignition and operating temperatures, of course, and thus lead to other problems. Mass considerations also seem to require that space borne reactors be self sustaining so that massive supplementary fuel heating systems are not required. This restriction requires the charged reaction products to be capable of heating the fuel to temperatures high enough to produce at least one fusion reaction. In a D-T reactor, such a reaction would have to be sustained by the relatively small amount of fusion energy which is not carried away by the neutrons, that is, by $\alpha$-particle heating. In D-He$^3$ and p-Li$^6$ reactors, most of the fusion energy is given off in charged reaction products which can be confined and used to heat the injected fuel as well as to supply power. Provided that the ignition temperatures and adequate confinement can be achieved, therefore, the self sustaining requirement could be more easily satisfied in D-He$^3$ or p-Li$^6$ reactors than in D-T reactors.

Quite a lot of discussion centered on environmental, economic, and social considerations, which are all, of course, interrelated. Fusion reactors are expected to introduce relatively few environmental problems. In D-T systems, for example, no radioactive wastes are...
formed, and tritium, which is radioactive, is less hazardous than the plutonium in fission reactors and should be easier to contain than the noble fission gases. Moreover, fusion reactors cannot run away and also have low after heat.

Most of the fusion reactor design studies to date have been based on the D-T fuel cycle since it has the lowest ignition requirements. It has also usually been assumed that at least a large part of the tritium breeding blanket is lithium. The world reserves of lithium are not well known, because of present lack of demand, but estimates were given showing that, from an energy viewpoint, they are comparable to fast fission breeder fuels, U and Th. One of the arguments for fusion reactors has been the "unlimited" amounts of fuel. A fusion reactor based on the D-T fuel cycle may be limited by the available amounts of lithium, however. This is then also an incentive for considering other fuel cycles. Estimates were also made to show that electric power from fast fission breeder and fusion reactors are comparable in cost.

Economic calculations concerning fusion reactors have traditionally used the projected costs of producing electrical power by fast fission breeder reactors as a target cost which fusion reactors must meet. The rationale for this approach is that the design details of fusion reactors are not yet specified in enough detail to permit accurate cost estimates, while the cost of fusion reactors' major competitor, fast fission breeder reactors, are known well enough to give a reasonably accurate target cost which must be met in order to be competitive. Although these estimates seem to show that there is no reason why fusion reactors cannot compete economically with fast
fission breeder reactors in producing cheap electric power, there are at least two factors which may make these analyses less favorable to fusion reactors than they should be. First, the fast fission breeder reactor cost estimates used for fusion reactor target costs do not include an effective cost for actual and potential hazards and environmental pollution. Of course it is presently impossible to quantify these costs; however, it is certainly true that these costs will be more important in coming years and that the effective fusion reactor costs will be less than the corresponding costs for fast fission breeders. Second, the use of projected fast fission breeder costs as a target cost assumes that the major part of the produced power will be converted to electricity. In fact, as the population increases, it seems that more and more energy will be required for recycling waste materials for re-use, for desalinating seawater and for other bulk processes. It is not at all clear that electrical energy will be the most appropriate form for these processes. These processes may require sufficient energy at one location to permit more direct utilization of energy from the fusion plasma. (The main advantage of converting energy to electrical form is the ease with which electrical energy can be transported). It may be possible to utilize the fusion plasma in a Fusion Torch to vaporize and ionize wastes and permit them to be separated into useful raw materials. The Fusion Torch concept might also be applied by injecting high atomic number impurities into the plasma to produce ultraviolet radiation which would be used to bulk heat liquids for chemical processing and disalination of water. If these applications actually develop and the Fusion Torch is even
partly feasible, fusion reactors could offer significant advantages over fast fission breeder reactors in this area.

Very little study has been given to the social implications of the introduction of fusion power, although work is beginning, as evidenced by the attendance of sociologists and economists during parts of the symposium. Understanding of the social effects, "good" or "bad", will be important for considering factors in the design, location, and use of the fusion reactors by those directly concerned with fusion reactor design and planning and for evaluation of fusion reactors by the society at large.

It was well documented at the symposium that the fast fission breeder reactor development is progressing well and that they probably will be "on line" within twenty years. With the current rate of world wide funding it does not appear that one will have an "on line" fusion reactor in this century.
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