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Abstract

The interaction of high power nanosecond laser pulses with absorbing defects,
located in the bulk of transparent dielectric materials and having a multilevel elec-
tronic structure, is addressed. The model assumes a moderate localized initial ab-
sorption that is strongly enhanced during the laser pulse via excited state absorption
and thermally-driven generation of new point defects in surrounding material. This
model is applied to laser induced damage in the bulk of potassium dihydrogen phos-
phate crystals (KH2PO4 or KDP) and plausibly explains how during a fraction of
the pulse duration the host material around the defect is transformed into a strong
absorber that leads to the sufficiently large energy coupling resulting in a damage
event. This scenario is supported by time resolved imaging of material modification
during the initial phases of laser induced damage.

1 Introduction

From tabletop lasers to high power lasers such as NIF or LMJ [1], optical materi-
als (large bandgap dielectrics) are used to transform pulse characteristics such as
energy density, pulselength, wavelength, or spatial profile. However, these optical
components themselves may suffer from laser-induced damage attributed to absorp-
tion by nanoscale defect structures [2, 3, 4, 5, 6], especially at λ = 351nm (3ω).
The interaction of such absorbing defects with nanosecond laser pulses, leading to
sufficient energy deposition to cause a micro-explosion, involving temperatures on
the order of 1 eV or larger and pressures on the order of 10 GPa, is an active area
of research. Since damage is penalizing for the laser facilities, there is a need to un-
derstand the physical processes resulting from the interaction of intense laser light
with condensed matter. Ultimately, this understanding could lead to technological
means of increasing the damage resistance of optical materials.

Within the femtosecond (fs) regime, the physical mechanisms responsible for
damage are now well established: multiphoton ionization (MPI) eventually followed
by impact ionization leads to a large density of conduction electrons giving rise to
optical breakdown [7]. On the fs timescale, with associated intensities generally lying
in the TW/cm2 range, the laser pulse interacts via intrinsic processes with matter
(eventually with atomic-size defects) while the crystalline lattice is not perturbed
[8]. Since the energy transfer time from the electrons to the ions (lattice) is typically
a few picosecond (ps), material phase changes and hydrodynamics play a role only
subsequent to the energy deposition.
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Within the nanosecond (ns) regime, with intensities lying in the GW/cm2 range,
the situation is dramatically different. Firstly, damage at relatively low laser fluences
is initiated by precursor defects whose size may range from a few tens of nanometers
(nm) to some hundreds of nm [2, 3, 4, 5, 6]. Secondly, both thermal conduction and
hydrodynamics as well as phase change of material may play a significant role since
the laser pulse lasts long enough for these processes to occur. Although plasma
formation occurs as in the fs case, a striking difference is that energy deposition
is time dependent since heat conduction and hydrodynamics allow energy to be
transported away from the small precursor during the laser pulse and influence the
properties, such as absorption, of the surrounding material.

The initial steps of ns regime laser damage initiation have drawn attention from
a number of researchers in the past attempting to elucidate the nature of the pre-
cursor defects and the transformation of the surrounding material. It has generally
been concluded [9, 10, 11] that the initial absorbers are small, submicron in size,
that generate plasma that heats and transforms the surrounding material to create
additional absorption [12, 13, 14]. The precise mechanism by which modification
of the surrounding material can occur has been the subject of a number of stud-
ies. It is experimentally known [15] that shockwaves can densify silica and that
such densification occurs during laser damage [16]. Molecular dynamics simulations
[17] elucidated structural changes that occur in fused silica at the expected shock
induced pressures and suggested associated relevant electronic structure modifica-
tions might also occur. Previous work [9, 10] also pointed out the importance of
temperature dependent absorption in the damage initiation process. Early experi-
mental studies of the temperature dependence of absorption [18] suggested at least
a partial bandgap collapse with increasing temperature in fused silica, analogous
to the complete bandgap collapse known for semiconductors [19]. An experimen-
tal demonstration of reduced damage threshold in fused silica with temperature
was found in [14]. More recently, observation of induced absorption in glasses due
to ultrashort laser pulse exposure has also been reported [20]. Additionally, re-
cent density-functional theory calculations [21] have shown that silica absorption
spectra are expected to exhibit exponential tails near the band edge at elevated
tempertatures.

The basic concept of a laser driven moving absorption wave fed by either heat
conduction or radiation from hot plasma has been extensively developed [22], ini-
tially in fluids and later in solids, e.g. in studies of slow moving combustion waves
and supersonic detonation waves. Laser induced absorption waves [23] in transpar-
ent material such as air are well known. Laser damage in a nominally transparent
material allows creation of an absorption wave if the transparent material becomes
absorbing when it is heated. This was predicted theoretically [9] before it was ob-
served experimentally [24]. Early experiments found the absorption wave moves at
subsonic velocity which varies roughly as the square root of laser intensity.

In potassium dihydrogen phosphate (KH2PO4 or KDP), the plasma state is
assumed to be created in a time much shorter than the pulse duration [2, 5]. Under
these conditions, the defect absorption was assumed to be constant in space and
time. Nevertheless, the first detailed information was recently provided regarding
KDP bulk damage where information about the electronic structure of the cluster
of atomic defects (damage precursor) and the corresponding transition rates were
extracted [25]. Based on these results, a time-dependent model can be developed
for the description of the energy absorption (in space and time) during the damage
initiation event in this material.

In the present work, a new mechanism based on thermally-driven secondary
point defect formation (SPDF) in the precursor and the surrounding material is
introduced to model the modification of absorption where the essential physical
mechanisms are taken into consideration in a self consistent way: temperature-
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dependent interband transitions and heat transfer equations are coupled to predict
the spacetime evolution of the energy absorption and temperature. Although, as
noted above, the idea of temperature induced absorption is not new and, for ex-
ample, Ref. [14] suggests the possibility of defect generation as a mechanism, the
present work is the first systematic quantitative development of this idea combined
with an experimentally motivated electronic structure model [25] to provide a de-
tailed description. Based on this approach, it is shown how damage initiation may
occur because of a strong nonlinear growth of energy coupling. In particular, the
formation of an absorption front (AF), moving at a speed one order of magnitude
slower than the sound speed, is predicted, consistent with experiments [24] and
other models [21]. This mechanism is essentially expected at the beginning of the
interaction where the material undergoes major change of its electronic, optical and
structural properties. Experimental results using time resolved imaging of material
modification during the initial phases of laser induced damage in the bulk of fused
silica are suggestive that the model may be more general, also describing similar
processes in other optical materials with appropriate modifications for each ma-
terial. Hereafter we refer to the precursor with electronic structure (PES) model
augmented with secondary point defect formation (SPDF) as the PES-SPDF model.

2 Theoretical model

Assume for simplicity that damage originates from absorption by a spherical pre-
cursor defect whose radius is set to 100 nm [2, 5]. This precursor defect is assumed
to be a cluster of point defects with initial density n0 = 5. × 1019 cm−3 [25], the
latter introducing excited states located in the band gap [25, 26]. A schematic illus-
tration of the precursor band structure is given by Fig. 1 where, at 3ω, 3 photons
are required to promote the valence electrons to the conduction band. Due to these
excited states (ES), a valence electron passes through the ES’s before reaching the
conduction band: three sequentiel one-photon absorption processes can bridge the
band gap. Taking electron and ion temperatures equal, the lattice heating is as-
sumed to be due to non-radiative relaxation of electrons populating the ES’s and
inverse Bremstrahlung. At 3ω, the rate equations governing the evolution of the
electron densities are the following [25]:
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where Fp is the photon flux given by I/h̄ω with I the laser intensity. Here we
consider a flat-in-time pulse, i.e. I(t) = I0. σ1 and σ′

1 are one-photon-absorption
cross sections. ni is an electronic density where i stands for the valence band (VB),
an ES, or the conduction band (CB). nd is the density of valence electrons that
can be promoted to the ES’s due to point defects. τ1, τ2, and τ3 are non-radiative
relaxation times for state ES1, ES2, and the conduction state, respectively.

This model reproduced experimental trends in the case where two wavelengths
are present and has been used to obtain best estimate values of the absorption cross
sections between the various states, and density of atomic defects within each de-
fect cluster acting as damage precursor [25]. This model provides the foundation to
obtain insight, for the first time, into the early material transformation and behav-
ior as a result of high power laser excitation that leads to a strong coupling of the
laser light into localized areas of the material and subsequent laser induced damage.
This can be achieved by including in the model the energy balance in the affected
material volume of all major mechanisms involved in the process and monitor the
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dynamics under realistic excitation conditions. The first important mechanism is
heat diffusion from the initially absorbing volume (precursor) into the surrounding
host material which is known to significantly influence the temperature evolution
in the nanosecond timescale. The heating of conduction electrons by inverse Brem-
strahlung should also be taken into account at later stages of the excitation process
and so has been introduced into the Fourier heat equation. Finally, the heating of
the material is accompanied by the generation of new point defects arising from the
breaking of bonds. It follows that heat diffusion may induce new point defects not
only in the precursor, but also in the surrounding host material leading to an expan-
sion of the absorbing zone. In the case of KDP crystals, the energy cost of breaking
hydrogen bonds, leading to hydrogen defects such as interstitials and vacancies, is
very low. It is assumed that the breaking of hydrogen bonds also induces states
located in the band gap [27] and generation of additional defects with complex elec-
tronic structure (similar to that used in this model) as it has been shown for the
case for x-ray irradiation of the material by Chirila et al [28]. For simplicity, we
describe the new defects with the same rate equations as the precursor to treat the
evolution of the electronic populations and their contribution to the lattice heating.
Within this new framework, the system which has to be solved is now the following:
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where notations for the rate equations are similar to those of Eq. (1). E01, E12, and
E23 are the energy differences between the valence band and ES1, ES1 and ES2,
and, ES2 and the bottom of the conduction band, respectively [25]. κ and C are
the thermal conductivity and the heat capacity, respectively. Assuming that Ea is
the energy required to form a new point defect, the associated term in Eq. (2) reads
−Ea∂Nd/∂t where Nd is the density of point defects. It is reasonable to think that
Nd follows an Arrhenius law, thus reading:







Nd(r, t) = n0 + K0 exp
(

− Ea

kT (r,t)

)

inside the precursor defect

Nd(r, t) = K0 exp
(

− Ea

kT (r,t)

)

outside the precursor defect
(3)

where K0 is a constant which is estimated hereafter. Note that a point defect
provides one valence electron which may be excited to higher states in Eq. (2). SiB

describes the heating of conduction electrons by inverse Bremstrahlung. Within the
Drude model, it is proportional to the electronic conductivity and is given by:

SiB =
e2h̄ωFp

8mcε0(ω2 + ν2
c )

νc (4)

where νc is the collisional frequency.
The thermal conductivity appearing in the heat transfer equation of system (2)

can be written as κ(r, t) = κi +κe(r, t) where κi and κe are contributions supported
by ions and electrons, respectively. For KDP, κi = 1.3 W/m/K and we determine
the electronic thermal conductivity assuming that the ionized KDP has a metallic
behavior. We thus use the Wiedemann-Franz law:

κe

σ
=

3

2

(

kB

e

)2

T (5)
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where σ is the electrical conductivity assumed to be ncbe
2νc/m(ω2 + ν2

c ) within the
Drude model. The electronic thermal conductivity thus reads:

κe =
3

2
k2

B

ncbTνc

m(ω2 + ν2
c )

(6)

This model also incorporates the following assumptions:
a) The non-radiative relaxation of conduction electrons does not depend on their

kinetic energy. Alternatively, we could introduce supplementary rate equations [29].
The latter formalism also allows including impact ionization. Nevertheless, at 3ω
with relatively low intensities similar to those found in currently available laser
system or near future designs, avalanche may not be significant [7].

b) The electrons are in thermal equilibrium with the lattice.
c) We do not introduce a diffusion operator on the electronic temperature. In

other words, we assume for the moment τe−ion ≪ τe−e since the electronic and ionic
temperatures are assumed to be equal. The latter assumption is based on the fact
that the inelastic interaction between the electrons and the ions takes place on the
ps time scale while the energy transport processes described in this model occur on
a much slower time scale.

d) The thermal parameters (heat capacity and ionic thermal diffusivity) are
assumed temperature independent, equal to those of KDP at room temperature.

Within our model, each physical quantity varies in space and time. System (2)
is solved numerically with a finite difference scheme in spherical coordinates where
the spatial step has been set to 1 nm and the time step is adapted to ensure the
algorithm convergence. The initial conditions are the following:

In the precursor defect (r ≤ 100 nm):























ncb = 0
n2 = 0
n1 = 0
nd = n0

T = T0

Outside the precursor defect:























ncb = 0
n2 = 0
n1 = 0
nd = 0
T = T0

(7)

Finally, we have to choose a criterion for describing the absorption front (AF), and
subsequently to evaluate the area of the absorbing zone with respect to time. Here
we assume that the local absorption is proportional to the instantaneous point defect
density while the radius of the AF is determined by the distance from the center of
the precursor where a given point defect density has been reached Also, we assume
that the illuminated area is significantly absorbing if Nd ≥ n0.

3 Modeling results and discussion

The value of the modeling parameters are listed in Table 1 unless otherwise ex-
plicitly stated. Also, the laser parameters have been set to values relevant to the
operational conditions of ICF class laser systems such as NIF or LMJ [1]. Regarding
the parameters governing the electronic densities evolution (one-photon absorption
cross section, non-radiative relaxation time, and energy difference between adjacent
ES’s), the values are those of [25] which were extracted by fitting experimental
damage-testing data under simultaneous excitation at two wavelengths. The colli-
sional time has been set in the fs range in accordance with current knowledge [7],
i.e. τc = 1 fs. The initial point defect density within the defect cluster (damage
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Table 1: value of the parameters
Description of variables and parameters Symbol Value

Photon energy h̄ω 3.54 eV
Laser intensity I 3 GW/cm2

one-photon absorption cross section σ1 1.5 × 10−18 cm2

one-photon absorption cross section σ′

1
7σ1

Recombination time τ1 1 ns
Recombination time τ2 50 ps
Recombination time τ3 1 ps
Energy gap between ground state and level 1 E01 2.3
Energy gap between level 1 and level 2 E12 3.2
Energy gap between level 2 and CB E23 2.2
Collisional frequency νc 1015 s−1

Heat capacity C 2 J/K/cm3

Thermal diffusivity of DKDP Di 10−6 m2/s
Room temperature T0 300 K

Initial point defect density n0 5 × 1019 cm−3

Maximum point defect density K0 1022 cm−3

Energy of a hydrogen bond in KDP Ea 0.042 eV
Radius of the precursor defect r0 100 nm

precursor) is the one of [25]. Note that the latter values provide the best agreement
with experimental data, but slight deviations from these values also render it possi-
ble to predict correct trends. Furthermore, it is assumed that the new defects arise
from the breaking of hydrogen bonds which are the weaker bonds in this material.
Since the primitive cell of KDP consists of two units of KH2PO4 with a volume close
to 360Å3, the maximum point defect density corresponds roughly to four intersti-
tial hydrogen atoms in the latter volume, i.e. K0 ≃ 1022 cm−3. The energy, Ea,
required to break a hydrogen bond provided by [30] is used. It is noteworthy that
we have studied the influence of this parameter on the value of the AF velocity. As
expected, the lower Ea, the easier the SPDF, and the faster the speed of the AF. It
will be shown hereafter that the present approach is able to mimic the experimental
results for the lowest, physically reasonable, value of Ea. We thus have set Ea to
the measured value 0.042 eV [30] compatible with the existence of a centre with
this activation energy.

Fig. 2 exhibits the predicted lattice temperature, the electronic densities, and
the absorbed power density as a function of time in the center of the precursor
(r = 0). The temperature can reach a few 10000 K at the end of the pulse, but this
model is not intended to describe the material state at these conditions. Specifically,
we hypothesize that the present approach is valid for lower temperatures, possibly
as long as the temperature does not exceed 10000 K, i.e. the temperature for which
the band gap collapse engages significantly [31]. Within the present parameters,
this corresponds to a time shorter than roughly 1 ns, which indicates the time
interval during the early phase of damage initiation where the PES-SPDF model
may accurately describe the processes taking place. Despite the crudity of this
approach for times longer than 1 ns, it is worth noting that the predicted behaviors
have been considered hereafter up to 6 ns in order to shed light on the energy
coupling occurring as long as the pulse is switched on. Actually, the predicted
trends should be correct since the influence of a band gap collapse is equivalent to
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enhance the absorption cross section in the present approach.
As expected, the prediction of a fast temperature rise is due to the increase in

absorption related to the point defect density increase (that is a function of the
temperature). Also, the shape of T (t) clearly exhibits a non-linear behavior: a
thermal explosion occurs at t ≃ 0.5 ns. This time corresponds to a temperature
close to 500 K, i.e. close to 0.042 eV (= Ea) for which the SPDF becomes significant.
After the termination of the laser pulse, the relative decrease in temperature of the
affected volume is slower than the one predicted by previous models [2, 5]. This is
due to the fact that the heated region is significantly larger when including SPDF.
Indeed, as shown by Fig. 3, the new radius is close to 250 nm, resulting in a smaller
surface to volume ratio and outgoing heat flux. This size evolution is discussed in
more details hereafter.

As shown by Fig. 2(b), the thermal explosion is due to the fact that ES1,
ES2 and the CB state quickly reach near stationary high densities in excess of
1020 cm−3 (whose non-radiative relaxation induce the increase in the temperature
of the lattice). Despite the initially low point defect density, these high densities are
due to the SPDF as shown by the orange curve of Fig. 2(b) showing that the defect
density evolves from 5×1019 cm−3 to the maximum value 1022 cm−3. Accordingly,
the density of valence electrons able to be easily excited (nd, black curve of Fig.
2(d)) can increase whereas transitions from the valence band to ES1 would induce
the opposite behavior (depopulation) as usually observed without SPDF.

The absorbed power density, leading to the temperature rise, is shown by Fig.
2(c) as predicted by the PES-SPDF approach. It appears that the power density
associated with the SPDF, which acts as an energy loss mechanism, is negligible
compared to that transferred from the electrons to the lattice due to their non-
radiative relaxation. That is notably due to the fact that Ea ≃ Eij/10. It also
appears that the inverse Bremstrahlung does not contribute significantly to tem-
perature variations due to its low absorbed power density. This is mainly due to
the relatively small density of conduction electrons (≃ 1020 cm−3) compared to the
critical plasma density close to 1022 cm−3 at 3ω. Actually, the results suggest that
the non-radiative relaxation of the conduction electrons is the main contributor to
the temperature rise, followed by the electrons in ES2 and ES1. The contribution
of a given state, labeled i, is mainly governed by the term niEij/τi with j = i + 1.
Since the energy differences between two adjacent states is similar in the present
system under considerations, the only factor ni/τi allows one to compare the var-
ious contributions. Consequently, despite that the conduction electrons have the
lowest density, their short non-radiative relaxation time makes them the largest
contributors to the energy deposition and subsequent temperature rise.

The spatial evolution of the lattice temperature, the electronic densities, and
the absorbed power density at t = 1 ns is depicted on Fig. 3. Regarding the
temperature, it appears that the extent of the heated region is significantly larger
than the standard length of thermal diffusion close to 110 nm for which a significant
temperature rise would occur. Let us define the extent as the region for which the
temperature is larger than 500 K, this temperature corresponding to a significant
phase transition or SPDF. From Fig. 3(a), it appears that the heated region extends
to roughly 250 nm. This behavior is a first indication regarding the evolution of
the size of the absorbing zone outside the initial precursor volume with respect to
time. This behavior is also observed when considering the spatial evolution of the
electronic densities and the according absorbed power density, as shown by Figs.
3(b) and 3(c). Significant electronic densities and absorbed power density can be
observed up to 250 nm or so, confirming the absorbing zone has grown with respect
to time since it only occurs in the volume r < r0(= 100 nm) initially.

Within the framework of this model, the physical quantities depend both on
space and time. In order to understand the origin of these variations, the evolution
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of the temperature and the density of conduction electrons has been plotted in Figs.
4 and 5. Fig. 4 shows that a significant temperature rise occurs in a continuously
increasing volume with a speed of expansion that seems to be almost constant since
the iso-temperature lines for r > 100 nm are close to a straight line (when assuming
flat-in-time pulse). The absorption associated with the electronic densities confirms
this trend: the iso-density lines of the conduction band electrons as a function of
space and time shown in Fig. 5 indicate that the plasma is expanding at an almost
constant rate.

The expansion of the absorbing front is associated with the generation of new
point defects as explained in the previous section (criterion Nd > n0). The evolution
of the AF as a function of time is plotted in Fig. 6. Note we have checked that other
criteria such that T > Tc or ncb > nc provide very similar trends. As expected,
the shape of the curve is similar to an iso-density line of Fig. 5. With the onset
of AF expansion, its position (radius rAF ) according to this model evolves almost
linearly with time. In comparison, a purely diffusive process would lead to an
evolution that is closer to a square root behavior, for which l = 2

√
Dt where l is the

characteristic spatial scale, i.e. the thermal length of diffusion, and D is the thermal
diffusivity. However, the nonlinear processes described above involving the coupling
between Nd, T , and the absorbed power density lead to a behavior departing from
the standard square root law. To better evaluate the importance of introducing
thermally-driven SPDF in this model, the pure diffusive process is also considered
within the range t ∈[0 ; 6 ns], where we have performed a fit of the numerical results
with the function rAF = 100 nm + 2

√
Dt where D is the fitting parameter. The

best fit is obtained with D = 15×10−6m2/s = 15Di. The resulting curve is the red
one of Fig. 6.

This result shows that the introduction of SPDF leads to an increased energy
deposition process allowing the AF to spatially expand with time. The instanta-
neous speed of expansion of the radius of the absorbing volume is simply given by
vAF = ∂rAF /∂t. The inset of Fig. 6 shows the evolution of this quantity as a
function of time. Soon after the pulse is switched on, it appears that vAF tends to
a constant close to 170 nm/ns within the present excitation conditions. Actually,
this value is reached after roughly 1 ns. This time corresponds to the saturation of
the electronic densities, i.e. when a stationary regime is established. Note that the
fluctuations of vAF are due to the numerical discretization of the problem.

Fig. 7 shows the evolution of the average speed of expansion as a function of
the laser intensity. It is defined as:

< vAF >t=
1

τ

∫ τ

0

dtvAF (t) =
rAF (τ) − r0

τ
(8)

It appears that the higher the intensity, the faster the speed of expansion of the AF
although it grows less than linearly with intensity. See Eq. (12) below for insight
as to the origin of this type of behavior. More precisely, a fit based on a power
law leads to vAF ≃ 79.I0.6 where vAF and I are in units of nm/ns and GW/cm2

respectively.
From these studies, it appears that the speed of expansion of the absorbing front

during the early phase of damage initiation can reach a few hundreds of nm/ns in
operationally relevant conditions of laser excitation. When the precursor defect and
its vicinity are heated up to a temperature of a few 10000 K, a significant pressure
rise is expected while band gap collapse may occur at even lower temperatures.
However, hydrodynamic considerations may be important during the evolution of
the processes described in this model. Specifically, material displacements due to
increase of the pressure arising from the increase of the temperature are expected
in the vicinity of the precursor defect [32, 33, 34]. An evaluation of these material
displacements can be performed within reasonable assumptions. For a constant
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absorbed power density W , the speed of expansion due to hydrodynamics reads
(see Appendix A):

vH =
ΓWr0

ρc2
0

(9)

Within the present framework, the absorbed power density W results from the non-
radiative relaxation of several states. It can thus be written as: W =

∑

i Wi where
i corresponds to ES1, ES2, and the conduction band. Note that this velocity is a
function of the laser intensity through the absorbed power.

Both influences should be taken into consideration in order to evaluate the speed
of expansion of the absorbing front. Actually, we can assume that the SPDF occurs
in a material moving at constant velocity. Under this assumption, all the develop-
ments of Sec. 2 remain unchanged assuming that the densities do not significantly
vary due to volume changes. It follows that the speed of expansion of the absorbing
front can be approximated by:

vAF = vSPDF + vH (10)

where vSPDF and vH are AF velocities induced by SPDF and hydrodynamics, re-
spectively. Within standard conditions of high power laser for which F ≃ 10 J/cm2

and τ = 3 ns (I ≃ 3 GW/cm2), calculations lead to vSPDF = 170 nm/ns and
vH = 171 nm/ns (W = 5.×1013 W/cm3, see Fig. 2), leading to vAF = 341 nm/ns.

4 Time resolved imaging of damage initiation

Within the model of the damage initiation mechanism in KDP presented in the
previous section, direct imaging of the very early processes leading to the build up
of the localized absorption of the material would be impossible due to the small size
of the precursors and the spatial scale of the effects. Imaging in KDP is further
complicated by optical birefringence effects. However, one can postulate that the
processes discussed in this work are not specific to KDP but more general, applying
even to materials that do not exhibit the highly localized damage behavior within
even small volumes at lower fluence of KDP. If we assume that the damage precursors
in the material are, unlike the case in KDP, nearly uniformly distributed over small
volumes in the bulk [35], the damage initiation would reflect the local laser beam
intensity and fluence as well as the local defect density [36, 37]. Consequently, if the
pulses of a laser beam were focused in such material, manifestation of the localized
energy deposition would first take place at the focal region of the laser beam where
the highest intensity exists. Such damage behavior is exhibited by fused silica,
which represents another optical material of great importance in large aperture
laser systems. The damage behavior in the bulk of fused silica has been discussed
elsewhere [38] but the initial behavior of the material at the early stages of damage
initiation was not resolved. To measure how the absorption is building up at the
focal region of the material requires higher temporal resolution than that used in
[38] in order to capture images very early in the process. Based on this work, before
the material reaches the point of bandgap collapse accompanied by a fast expansion
of the absorbing region [31] and launch of a shockwave, there should be a time
period where the absorption is building up from zero to a very high value. To test
this concept, we utilized a time-resolved microscope system that provides adequate
temporal resolution and has recently been described elsewhere [39]. In brief, two
Q-switched Nd:YAG laser systems were synchronized using an electronic pulse delay
generator. The first laser (pump) was operated at 355 nm while each pulse had 3-ns
time duration (at full-width-half-maximum, FWHM). Its output beam was focused
with a radius (1/e2) of 5 ± 1 µm within the bulk of the material (1 cm thick fused
silica substrates) with a beam depth of focus of 200 − 230µm which is consistent
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with the observed length of the damaged region [38]. The energy was 535± 50 µJ ,
corresponding to intensities up to 230− 250 GW/cm2.

The time-resolved microscopy system was configured for these experiments in
the trans-illumination (shadowgraphy) imaging configuration utilizing two cameras
equipped with polarization elements to record the two orthogonal polarization image
components. Time-resolved images of the transient material behavior was enabled
by strobe light illumination provided by the second laser that was operated at 532
nm with 150 ps pulse time duration (FWHM). The linearly polarized output of this
laser was used to illuminate the area at the focal point of the pump beam and the
surrounding volume. A polarizing cube beam splitter positioned after the imaging
optics of the microscope separated the two polarization image components which
were subsequently recorded at predetermined delays using two CCD array detectors.
In this configuration, the orthogonal polarization image component captures the
location where stress causes rotation of the polarization of the illumination beam,
thus proving a method to capture the spatial distribution of transient (and residual)
stress fields. The parallel polarization component captures the loss of transmission
by the object (damage site) arising from absorption and/or scattering. The time
delays between pump and probe pulses were measured from each recorded damage
event from their peak intensities.

Fig. 8 shows transient images obtained during the early stages of damage ini-
tiation. Each image represents a different damage event but, due to the consistent
repeatability of the observations as a function of delay time, they accurately repre-
sent the material behavior as a function of delay. The images on the left side (aI,
bI, cI) represent the parallel polarization image components while the images shown
on the right side (aII, bII, cII) represent the corresponding orthogonal polarization
image components. The pump laser beam traversed left-to-right at about 30 degrees
with respect to the image plane and the image focus was maintained at the tip of
the forming site (left portion of image is slightly out of focus).

The time of first observation of material modification at the region where the
pump beam is focused was observed at about -2.40 ns delay under the excitation
conditions described above. The image (aI) shown in Fig. 8 was obtained at -2.20 ns
delay and is associated with a transmission loss at the center of the modified region
of about 10%. This indicates a change of the localized complex index of refraction
leading to defocusing of the transmitted probe beam and/or loss of energy via
absorption. This transmission loss continues to increase for longer delays until it
reaches the detection limit of our system (at about 98%) and delay of about -1.60
ns. An example of this case is shown in image (bI) obtained at a delay of -1.59 ns.
Immediately after this time delay, the launching of a shock wave and fast expansion
of the absorbing region are observed. The effects observed after this point will be
discussed elsewhere. The image (cI) obtained at 0.30 ns delay is used as an example
of the appearance of the shock front using this imaging system. From these images
it is evident that there is no shock front present in the images (aI) and (bI) obtained
at earlier delays.

Examination of the cross polarized image components at the corresponding delay
times shown in images (aII), (bII) and, (cII) demonstrate that there is stress building
up even at the case of -2.20 ns delay. These images are individually contrast-
enhanced to capture the presence of a localized depolarization of the probe light
and show the areas where most depolarization takes place. After the launch of
the shock wave, the region that seems to cause most depolarization is just behind
the shock-front as shown in image (cII). However, at earlier delays, the region that
provides most depolarization is around the focal region of the pump beam.

The energy deposited in the material though the absorption of laser light insti-
gates a rise in the localized temperature. As the temperature increases, the material
expands and the surrounding cold material begins to be exposed to a pressure and
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to heat conduction. The area where depolarization is observed in image (aII) cor-
responds to the volume surrounding the focal region, providing evidence that this
prediction of the model may be valid. The image shown in (bII) obtained near
the end of this early phase (-1.59 ns delay) shows that the depolarization effect
has increased and is now visible even in the out of focus region of the image (left),
indicative that the stress continues to increase during this time period. In addition,
within the resolution of this system (on the order of 1µm), no significant expansion
of the stressed region around the focal point is observed between the -2.2 ns and
-1.59 ns delays. This indicates that the expansion speed of this absorbing region is
lower that the resolution limit of our system (on the order of 1 km/s = 1000 nm/ns).
It must be noted that the speed of sound in fused silica is 5.9 km/s.

There are two possible ways material distant from the original absorption site
can be heated to increase absorption. One way is via heat conduction, similar to a
combustion wave or deflagration, in which the absorption front is expected to travel
at less than the sound velocity. The second way is via shockwave heating, similar
to a detonation wave, in which the absorption front is expected to travel at greater
than the sound velocity. Since the observation is of subsonic velocity, we suppose a
combustion wave, i.e. a comparatively weak shockwave.

We can obtain an idea of how the absorption front velocity should depend on laser
intensity as follows. We suppose absorbing defects are created via a temperature
dependent reaction rate Γ(T ) = p exp(−Ea/kT ) = 1/τ(T ) which also defines the
typical reaction time τ . The rate is characterized by pre-exponential factor p and
activation energy Ea. The temperature that a small precursor of radius b reaches
during exposure to laser intensity I is given by [11]:

T = α
bI

4κ
(11)

where κ is the thermal conductivity and α is the fraction of incident light absorbed.
The position δ of the moving absorption front will be given by an expression of
form [22] δ = C

√
Dτ where D is the thermal diffusivity and C is a coefficient which

may be large. The absorption front velocity is then given by vAF = δ/τ = C
√

DΓ.
Putting these three ingredients together, we find the front velocity to be given by:

vAF = C
√

Dp exp
(

−η

I

)

; where η =
2κEa

αbk
(12)

and to depend exponentially on the inverse of the laser intensity. The velocity is
expected to be subsonic and to increase slowly with increasing laser intensity. This
is consistent with both the experiments and the detailed numerical calculations re-
ported here. We note that the simulations of [31] indicated a higher absorption front
velocity would occur if temperature dependent thermal properties were accounted
for. That has not been done here.

The experiments suggest that the time interval between the onset of observation
of absorption near the focal region to the time point of the launch of the shock wave
is about 0.8 ns. During this time, the intensity of the pump pulse is continuously
increasing (effect is observed at negative delays, before the peak of the pump pulse).
Therefore, it is not possible to extract some information on its dependence on laser
intensity but it clearly shows that it is on the order of 1 ns under the excitation
parameters used in this experiment. It is expected [11] on general grounds, that
small precursors will lead to a plasma fireball (free electrons) that can grow rapidly
up to a size comparable to an optical wavelength. At this point, volume absorption
of laser energy in the plasma becomes surface absorption and the fireball growth
becomes much slower.
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5 Concluding remarks and outlook

Compared to the femtosecond regime, the particularity of the nanosecond regime is
that thermal conduction, hydrodynamics and subsequent material properties evolu-
tion can occur within the same timescale as the pulse duration. The latter coupling
has been modeled with in particular a thermally-driven absorption modification
based on point defect formation. This approach has rendered it possible to ex-
plain the damage initiation in the nanosecond regime, indicating in particular that
damage results from a strong nonlinear energy coupling. Further, this approach
accounts for the time evolution of the absorbing area as experimentally observed.
Its velocity is found to be one order of magnitude smaller than the speed of sound
for standard laser illumination conditions. Furthermore, this work suggests that
the above-mentioned energy coupling scenario may be a general feature in common
to optical materials. Despite having briefly studied the influence of hydrodynamics
on the absorption front velocity, a full coupling of hydrodynamics with the present
model is planned in the future to remove some assumptions and increase the accu-
racy of the predictions.

This work helps to establish a new baseline regarding the required optical prop-
erties of impurities or defect clusters embedded in optical materials capable of pro-
ducing sufficient amount of energy deposition to cause laser induced damage. It has
been postulated that in order to initiate laser damage by a small (sub-micrometer
in diameter) precursor, the absorption coefficient must be significantly larger than
the bulk one. This work demonstrates that defects with electronic structure and
linear absorption cross sections commonly found in various defects and impurities in
transparent dielectrics have the potential upon laser excitation to initiate a cascade
process that can subsequently lead to a laser induced micro-explosion (damage).
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A Evaluation of the expansion of the absorbing

area due to hydrodynamic phenomena

In order to evaluate the speed of expansion of the plasma due to the hydrody-
namic influence, the following derivation is proposed. One can assume that since
the plasma is significantly heated, a pressure wave is generated. The associated rar-
efaction wave creates a void whose size increases with respect to time [32, 40, 34].
The cavity expansion pushes the surrounding matter leading to the so-called plasma
expansion. The corresponding velocity is roughly given by the speed of expansion
of the cavity, the latter being defined during the acoustic timescale for which the
rarefaction wave forms the void. Note that after the acoustic timescale, the pressure
wave escapes the initial zone where the energy is deposited (precursor defect). The
pressure inside the absorbing zone thus drops and even if the plasma can continue to
absorb, the hydrodynamic contribution to its expansion (due to pressure gradient)
is not expected to further play a significant role.

Due to a pressure gradient appearing during the acoustic timescale, the speed
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of expansion, v, can be roughly obtained by solving:

ρ
∂v

∂t
=

∂P

∂r
(13)

where ρ is the material density and P is the pressure. Assuming smooth variations of
the physical quantities under considerations, the latter expression can be rewritten
within a macroscopic description, i.e.:

v =
∆P∆t

ρ∆r
(14)

where now ∆r corresponds to the spatial scale for which pressure variations occur,
i.e. ∆r ≃ r0 that corresponds to the initial size of the precursor defect. In this
description, ∆t is the time required for the pressure wave to travel in the precursor
defect. So it corresponds to the acoustic time scale given by ∆t = ∆r/c0 where c0

is the velocity of the pressure wave. Therefore, the velocity of the expansion due to
hydrodynamics reads:

v =
∆P

ρc0
(15)

Now ∆P has to be evaluated. To do so, an equation of state is required. For
the present estimation, we choose a simple Mie-Gruneisen expression: ∆P = Γρ∆e
where Γ is the Gruneisen coefficient and e is the internal energy. The latter can be
related to the absorbed power density, W , as: ∆e = W∆t/ρ. The absorbed power
density can be evaluated within the absorption model described in the text. Finally,
one obtains:

v =
ΓW∆t

ρc0
=

ΓWr0

ρc2
0

(16)

Within conditions where W ≃ 5 × 1013 W/cm3 (I = 3 GW/cm2, see text), with
Γ = 2, c0 = 5000 m/s, and ρ = 2338 kg/m3, we get v = 171 nm/ns.

It is worth noting that this approach makes sense since it predicts pressure in the
GPa range, in agreement with experimental observations. Otherwise, for pressure
larger than the bulk modulus (standardly a few tens of GPa for optical materials),
additional mechanisms should be taken into account.
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FIGURES AND CAPTIONS
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Figure 1: Schematic illustration of the band structure and of the sequential one-photon
absorption at 3ω.
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Figure 2: Evolution of (a) the temperature, (b) electronic densities, and (c) absorbed
power density as a function of time at the center of the precursor defect. The legends
for each color-coded profile are provided in the inset.
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Figure 3: Evolution of (a) the temperature, (b) electronic densities, and (c) absorbed
power density as a function of the radius at 1 ns delay. The legend of each color-coded
profile is the same as in Fig. 2.

18



 1000

 10000

"Temperature"

 0.1  1

Time (ns)

 0

 100

 200

 300

 400

 500

 600

 700

 800

R
ad

iu
s 

(n
m

)

Figure 4: Temperature (in K, logarithmic scale) as a function of space and time.
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Figure 5: Density of conduction electrons (in cm−3, logarithmic scale) as a function of
space and time.
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Figure 6: Evolution of the position of the absorbing front as a function of time (black
curve). It is defined such that Nd ≥ n0, see text for more detail. The red curve is a fit
of the latter curve with the function y = 2

√
Dt where D is the fitting parameter whose
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Figure 7: Evolution of the average velocity of the absorbing front as a function of the
laser intensity.
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Figure 8: Transient microscopic images (150 µm×100 µm) during laser damage initiation
with a focused beam in the bulk of fused silica showing the parallel (I) and orthogonal
(II) image components at delays a) -2.20 ns, b) -1.59 ns and, c) 0.30 ns. The delays are
measured between the peak intensities of the pump and probe pulses.
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