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Summary

The federal government’s role in protecting U.S. citizens and critical infrastructure from cyber attacks has been the subject of recent congressional interest. Critical infrastructure commonly refers to those entities that are so vital that their incapacitation or destruction would have a debilitating impact on national security, economic security, or the public health and safety. This report discusses selected legal issues that frequently arise in the context of recent legislation to address vulnerabilities of critical infrastructure to cyber threats, efforts to protect government networks from cyber threats, and proposals to facilitate and encourage sharing of cyber threat information among private sector and government entities. This report also discusses the degree to which federal law may preempt state law.

It has been argued that, in order to ensure the continuity of critical infrastructure and the larger economy, a regulatory framework for selected critical infrastructure should be created to require a minimum level of security from cyber threats. On the other hand, others have argued that such regulatory schemes would not improve cybersecurity while increasing the costs to businesses, expose businesses to additional liability if they fail to meet the imposed cybersecurity standards, and increase the risk that proprietary or confidential business information may be inappropriately disclosed.

In order to protect federal information networks, the Department of Homeland Security (DHS), in conjunction with the National Security Agency (NSA), uses a network intrusion system that monitors all federal agency networks for potential attacks. Known as EINSTEIN, this system raises significant privacy implications—a concern acknowledged by DHS, interest groups, academia, and the general public. DHS has developed a set of procedures to address these concerns such as minimization of information collection, training and accountability requirements, and retention rules. Notwithstanding these steps, there are concerns that the program may implicate privacy interests protected under the Fourth Amendment.

Although many have argued that there is a need for federal and state governments, and owners and operators of the nation’s critical infrastructures, to share information on cyber vulnerabilities and threats, obstacles to information sharing may exist in current laws protecting electronic communications or in antitrust law. Private entities that share information may also be concerned that sharing or receiving such information may lead to increased civil liability, or that shared information may contain proprietary or confidential business information that may be used by competitors or government regulators for unauthorized purposes.

Several bills in the 112th Congress would seek to improve the nation’s cybersecurity, and may raise some or all of the legal issues mentioned above. For example, H.R. 3523 (Rogers (Mich.)-Ruppersberger) addresses information sharing between the intelligence community and the private sector. H.R. 3674 (Lungren) includes provisions regarding the protection of critical infrastructure, as well as information sharing. H.R. 4257 (Issa-Cummings) would require all federal agencies to continuously monitor their computer networks for malicious activity and would impose additional cybersecurity requirements on all federal agencies. S. 2102 (Feinstein) seeks to facilitate information sharing. S. 2105 (Lieberman) includes the information sharing provisions of S. 2102, as well as provisions relating to the protection of critical infrastructure and federal government networks. S. 2151 (McCain) and H.R. 4263 (Bono-Mack) also addresses information sharing among the private sector and between the private sector and the government. Many of these bills also include provisions specifically addressing the preemption of state laws.
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For many, the Internet has become inextricably intertwined with daily life. Many rely on it to perform their jobs, pay their bills, send messages to loved ones, track their medical care, and voice political opinions, among a host of other activities. Likewise, government and business use the Internet to maintain defense systems, protect power plants and water supplies, and keep other types of critical infrastructure running. Consequently, the federal government’s role in protecting U.S. citizens and critical infrastructure from cyber attacks has been the subject of recent congressional interest.

This report discusses selected legal issues that frequently arise in the context of legislation to address vulnerabilities of private critical infrastructure to cyber threats, efforts to protect government networks from cyber threats, and proposals to facilitate and encourage sharing of cyber threat information amongst private sector and government entities. This report also provides an overview of the ways in which federal laws of these types may preempt or affect the applicability of state law.

Legal Issues Related to Protecting Critical Infrastructure

Although no federal statute currently imposes a generally applicable obligation on businesses in the private sector to take measures to protect themselves from cyber vulnerabilities, Congress has chosen to impose regulatory standards regarding the security, including the cybersecurity, of specific sectors or types of private entities. For example, chemical facilities are subject to chemical facility anti-terrorism standards (CFATS) promulgated by the Department of Homeland Security (DHS), which include provisions requiring chemical facilities to take measures to protect against cyber threats. Electrical utilities are required to comply with reliability standards, including standards to protect against cyber incidents, set by the North American Electrical Reliability Corporation (NERC). Similarly, the Maritime Transportation Security Act (MTSA) gives the Coast Guard the authority to regulate the security of maritime facilities and vessels, including requiring security plans that contain provisions for the security of communications systems used in those facilities.

---

1 Critical infrastructure commonly refers to those entities that are so vital that their incapacitation or destruction would have a debilitating impact on national security, economic security, or the public health and safety. 42 U.S.C. §5195c(e). For more information, see CRS Report RL30153, Critical Infrastructures: Background, Policy, and Implementation, by John D. Moteff.


4 The existing regulatory frameworks discussed here do not constitute an exhaustive list of all regulations applicable to critical infrastructure, but are only intended to provide some context for the following discussions.


6 For a more detailed discussion of cybersecurity and electrical utilities, see CRS Report R41886, The Smart Grid and Cybersecurity—Regulatory Policy and Issues, by Richard J. Campbell.

Proposals that focus on the increased cybersecurity of certain sectors of the economy are frequently justified on the grounds that those private entities, including energy, transportation, or communication providers, comprise the nation’s critical infrastructure. If the incapacity or destruction of such systems or assets would have a debilitating impact on national security, economic security, or public health and safety, it would be in the national interest to ensure that such critical infrastructure was adequately protected. Consequently, it has been argued that a regulatory framework governing selected critical infrastructure entities is needed to ensure that these private entities take measures adequate to maintain a minimum level of security from cyber threats, in order to protect the rest of the economy.8

On the other hand, others have argued that such regulatory schemes would not improve cybersecurity and would also increase the costs of doing business for these sectors of the economy.9 There are also concerns that businesses would face additional exposure to civil liability from private suits if they failed to meet the imposed standards. As many of these regulatory schemes provide regulatory agencies with access to information held by the regulated entities, concerns have also been raised about the inappropriate disclosure of proprietary or confidential business information.

The concerns raised by these issues have shaped the existing legal schemes regulating the security of specific categories of critical infrastructure, and have also informed recent legislative proposals to address widely reported weaknesses in the security of critical infrastructure from cyber threats. A brief overview of each of these issues is provided in the next sections of this report. The report will then examine how recent cybersecurity legislation would specifically address some or all of these issues.

**Defence to Agency Decisions**

Several of the bills that would establish a regulatory scheme for the cybersecurity of critical infrastructure provide the agencies charged with administering the program with the discretion to identify those private entities that would fall within the scope of a particular bill and that will, therefore, be subject to the requirements that would be imposed under the bill. Being subject to the regulations may have significant cost, liability, or other implications for the private entity that has been designated as covered critical infrastructure; such entities may seek to challenge their designation as covered critical infrastructure through redress mechanisms created in the statute or through judicial review of agency action under the Administrative Procedure Act (APA).10 Entities may also seek judicial review of agency actions in the context of enforcement actions taken against them under the various regulatory schemes.

---

8 For a more detailed discussion of critical infrastructure policy arguments, see CRS Report RL30153, Critical Infrastructures: Background, Policy, and Implementation, by John D. Moteff.

9 E.g., Securing America’s Future: The Cybersecurity Act of 2012 Before the S. Comm. on Homeland Security and Governmental Affairs, 112th Cong. (statement of former DHS Secretary Tom Ridge on behalf of U.S. Chamber of Commerce) (“New compliance mandates would drive up costs and misallocate business resources without necessarily increasing security.”)

Depending upon the legislative language delegating regulatory authority to the agency, a court will evaluate an agency’s decision under varying standards of review. In the context of regulating the security of critical infrastructure, a more deferential standard of review of agency determinations typically means that regulated private entities would have less recourse in the event that they wanted to challenge an agency’s determination. On the other hand, a less deferential standard of review may extend the time to implement particular security standards if the agency encounters delays caused by litigation. Examples of the different types of judicial review that may be involved are discussed below.

**Availability of Judicial Review**

As a general matter, there is a “‘strong presumption that Congress intends judicial review’ of administrative action.” This presumption is embodied in the Administrative Procedure Act (APA), which provides that “final agency action for which there is no other adequate remedy in a court [is] subject to judicial review.” The APA provides two exceptions to the presumption of availability of judicial review of agency action: (1) “to the extent that ... statutes preclude judicial review” and (2) “where agency action is committed to agency discretion by law.” However, judicial review of an unreviewable determination may occur if there is a constitutional issue.

Under the APA, judicial review of agency actions may be unavailable if such review is specifically precluded by statute. This exemption requires the existence of an explicit statutory provision prohibiting judicial review of agency action. Additionally, even where judicial review has not been explicitly barred, the APA precludes judicial review where the decision has been committed to agency discretion by law. This second exemption has been interpreted by the Supreme Court to be a very narrow exception, and applies only in situations where the statute provides no law for a reviewing court to apply. For example, in *Webster v. Doe*, the Supreme Court held that firing decisions made by the Director of Central Intelligence were unreviewable because the National Security Act provided that the Director “may, in his discretion, terminate the employment of any officer or employee of the [Central Intelligence Agency] whenever he shall

---

11 For more information on judicial review of agency actions, see CRS Report R41546, *A Brief Overview of Rulemaking and Judicial Review*, by Vanessa K. Burrows and Todd Garvey.

12 Gutierrez De Martinez v. Lamagno, 515 U.S. 417, 424 (1995) (quoting Bowen v. Michigan Academy of Family Physicians, 476 U.S. 667, 670 (1986)); *see also* McNary v. Haitian Refugee Center, Inc., 498 U.S. 479, 496 (1991); Abbott Laboratories v. Gardner, 387 U.S. 136 (1967); Citizens to Protect Overton Park v. Volpe, 401 U.S. 402 (1971); 28 U.S.C. §1331; *but see* Block v. Community Nutrition Institute, 467 U.S. 340, 349 (1984) (noting that “[t]he presumption favoring judicial review of administrative action ... may be overcome by specific language or specific legislative history that is a reliable indicator of congressional intent”). “The congressional intent necessary to overcome the presumption may also be inferred from contemporaneous judicial construction barring review and the congressional acquiescence in it ... or from the collective import of legislative and judicial history behind a particular statute,” or from “inferences of intent drawn from the statutory scheme as a whole.” *Id.*


deem such termination necessary or advisable in the interests of the United States.”20 The Court held that such a statute “exuded deference” and noted:

Short of permitting cross-examination of the Director concerning his views of the Nation’s security and whether the discharged employee was inimical to those interests, we see no basis on which a reviewing court could properly assess an Agency termination decision.21

Since the statute contained no standards a court could apply to evaluate the Director’s decision, the Court determined that these decisions had been committed to agency discretion by law, and were consequently unreviewable.

Questions of Fact

Where a statute does provide judicially administrable standards, agency determinations of factual questions are typically reviewed under the “substantial evidence” or “abuse of discretion standards.”22 In the administrative context, substantial evidence review and abuse of discretion review occur in factually distinct circumstances. Substantial evidence is required when an agency engages in either formal rulemaking or an adjudicatory hearing.23 In contrast, abuse of discretion applies in cases of informal rulemaking and decisions.24

Some courts appear to consider substantial evidence a more demanding standard than abuse of discretion, but the consistent theme of both standards is that the court is not free to substitute its judgment in place of the agency’s.25 In terms of analysis, the substantial evidence and abuse of discretion standards are both less stringent than de novo review, which would allow a court to look at the evidence anew and come to its own conclusions. Nevertheless, the Supreme Court has described these standards as requiring “more than a mere scintilla” of support and comparable to the standard a trial judge must meet to sustain a jury’s verdict.26 In the federal courts, a jury verdict will not be disturbed if “reasonable and fair-minded persons in exercise of impartial judgment” might have come to the same conclusion as the jury.27

Interpretations of Law

Agencies may also exercise discretion in interpreting the terms used in a statute. In the context of the proposals to regulate the cybersecurity of critical infrastructure, which are discussed in more detail below, there are a number of provisions that may require the Secretary of Homeland

---

20 50 U.S.C. §403-4a(e)(1).
21 Webster, 486 U.S. at 600.
23 Id. at §706(2)(E).
24 Id. at §706(2)(A).
25 See, e.g., Frontier Fishing Corp. v. Evans, 429 F. Supp. 2d 316, n.7 (citing Indus. Union Dep’t v. API, 448 U.S. 607, 705 (1980) (Marshall, J., dissenting) (asserting that substantial evidence is more stringent, but is ultimately a deferential standard)).
26 Consolidated Edison Co. v. NLRB, 305 U.S. 197, 229 (1938); NLRB v. Columbian Enameling & Stamping Co., 306 U.S. 292, 300 (1939)
27 E.g., Kosmynka v. Polaris Industries, Inc., 462 F.3d 74, 79-82 (2d Cir. 2006) (upholding jury’s finding that a manufacturer was negligent for failing to warn that its all-terrain vehicle might upend itself despite uncontested evidence that the manufacturer had received no reports of such incidents).
Security (the Secretary) to use her discretion to interpret the language of the bills. For example, the various definitions for covered critical infrastructure used by the bills may require a finding that the disruption of a function, system, or asset would lead to harms that were “significant,” “extraordinary,” or “prolonged.” These terms may be susceptible to more than one specific construction, and the different interpretations may have material consequences for those subject to the regulatory scheme. A narrow definition may mean that fewer entities would be subject to regulation, while a broader definition may encompass a more expansive cross-section of businesses.

The validity of an agency’s construction of a statute would likely be evaluated using the two-prong test described by the Supreme Court in *Chevron v. Natural Resources Defense Council*.28 First, if the text and legislative history of the statute demonstrate that Congress has spoken directly on the issue, then that statutory language or history must control. However, under the second prong, if the statute is ambiguous because “Congress has not directly addressed the precise question at issue,” the agency’s interpretation will stand so long as it is a reasonable one.29

Therefore, under *Chevron*, whether a particular statutory provision is ambiguous or not can change the degree of deference afforded an agency. Where no ambiguity exists, the reviewing court’s focus is on the intent of Congress, and it may interpret the law *de novo* without any deference toward the agency’s interpretation. On the other hand, if the statute is ambiguous, either because the language used is susceptible to more than one meaning or because the law contains internal inconsistencies, the reviewing court is not permitted to supplant its own interpretive preferences for that of the agency, unless the agency’s interpretation is unreasonable. Under this deferential standard of review, the discretion available to an agency is inversely proportional to the degree of specificity provided in a particular statute. In the context of the bills discussed by this report, the less specific a particular bill is regarding the Secretary’s regulatory authority, the more flexibility would be available to her to exercise during implementation.

**Liability Concerns**

The creation of a regulatory scheme applicable to critical infrastructure may raise issues regarding the effects that the new regulatory scheme would have on the potential civil or criminal liability of the covered entities. Regulators may be given the authority to impose civil or criminal penalties for noncompliance, or may seek to promote compliance by offering financial incentives.30

In addition to the forms of liability imposed by regulatory authorities, questions may arise regarding the potential ways in which the regulatory scheme may expose covered entities to additional private civil liability. In this context, a federal regulatory scheme could be viewed as creating a standard of care that might be used to establish tort liability under state law. Entities

---

29 Id.
30 A second issue with respect to enforcement is whether penalties would be limited to fines and other monetary penalties or whether injunctive relief may also be sought to compel compliance or to stop a noncompliant facility from operating. For example, violations of CFATS can be punished by civil monetary penalties or an injunction to cease operations. 6 C.F.R. §27.300. Similarly, under MTSA, covered vessels and facilities without an approved security plan may be prohibited from operating. 46 U.S.C. §70103(c)(5). Questions may also arise regarding the types of investigative authorities that would be provided to the agency tasked with administering the regulatory scheme.
that fall below that standard of care face the possibility of liability in the event of a security breach, separate and apart from any penalties that might be imposed by government regulators. The most likely form that such a civil action would take is in a tort suit alleging that the private entity had acted negligently; that is, the entity had failed to exercise reasonable care in the face of a foreseeable risk. Under current state law, entities found negligent may be liable for harm that results from their negligence.31

The existence of a federal regulatory scheme that imposes compliance standards may affect suits alleging negligence in two ways. First, the entities that are subject to the compliance standards may be found negligent per se if they fail to satisfy those standards.32 Negligence per se is a theory of negligence in which the fact that an entity’s conduct has violated some applicable statute is prima facie evidence that the entity has acted negligently.33 Unless the defendant could rebut that presumption, the defendant would likely be found to be per se negligent, and consequently liable for any harm that results from that negligence.34 In the context of cyber threats to critical infrastructure, this might mean that a regulated entity that fails to adequately secure its information infrastructure as required under a federal regulatory scheme would be liable for a cyber incident that causes harm to customers or other third parties.

Second, entities that are not subject to regulation under a federal scheme may not be subject to negligence per se. However, the performance standards or other requirements imposed under that scheme may still affect their liability for negligence if such requirements establish an applicable standard of care that the nonregulated entity would be judged against in a private civil suit.35

**Freedom of Information**36

Access to the confidential business information of owners and operators of the nation’s critical infrastructure and of private sector entities continues to be an important component of efforts to protect against cybersecurity threats. However, some critical infrastructure owners and operators and private sector entities may be hesitant to share cybersecurity-related information with the government because of the possible disclosure of this information to the public under the Freedom of Information Act (FOIA)37 and state open records laws.38 In addition, concerns also

---

31 Reese v. Philadelphia & R. R. Co., 239 U.S. 463, 465 (1915) (“The rule is well settled that a railroad company is not to be held as guaranteeing or warranting absolute safety to its employees under all circumstances, but is bound to exercise the care which the exigency reasonably demands in furnishing proper roadbed, tracks, and other structures. A failure to exercise such care constitutes negligence.”).

32 See Restatement (Second) of Torts §285 (“The standard of conduct of a reasonable man may be ... adopted by the court from a legislative enactment or an administrative regulation which does not so provide ...”).

33 See, e.g., Makas v. Hillhaven, Inc., 589 F. Supp. 736, 741 (M.D.N.C. 1984) (“Negligence per se in effect is a presumption that one who has violated a safety statute has violated its legal duty to exercise due care.”).

34 See, e.g., Resser v. Boise-Cascade Corp., 587 P.2d 80, 84 (Or. 1978) (violation of state law establishing speed limits at railroad crossing raises a rebuttable presumption of negligence).


exist that sharing of cybersecurity information may facilitate access to proprietary and confidential business information by competitors. Furthermore, some have expressed concerns that the government may use information obtained for cybersecurity purposes for non-cybersecurity purposes, such as regulatory actions. Concerns also exist that reliance on FOIA’s exemptions to shield shared cybersecurity threat information is misplaced because court interpretations of the scope of FOIA’s exemptions can change.

Proponents of open records and government transparency argue that new exemptions from FOIA jeopardize the public’s ability to obtain information about government and industry practices, cast a shroud of secrecy over government’s functions, and are unnecessary because FOIA’s exemptions adequately protect private information from disclosure. Some observers believe that it is not certain that some cybersecurity threat information, such as routing information or website access logs, would fit within FOIA’s exemptions.

The Freedom of Information Act of 1974 (FOIA) regulates the disclosure of federal agency records. FOIA requires that certain types of records be published in the Federal Register; certain types of records be made available for public inspection and copying; and all other records be subject to request in writing. All records not available via publication or inspection, not exempt from disclosure, or excluded from coverage are subject to disclosure. FOIA has nine exemptions from disclosure which permit, rather than require, the withholding of the requested information.

Subsection (b)(3) of FOIA, commonly referred to as exemption 3, permits agencies to withhold information under FOIA that is specifically prohibited from disclosure by other federal statutes. For a nondisclosure provision in a separate federal statute to qualify for exemption 3 status, the nondisclosure provision must meet the following criteria: either the statute must require that matters be withheld from the public in such a manner as to leave no discretion on the issue; or the statute must establish particular criteria for withholding or refer to particular types of matters to be withheld; and it must specifically cite FOIA exemption 3. If the statute meets the criteria of

(...continued)

state-freedom-of-information-laws.

As an example, in Milner v. Dept. of the Navy, 131 S. Ct. 1259 (2011), the Supreme Court limited the scope of FOIA Exemption 2 (the Court held that “Exemption 2, consistent with the plain meaning of the term “personnel rules and practices,” encompasses only records relating to issues of employee relations and human resources.”). Id. at 1271. See U.S. Dep’t of Justice, Exemption 2 After the Supreme Court’s Ruling in Milner v. Department of the Navy, at http://www.justice.gov/oip/foiapost/2011foiapost15.html.


Excluded from the act’s coverage are special categories of law enforcement records related to criminal law investigations or proceedings, informant records, and records maintained by the FBI pertaining to foreign intelligence, counterintelligence or international terrorism. 5 U.S.C. §552(c)(1), (c)(2), (c)(3).

See Dep’t of the Air Force v. Rose, 425 U.S. 352, 361 (1976) (holding that “limited exemptions do not obscure the basic policy that disclosure, not secrecy, is the dominant objective of the Act”).


exemption 3 and the information to be withheld falls within the scope and coverage of FOIA, the
information is exempt from disclosure under exemption 3.  Statutes that meet these criteria are
referred to as “FOIA exemption 3 statutes.”

To encourage private and public sector entities and persons to voluntarily share their critical
infrastructure information with the Department of Homeland Security (DHS), the Critical
Infrastructure Information Act of 2002 (CIIA) includes several measures to ensure against
disclosure of protected critical infrastructure information by DHS. According to the Department
of Justice, the agency responsible for administering FOIA, the CIIA will operate as an exemption
3 statute under FOIA for critical infrastructure information that is obtained by the Department of
Homeland Security. Relevant to this discussion, the CIIA provides protections against the
disclosure of information that is voluntarily submitted by a critical infrastructure entity to DHS. If
the information submitted satisfies the requirements of the CIIA, the information is designated as
critical infrastructure information (CII), and for purposes of FOIA, the CIIA expressly prohibits
the disclosure of critical infrastructure information. Critical infrastructure information “means
information not customarily in the public domain and related to the security of critical
infrastructure or protected systems....” Therefore, the classification of information as CII would
protect that information from disclosure under FOIA, state and local disclosure laws, and use in
civil litigation. In addition, protected critical infrastructure information cannot be used for
regulatory purposes. Federal, state, and local government officials and contractors approved by
DHS can access the information for critical infrastructure protection or criminal law enforcement
purposes.

With respect to concerns about litigation, CIIA limits the use of CII in civil litigation and provides
that sharing CII with the agency does not count as the “waiver of any applicable privilege or
protection provided under law,” such as trade secret protection or the attorney-client privilege.
CIIA authorizes the use or disclosure of such information by officers and employees in
furtherance of the investigation or the prosecution of a criminal act, or for disclosure to Congress
or the Government Accountability Office.

Another Exemption 3 statute under FOIA for critical infrastructure information was recently
the Secretary of Department of Defense (DOD), or his designee, to exempt DOD critical

48 U.S. Department of Justice, Statutes Found to Qualify under Exemption 3 of the FOIA, (August 2011), available at

49 Examples of FOIA exemption 3 statutes are the Aviation and Transportation Security Act of 2001 (ATSA) which
designates 16 categories of sensitive security information and includes information submitted pursuant to a requirement
Information Act of 2002 (CIIA) which provides confidentiality protections for critical infrastructure information
voluntarily submitted to DHS, P.L. 107-296, codified at 6 U.S.C. §133 et seq.; the Maritime Transportation Security
Act of 2002 (MTSA) which requires covered entities to submit information to the federal government, P.L. 107-295;
and the Safe Drinking Water Act (SDWA), as amended, which requires community water systems to perform
vulnerability analyses of their facilities and includes protections for vulnerability assessments. P.L. 107-188, 42 U.S.C.
§300i-2.


51 6 C.F.R. §29.2(b).

52 See U.S. Dept. of Homeland Security, Protected Critical Infrastructure Information (PCI) Program, at

infrastructure security information from disclosure pursuant to section 552(b)(3) of title 5 [FOIA Exemption 3] upon a written determination that the information is DOD critical infrastructure security information, and the public interest consideration in the disclosure of such information does not outweigh preventing the disclosure of such information.\textsuperscript{54} Department of Defense critical infrastructure security information means sensitive but unclassified information that, if disclosed, would reveal vulnerabilities of DOD critical infrastructure that could result in the disruption, degradation, or destruction of Department of Defense (DOD) operations, property, or facilities.

\section*{Ex Parte Communications}

Providing information to a regulatory agency may also be subject to further disclosure if the communication would implicate agency rules or judicial doctrine regarding ex parte communications. Under the APA, formal agency adjudications are to be decided solely on the basis of record evidence. The APA provides that “[t]he transcript of testimony and exhibits, together with all papers and requests filed in the proceeding, constitutes the exclusive record for decision.”\textsuperscript{55} The reason for this “exclusiveness of record” principle is to provide fairness to the parties in order to ensure meaningful participation. Challenges to the “exclusiveness of record” occur when there are ex parte contacts—communications from an interested party to a decision-making official that take place outside the hearing and off the record.\textsuperscript{56} The APA prohibits any “interested person outside the agency” from making, or knowingly causing, “any ex parte communication relevant to the merits of the proceeding” to any decision making official.\textsuperscript{57} Similar restraints are imposed on the agency decision makers.\textsuperscript{58} Additionally, ex parte communications received in violation of these rules are generally required to be disclosed to all other interested parties and made part of the public record for the proceeding.\textsuperscript{59} The CIIA provides that CII will not be subject to agency rules or judicial doctrine regarding ex parte communications. However, if an entity is involved in a proceeding where ex parte communications are prohibited, there may be concerns that providing cybersecurity information that would not qualify as CII might implicate the rules against ex parte communications, and could be subject to disclosure on the public record or to other interested parties.

\section*{Legislation in the 112\textsuperscript{th} Congress}

This section provides a brief description of proposed cybersecurity legislation in the 112\textsuperscript{th} Congress that includes regulatory provisions regarding the security of critical infrastructure with particular emphasis placed on the provisions that implicate the legal issues discussed above.

\begin{footnotesize}
\begin{enumerate}
\item P.L. 112-8, §1091, 125 Stat. 1604.
\item 5 U.S.C. §556(e).
\item \textit{Id.}
\item 5 U.S.C. §557(d)(1). For example, under CFATS, during an adjudication ex-parte communications between the department and the chemical facility is not permitted. 6 C.F.R. §27.320.
\item 5 U.S.C. §557(d)(1)(C).
\end{enumerate}
\end{footnotesize}
H.R. 3674, PRECISE Act of 2011

H.R. 3674, the Promoting and Enhancing Cybersecurity and Information Sharing Effectiveness Act of 2011 (PRECISE Act), was introduced on December 15, 2011, by Representative Lungren. On February 1, 2012, the Subcommittee on Cybersecurity, Infrastructure Protection, and Security Technologies of the House Homeland Security Committee held a mark up of the bill, and it was forwarded to the full committee by voice vote. On April 18, 2012, full committee consideration and mark up were held on a substitute bill that changed the critical infrastructure provisions. The measure was reported favorably to the full House (as amended) 16-13.

As introduced, Section 2 of the PRECISE Act would have authorized the Secretary of Homeland Security to identify and evaluate cybersecurity risks to critical infrastructure and to review and develop a collection of existing internationally recognized consensus-developed risk-based performance standards. It would have given the Secretary the authority to designate particular facilities or functions of critical infrastructure companies as covered critical infrastructure. Such entities would have been subject to more stringent regulation than noncovered critical infrastructure. Additionally, the PRECISE Act would have explicitly provided for judicial review of the designation of facilities or functions as covered critical infrastructure.

On April 18, the full committee held a mark up and reported out a substitute bill. This version removed the proposed Section 227, which would have provided the Secretary its authority to designate particular facilities as critical infrastructure and develop the standards these entities would have been required to implement. Under the approved PRECISE Act, DHS may “solely upon the request of critical infrastructure owners and operators, assist such critical infrastructure owners and operators in protecting their critical infrastructure information systems.”

S. 2105, Cybersecurity Act of 2012

S. 2105, the Cybersecurity Act of 2012, was introduced on February 14, 2012, by Senator Lieberman. Title I of the bill would create a regulatory scheme for the protection of selected systems and assets of critical infrastructure from cybersecurity threats. Specifically, the bill would authorize the Secretary of Homeland Security to identify cybersecurity risks to critical infrastructure, designate certain assets or systems as “covered critical infrastructure,” and identify performance standards that covered critical infrastructure would have to meet in order to guard against the identified cybersecurity risks. If the Secretary determines that an existing regulatory scheme would adequately protect covered critical infrastructure from cyber threats, then no new performance standards would be imposed with respect to that covered critical infrastructure.

---

60 H.R. 3674, §2 (new §227 of the Homeland Security Act of 2002 (HSA)).
61 Id. (new HSA §227(f)).
62 Id. (new HSA §227(g)).
63 S. 2105, §102.
64 S. 2105, §103.
65 S. 2105, §104.
66 S. 2105, §104(d).
The potential applicability of this new regulatory regime to an entity would depend upon whether its systems or assets had been designated by the Secretary as covered critical infrastructure.\(^{67}\) The bill would define covered critical infrastructure as systems or assets that, if damaged or accessed without authorization, could reasonably lead to the interruption of life sustaining services sufficient to cause a mass casualty event with an extraordinary number of fatalities or mass evacuations with a prolonged absence, catastrophic economic damage to the United States, or severe degradation of national security.\(^{68}\) Catastrophic economic damage is defined to include the failure or substantial disruption of a U.S. financial market, transportation system, or other systemic, long-term damage to the U.S. economy.\(^{69}\) Commercial information technology products\(^{70}\) are statutorily precluded from being designated as covered critical infrastructure, as are systems or assets based solely on activities that are protected by First Amendment rights.\(^{71}\)

Because of a perceived increased regulatory burden that might accompany a designation of a system or asset as covered critical infrastructure, some entities may wish to dispute such a designation. The Cybersecurity Act of 2012 would explicitly provide for judicial review of decisions to designate systems or assets as covered critical infrastructure.\(^{72}\) Such review would likely involve both questions of fact as well as interpretations of the bill’s language. Examples of factual questions that might be raised include whether the disruption of an asset could lead to a mass casualty event or degradation of national security. The Cybersecurity Act of 2012 does not specify a particular standard of review that courts should use when reviewing these questions. But, under the APA, a court is likely to apply a “substantial evidence” or “abuse of discretion” standard to these types of factual questions.

Questions of law might also arise in the context of a designation as covered critical infrastructure under the Cybersecurity Act of 2012. For example, the bill does not provide specific definitions for terms such as an “extraordinary number of fatalities” or “prolonged absence.” The bill would also prohibit the Secretary from designating a commercial information technology product, or any services provided in support of a commercial information technology product, as covered critical infrastructure.\(^{73}\) Questions of interpretation may arise with respect to this exemption. For example, the Secretary may wish to designate a larger system, which happens to contain a commercial information technology product, as covered critical infrastructure. However, the affected entity may argue that such a designation would violate the bill’s prohibition on designating commercial information technology products as covered critical infrastructure. If the Secretary were to interpret these provisions as permitting that designation, perhaps arguing that there is a distinction between designating a commercial information technology product as critical

\(^{67}\) Owners of critical infrastructure can also self-designate or request that their systems or assets be considered covered critical infrastructure. S. 2105, §103(b)(4).

\(^{68}\) S. 2105, §103(b)(1)(C).

\(^{69}\) S. 2105, §103(b)(1)(C)(ii).

\(^{70}\) That term is defined in the bill to mean “a commercial item that organizes or communicates information electronically.” S. 2105, §2(1).

\(^{71}\) S. 2105, §103(b)(2).

\(^{72}\) S. 2105, §103(c). Many other Secretarial decisions, such as the determination that an existing regulatory scheme is inadequate, would appear to have sufficient judicially manageable standards to qualify for judicial review under the APA. But see S. 2105, §104(f)(1), authorizing the President to exempt any covered critical infrastructure from performance standards, if the President determines that a sector specific regulatory agency has sufficient requirements to protect against the identified risks. Such a decision may not be subject to judicial review because the APA does not generally apply to decisions made by the President. Franklin v. Massachusetts, 505 U.S. 788, 800 (1992).

\(^{73}\) S. 2105, §103(c).
infrastructure and designating a system that is partially comprised of a commercial information technology product as covered critical infrastructure, it is likely that a reviewing court would evaluate this interpretation under the *Chevron* analysis described above. Specifically, a reviewing court would first ask whether the statute clearly answered the question, and, if the statute did not, would uphold the Secretary’s interpretation to the extent that it is a reasonable one.

In order to enforce its provisions, the Cybersecurity Act of 2012 explicitly authorizes DHS to develop civil monetary penalties to be levied against covered critical infrastructure that was found to be noncompliant with the applicable performance standards. The bill would allow owners or operators of covered critical infrastructure to self-certify annually that they are compliant, or submit to a third-party assessment of compliance. However, audits and inspections by DHS would also be authorized if there were a reasonable suspicion of noncompliance.

With respect to private civil liability, the Cybersecurity Act of 2012 provides some immunity for covered critical infrastructure that experience cybersecurity incidents related to identified risks. The owner or operator of the covered critical infrastructure would be eligible to receive immunity from punitive damages in a private civil suit, but such immunity would be available if the entity had also met applicable performance requirements under the bill, had received a successful assessment, and was also in substantial compliance at the time of the incident.

The Cybersecurity Act of 2012 would authorize the Secretary of Homeland Security to collect information from covered critical infrastructure in order to conduct risk assessments and to evaluate compliance with applicable performance standards. The bill provides that any information collected under its authority would be considered critical infrastructure information (CII) under the Critical Infrastructure Information Act of 2002 (CIIA). While information must normally be submitted voluntarily in order to be considered CII, the Cybersecurity Act of 2012 removes this requirement with respect to information that would be collected pursuant to the bill. Information would not be considered CII if it were submitted to conceal violations of law, inefficiency, or administrative error; prevent embarrassment to a person, organization, or agency; or interfere with competition in the private sector.

In addition to the authorities established under Title I of the Cybersecurity Act of 2012, Title III of the bill would amend the Homeland Security Act of 2002 to create a National Center for Cybersecurity and Communications (NCCC or Center). The NCCC is charged with managing

---

74 S. 2105, §105(c)(1)(B).
75 S. 2105, §105(c)(1)(A). Companies that can demonstrate that their covered critical infrastructure are sufficiently secured against the risks identified would only have to certify every three years. S. 2105, §105(c)(4).
76 S. 2105, §105(d)(2).
77 S. 2105, §105(e).
78 Id.
79 S. 2105, §§101(b), 105(d)(3)(A), 107(a)(1).
80 S. 2105, §107(b). The CIIA consists of a group of provisions that address the circumstances under which the Department of Homeland Security may obtain, use, and disclose critical infrastructure information as part of a critical infrastructure protection program. It was enacted, in part, to respond to the need for the federal government and owners and operators of the nation’s critical infrastructures to share information on vulnerabilities and threats, and to promote information sharing between the private and public sectors in order to protect critical assets.
81 S. 2105, §107(b).
82 S. 2105, §107(a)(2).
83 S. 2105 §301 (new HSA §242(a)).
“Federal efforts to secure, protect, and ensure the resiliency of the Federal information infrastructure, national information infrastructure, and national security and emergency preparedness communications infrastructure...”\(^{84}\) The Director of the NCCC will be appointed by the President and will report directly to the Secretary of Homeland Security (the Secretary).\(^{85}\) Additionally, the NCCC will have one deputy director from the intelligence community\(^{86}\) who is chosen by the Director of National Intelligence and reports directly to the Secretary.\(^{87}\)

There are several places in which Title I provisions detailing DHS’s authority to regulate critical infrastructure security overlap with the Center’s responsibilities as outlined in Title III. For example, both the Center and the Secretary of Homeland Security are instructed to conduct cyber risk assessments of critical infrastructure,\(^{88}\) and inform critical infrastructure owners about security conditions. The Center must provide classified and unclassified security information to national information infrastructure owners, which could include entities designated as critical infrastructure by DHS under Title I.\(^{89}\) DHS is required to provide information to critical infrastructure owners about cybersecurity threats, however, provision of classified information is not directly addressed.\(^{90}\) Finally, both entities play a role in responding to cybersecurity emergencies. The Center must develop and coordinate a “national incident response plan that details the roles of Federal agencies, State and local governments, and the private sector...”\(^{91}\) In similar language, DHS must “improve the capabilities and procedures of government and private sector entities to respond to a major cyber incident” and “clarify specific roles, responsibilities, and authorities of the government” when responding.\(^{92}\) Since these Title I and III authorities overlap but are not wholly duplicative, it may not be clear if or how the exercise of these authorities would coincide.

Title I also gives the President the authority to exempt organizations that have been designated as covered critical infrastructure by DHS from the requirements imposed in Title I, if they are sufficiently regulated by a sector-specific agency.\(^{93}\) While these exempted entities are clearly free from Title I requirements, it appears that they are still subject to the Title III provisions that apply to covered critical infrastructure.\(^{94}\) If they are not exempted, these information systems will be excepted from DHS requirements under Title I, but will still have to comply with the Title III

\(^{84}\) Id. (new HSA §242(d)).
\(^{85}\) Id. (new HSA §242(c)).
\(^{86}\) See Id. (new HSA §241(12)). Intelligence community has the meaning given in 50 U.S.C. §401(a)(4), which includes the Office of Director of National Intelligence; the Central Intelligence Agency; the National Security Agency; certain elements of the Department of Defense; intelligence elements of the military branches, the Federal Bureau of Investigation, the Drug Enforcement Agency, and the Departments of Energy, State, Homeland Security, and Treasury.
\(^{87}\) S. 2105 §301 (new HSA §242(g)(2)).
\(^{88}\) S. 2105 §§102(a)(2), and 301 (new HSA §242(e)(2)).
\(^{89}\) S. 2105 §301 (new HSA §242(e)(6)(B)).
\(^{90}\) S. 2105 §105(b).
\(^{91}\) S. 2105 §301 (new HSA §242(e)(8)).
\(^{92}\) S. 2105 §109.
\(^{93}\) S. 2105 §104(f).

\(^{94}\) Title III defines covered critical infrastructure as “as system or asset designated by the Secretary ... in accordance with the procedure established under section 103 of the Cybersecurity Act of 2012.” S. 2105 §301 (new HSA §241(3)). This definition makes no mention of the exemption process that takes place after the designation is determined, as laid out in Section 104. See S. 2105 §104(f).
affirmative obligation for covered critical infrastructure operators to share information with the Center about cyber incidents.\textsuperscript{95}

### Legal Issues Related to the Protection of Federal Networks

Prompted by a perceived threat to governmental information technology (IT) systems, DHS, in conjunction with the National Security Agency (NSA), has incrementally ramped up monitoring of federal government networks over the past decade to identify and prevent cyber attacks. A focal point of these efforts is EINSTEIN, a network intrusion system that monitors all federal agency networks for potential attacks. As part of this monitoring, all communications by federal executive agency employees made on federal networks, and incidentally, all communications they have with private citizens, are monitored for malicious activity. This monitoring may trigger Fourth Amendment guarantees to the right to be free from unreasonable searches and excessive government intrusion. Additionally, Congress has enacted statutory rules that place a higher restriction than the Constitution on government access to electronic communications.\textsuperscript{96}

This section surveys EINSTEIN’s background and discusses the Fourth Amendment concerns it raises for both federal employees and private citizen’s communicating with them. It will then discuss alternative privacy and civil liberties protections that may be instituted to complement Fourth Amendment protections. Finally, this section discusses recent legislative efforts in the 112\textsuperscript{th} Congress to improve the federal government’s cybersecurity networks.

### EINSTEIN Overview

Before EINSTEIN was introduced, federal agencies reported cyber threats to DHS manually and on an ad hoc basis.\textsuperscript{97} It was usually done after the agency systems were affected by the attack. To remedy this, DHS, in collaboration with NSA, created EINSTEIN—a system to detect and report network intrusions. EINSTEIN’s mandate derived from a combination of statutes, presidential directives, and agency memoranda. The first mandates for EINSTEIN came in 2002 with the Homeland Security Act and Homeland Security Presidential Directive 7.\textsuperscript{98} In 2007, the Office of Management and Budget required all federal executive agencies to develop a comprehensive plan of action to defend against cyber threats.\textsuperscript{99} Coinciding with these statutory and administrative directives, DHS and NSA launched EINSTEIN in three phases, each increasingly more sophisticated than the last.

\textsuperscript{95} S. 2105 §301 (new HSA §243(c)(1)(B)).

\textsuperscript{96} This section focuses on the constitutional concerns with EINSTEIN under the Fourth Amendment. Although statutes such as the Electronic Communications Privacy Act of 1986, P.L. 99-508, 100 Stat. 1848, and the Privacy Act of 1974, 5 U.S.C. §522a, may be implicated, they will not be discussed here.


\textsuperscript{98} Id. at 1.

DHS rolled out EINSTEIN 1 in 2004 to automate the process by which federal agencies reported cyber threats to the United States Computer Emergency Readiness Team (US-CERT), the operational arm of DHS’s cybersecurity division. Under EINSTEIN 1, federal agencies voluntarily sent “flow records” of Internet network activity to DHS so it could monitor the Internet traffic across the federal .gov domain. These flow records included basic routing information such as the IP addresses of the connecting computer and the federal computer connected to. US-CERT used this information to detect and mitigate malicious activity that threatened federal networks. This information was shared with both public and private actors on the DHS website.

In an effort to upgrade EINSTEIN’s capabilities, DHS launched EINSTEIN 2, which is capable of alerting US-CERT of malicious network intrusions in near-real time. Sensors installed at all federal agency Internet access points make a copy of all network activity coming to and from federal networks, including addressing information and the content of the communication. These data are later scanned for the presence of “signatures,” patterns that correspond to a known threat, such as denial of service attacks, network backdoors, malware, worms, Trojan horses, and routing anomalies. The system triggers an alert when it senses malicious activity. All the data corresponding with the trigger, including the content of the communication, are saved. Personnel at US-CERT then analyze the stored messages and act accordingly.

In 2010, DHS began testing EINSTEIN 3 on one federal agency. In addition to detecting cyber threats, this newest iteration also is designed to block and respond to these threats before any harm is done. US-CERT is also testing the ability of EINSTEIN 3 to provide real-time information sharing with other federal agencies and the NSA.

EINSTEIN and the Fourth Amendment

There is no doubt that EINSTEIN’s monitoring of all communications coming to and from federal agency computers poses significant privacy implications—a concern acknowledged by DHS, interest groups, academia, and the general public. This program affects not only federal...
employees, but also any private citizen who communicates with them. DHS has developed a set of procedures to address these concerns, such as minimization of information collection, training and accountability requirements, and retention rules. Notwithstanding these steps, growth of this Internet monitoring program may trigger privacy interests protected under the Fourth Amendment.

The Fourth Amendment provides in relevant part: “The right of the people to be secure in their persons, houses, papers, and effects, against unreasonable searches and seizures, shall not be violated...”111 The principal purpose of the Fourth Amendment is to protect the privacy of individuals against invasion from government officials.112 Not all government acts, however, trigger Fourth Amendment protections. For the Fourth Amendment to apply, a court must first inquire whether the governmental act constitutes a search or seizure in the constitutional sense.113 To determine if a search has occurred, a court will ask whether the individual had an actual expectation of privacy that society would deem reasonable.114 If yes, the court will then ask if the search was reasonable—the core Fourth Amendment requirement.115 Except in well-defined instances, a search is not reasonable unless the government obtains a warrant based upon probable cause.116 There are, however, exceptions to this rule such as special needs and consent that will be explored below.

There seems to be a consensus in federal courts that Internet users are not entitled to privacy in the non-content, routing information of their Internet communications.117 In United States v. Forrester, the government obtained court permission to install a device similar to a pen register to record the to/from addresses of the defendant’s emails, the IP addresses of the sites he visited, and the total volume of data sent to and from his account.118 The Ninth Circuit Court of Appeals held that these surveillance techniques were indistinguishable from the pen register upheld by the

(...continued)


111 U.S. CONST. amend. IV.
114 This formulation for determining whether a search of seizure occurred derives from Justice Harlan’s concurrence in Katz v. United States, 389 U.S. 347, 361 (1967) (Harlan, J., concurring).
116 Mincey v. United States, 437 U.S. 385, 390 (1978). Probable cause has been defined as “the facts and circumstances within the officers’ knowledge and of which they had reasonably trustworthy information are sufficient in themselves to warrant a man of reasonable caution in the belief that an offense has been or is being committed.” Brinegar v. United States, 338 U.S. 160, 175 (1948).
117 United States v. Forrester, 512 F.3d 500, 511 (9th Cir. 2007) (holding no reasonable expectation of privacy in the to/from line addresses of e-mails and IP address of websites visited); United States v. Christie, 624 F.3d 558, 574 (3rd Cir.) (holding no reasonable expectation of privacy in IP address); United States v. Perrine, 518 F.3d 1196, 1205 (10th Cir.) (holding no reasonable expectation of privacy in Internet subscriber information given to Internet service provider).
118 United States v. Forrester, 512 F.3d at 511. A pen register is a device that records the numbers dialed from a telephone. 18 U.S.C. §3127(3).
Supreme Court in *Smith v. Maryland.* Internet users should be aware, the panel reasoned, that this routing information is provided to the Internet service provider for the purpose of directing the information.$^{119}$

On the other hand, the cases generally demonstrate that an individual has a legitimate expectation of privacy in the *content* of a communication. In *United States v. Warshak*, the Ninth Circuit ruled that a “subscriber enjoys a reasonable expectation of privacy in the contents of emails that are stored with, or sent or received through, a commercial ISP.”$^{121}$ In an earlier case, the Second Circuit opined that Internet users have an expectation of privacy in the content of the e-mail while in transmission.$^{122}$ Although the Supreme Court declined to resolve this issue in *City of Ontario v. Quon*, deciding the case on other grounds, it opined in dicta that “cell phones and text message communications are so pervasive that some persons may consider them to be an essential means or necessary instruments for self-expression, even self-identification. That might strengthen the case for an expectation of privacy.”$^{123}$

This content/non-content distinction is as old as Fourth Amendment case law.$^{124}$ In the late nineteenth century, the Court explained in *Ex parte Jackson* that the outside of a mailed letter—its “outward form and weight”—was not entitled constitutional protection.$^{125}$ However, the government must obtain a warrant before examining the contents of a letter or sealed package.$^{126}$ The Court protected the inside contents of the letter, but held that the outside, non-content material was not entitled to (in modern parlance) a reasonable expectation of privacy. This same rule was carried over to the telephone context.$^{127}$ In *Katz v. United States*, the Court held that the contents of Katz’s conversation—the actual words spoken—were protected under the Fourth Amendment.$^{128}$ A decade later the Court completed the other side of the doctrine in *Smith v. Maryland*, and held that a person has no expectation of privacy in the non-content, routing information of the telephone call—the numbers dialed.$^{129}$
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119 Id. at 510. In *Smith v. Maryland*, the Court held that the use of a pen register—a device that obtains the telephone numbers dialed from a certain phone—was not a search under the Fourth Amendment. 442 U.S. 735, 745-46 (1979).

120 Forrester, 512 F.3d at 510.

121 United States v. Warshak, 631 F.3d 266, 287 (6th Cir. 2010) (internal quotation marks omitted).

122 United States v. Lifshitz, 369 F.3d 173, 190 (2d Cir. 2004).


125 *Ex parte* Jackson, 96 U.S. 727, 733 (1878); *Forrester*, 512 F.3d at 511 (citing *Ex parte* Jackson, 96 U.S. at 733).

126 *Ex parte* Jackson, 96 U.S. at 733.

The constitutional guaranty of the right of the people to be secure in their papers against unreasonable searches and seizures extends to their papers, thus closed against inspection, wherever they may be. Whilst in the mail, they can only be opened and examined under like warrant, issued upon similar oath or affirmation, particularly describing the thing to be seized, as is required when papers are subjected to search in one’s own household. No law of Congress can place in the hands of officials connected with the postal service any authority to invade the secrecy of letters and such sealed packages in the mail; and all regulations adopted as to mail matter of this kind must be in subordination to the great principle embodied in the fourth amendment of the Constitution.

Id.

127 Kerr, supra note 121, at 1023-24.


EINSTEIN 2 not only collects the routing, non-content portions of communications, such as e-mail header information, but also scans and collects the content of the communications, such as the body of e-mails. Based on the reasoning of the Internet content cases, individuals most likely have a reasonable expectation of privacy in those electronic communications. The EINSTEIN program requires a Fourth Amendment inquiry into two discrete classes of individuals: (1) federal agency employees who access federal networks while at work; and (2) private persons who either contact a federal agency directly or who communicate via the Internet with a federal employee. The Fourth Amendment rights of the former primarily rest on cases dealing with privacy in the workplace and consent, while the latter requires a broader look at privacy and electronic communications.

Monitoring Communications from Federal Employees

As work and personal lives can become enmeshed, many employees are accessing not only work e-mail while on the clock, but also personal e-mails. EINSTEIN monitors not only federal executive agency employees’ work e-mails or other official Internet activity, but also any information accessed on a federal agency computer including personal e-mails accessed from sites such as Gmail or Hotmail, or other Internet communications such as Facebook and Twitter. This poses several Fourth Amendment issues.

In City of Ontario v. Quon, the Supreme Court upheld under the Fourth Amendment the city’s search of text messages sent on a city-issued pager by a police officer employed by that city. Before issuing the pagers, the city had announced a usage policy that informed the officers that the city reserved the right to monitor the use of the pager including e-mail and Internet use, with or without notice to the employee. The Court assumed without deciding that the employee had a reasonable expectation of privacy in the sent text messages, that the review of text messages constituted a search, and that the same rules that apply to a search of an employee’s office apply equally to an intrusion into his electronic communications. Further, the Court declined to decide which Fourth Amendment employment-based test from O’Connor v. Ortega applied—the plurality’s “operational realities” test that looked at the specific facts of the employment situation on a case-by-case basis, or Justice Scalia’s private employment equivalence test—because the Court decided the case on narrower grounds.

130 EINSTEIN PRIVACY COMPLIANCE REVIEW, supra note 107, at 5.
132 There is also a third category of cases: where a federal employee sends a communication while on the federal network to a private person. Because the principles that apply to communications from a private person to a federal employee are the same as the principles that apply to communications from a federal employee to a private person, these two categories will be discussed jointly.
134 Quon, 130 S. Ct. at 2625.
135 Id. at 2630.
136 Id. at 2630.
The Court instead relied on the special needs exception to the warrant requirement, which holds that in certain limited instances a government employer need not get a warrant to conduct a search. When a government employer conducts a warrantless search for a “non-investigatory, work-related purpose,” it does not violate the warrant requirement if it is “justified at its inception and if the measures are reasonably related to the objective of the search and not excessively intrusive in light of the circumstances giving rise to the search.” In the Court’s judgment, the city had a “legitimate work-related rationale,” and the scope of the search was reasonable and not “excessively intrusive.”

Like the city communication policy in *Quon*, as a condition of enrolling in EINSTEIN 2, each federal agency is required to enter into an agreement with DHS that certifies that certain log-on banners or computer user agreements are used to ensure employees are aware of and consent to the monitoring, interception, and search of their communications on federal systems. Applying the “operational realities” test from *O’Connor*, the Department of Justice’s Office of Legal Counsel posits that use of the log-on banners on all federal computers will eliminate any expectation of privacy in communications transmitted over those systems. Professor Orin Kerr takes a different approach, treating the terms of service of an Internet service contract—the equivalent to a log-on banner—as consent rather than an outright elimination of a reasonable expectation of privacy. Under either approach, the conclusion reached is likely the same—the monitoring is in all likelihood reasonable. However, *Quon* was limited to searches for a “noninvestigatory work-related purpose.” If EINSTEIN could be construed as overreaching this permissible purpose, say, by scanning e-mails for unlawful activity instead of simply malicious computer activity, a court may find its scope beyond *Quon*’s holding. Further, *Quon* insisted that these work-related investigations not be “excessively intrusive.” A reasonable argument could be made that monitoring the content of every employee communication is excessively intrusive. Additional questions remain. For instance, what is the scope of a non-investigatory, work-related purpose? Does scanning for malicious activity qualify as a work-related purpose? Does *United States v. Jones*’s physical intrusion test apply here where the employee’s electronic papers and effects are being scanned? Because no court has confronted a program like EINSTEIN, answers to these questions are unclear.
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137 Id. at 2631.
138 Id. (internal citations omitted).
139 Legal Issues Relating to EINSTEIN 2.0, supra note 128, at *11.
140 Id. at 32-33.
141 Kerr, supra note 121, at 1031.
142 See also THE CONSTITUTION PROJECT, supra at note 107, at 14 (“For federal employees, the analysis that employees consent to having Einstein monitor communications is likely reasonable given the overwhelming importance of protecting key federal agency networks.”).
143 Quon, 130 S. Ct. at 2631.
144 Id.
145 Another possible approach is that taken in *United States v. Jones*, 565 U.S. ___ (2012) (slip op.), in which the Court held that a physical intrusion into a constitutionally protected area—there, the defendant’s car (an effect)—coupled with an attempt to obtain information, was a Fourth Amendment search. If a court concluded that an e-mail is a paper (or packet of data, an effect), protected under the Fourth Amendment’s catalog of protected areas (persons, houses, papers, and effects), the *Jones* physical intrusion analysis may call into question whether EINSTEIN’s surveillance is constitutionally permissible.
Monitoring Communications from Private Persons to Federal Employees

EINSTEIN not only monitors the computer activity of federal agency employees, but also any communications sent by a private person to a federal employee on his governmental e-mail or personal e-mail. One may argue that these concerns are more serious than in the employment context, on the theory that there is neither a presumption that an individual’s privacy rights are diminished nor has the private actor consented to monitoring by clicking on a log-on banner or user agreement that would inform him of the privacy implications of his communication.

Some would argue that the third-party doctrine permits EINSTEIN’s monitoring of private parties.146 Traditionally, there has been no Fourth Amendment protection for information voluntarily conveyed to a third-party.147 This doctrine dates back to the “secret agent” cases, in which any words uttered to another person, including a government agent or informant, were not covered by the Fourth Amendment.148 Because federal employees have agreed to permit governmental monitoring of their communications, the Office of Legal Counsel (OLC) argues they are permitting ex ante surveillance of all their communications, including those from private persons to the federal employee’s personal e-mail.149

However, the third-party cases have traditionally applied only to non-content information. In Smith v. Maryland, the Court noted that pen registers only disclose the telephone numbers dialed: “[n]either the purport of any communication between the caller and the recipient of the call, their identities, nor whether the call was even completed is disclosed by pen registers.”150 The case rested on the devices “limited capabilities.”151 The Ninth Circuit borrowed this reasoning in Forrester, where the panel distinguished “mere addressing” in an e-mail such as the to/from line, from “more content-rich information” such as the text in the body of an e-mail.152 And as noted in United States v. Warshak, people still should expect privacy in the content of their telephone calls despite the ability of an operator to listen.153 Further, the Supreme Court has noted that “the broad and unsuspected governmental incursions into conversational privacy which electronic surveillance entails necessitate the application of Fourth Amendment safeguards.”154 These cases severely diminish the argument that the third-doctrine permits absolute access to private communications. Instead, it could be reasonable to conclude from these cases that the third-party doctrine would permit access to the routing information of Internet communications, but might not go so far as to allow monitoring of the content of those communications.

147 United States v. Miller, 425 U.S. 435 (1976) holding that financial statements and deposit slips transmitted to bank were not protected from police inquiry because they had been turned over to a third party); Smith, 442 U.S. 735. It should be noted that in United States v. Jones, Justice Sotomayor opined that it “may be necessary to reconsider the premise that an individual has no reasonable expectation of privacy in information voluntarily disclosed to third parties.” United States v. Jones, 565 U.S. ___, 5 (Sotomayor, J., concurring in the judgment and the opinion).
148 United States v. White, 401 U.S. 745, 750 (1971) (holding that the Fourth Amendment “affords no protection to a wrongdoer’s misplaced belief that a person to whom he voluntarily confides his wrongdoing will not reveal it.”) (internal quotation marks omitted).
149 Legal Issues Relating to EINSTEIN 2.0, supra note 128, at 36-37.
150 Smith, 442 U.S. at 741 (quoting United States v. N.Y. Tel. Co., 434 U.S. 159, 167 (1977)).
151 Id. at 742.
152 United States v. Forrester, 512 F.3d 500, 511 (9th Cir. 2007).
Additionally, the OLC contends that under the “secret agent” cases the government can monitor private communications even if the sender is unaware that the recipient is a federal employee or did not anticipate that the communication would be opened on a federal computer. The “secret agent” cases generally hold that “when a person communicates to third-party even on the understanding that the communication is confidential, he cannot object if the third party conveys that information or records thereof to law enforcement authorities.” Because these cases do not limit the instances this rule can be applied, it seems reasonable that they can be applied to EINSTEIN.

**Alternative to Traditional Warrant Requirement**

Assuming both federal employees and those communicating with them have a reasonable expectation of privacy in the contents of their communications, EINSTEIN must be tested under the general reasonableness requirement of the Fourth Amendment. A search is generally unreasonable without a warrant or some individualized suspicion. However, under the “special needs exception” cases, the Court has held that when there are special governmental needs, beyond normal law enforcement, the government may need neither a warrant nor any level of individualized suspicion. To determine whether the special needs exception applies, the Court balances the individual’s privacy expectations against the governmental interest at stake. This rule has been used to support certain police searches at checkpoints such as sobriety roadblocks, border searches, and checkpoints looking for a witness to a crime. However, the Court did not permit a drug interdiction checkpoint when the “primary purpose was to detect evidence of ordinary criminal wrongdoing.”

Here, an argument could be made that the nature of cybersecurity and the impracticability of obtaining a warrant might justify application of the special needs doctrine to the EINSTEIN program. The ostensible primary purpose of the program’s cybersecurity measures is not for ordinary law enforcement needs, but instead to protect the critical infrastructure of the nation. Moreover, the government will need to act quickly if the program is to be feasible. It could also be argued, however, that unless the threat required immediate review, a government agency should obtain a warrant based upon probable cause to review personally identifiable information, or, at a minimum, review the communications in a redacted format that includes only the threat information and no personally identifiable information. As one commentator noted, it is nearly
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155 Legal Issues Relating to EINSTEIN 2.0, supra note 128, at 39.
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164 Legal Issues Relating to EINSTEIN 2.0, supra note 128, at 54.
165 Goldsmith, supra note 107, at 14.
166 THE CONSTITUTION PROJECT, supra note 107, at 16.
impossible to predict what is reasonable without knowing the severity of the cybersecurity threat and the exact measures taken to meet it.\textsuperscript{167}

Privacy and Civil Liberties Oversight

In addition to the Fourth Amendment, there may be other mechanisms for protecting the privacy of Internet users. Indeed, the Constitution is only the floor for privacy protections. In many instances, Congress and state legislatures have created privacy protections beyond what is protected under their respective constitutions. These include statutes such as the Electronic Communications Privacy Act\textsuperscript{168} and the Privacy Act of 1974.\textsuperscript{169}

As to existing privacy protections, EINSTEIN has several privacy safeguards. For example, federal agencies are required to post notices on their websites that computer security information is being collected.\textsuperscript{170} The computer programs recording network flow records strip down the information so that minimal content information is exposed.\textsuperscript{171} Further, only the raw computer network traffic that contains malicious activity is viewed by DHS personnel; any “clean” traffic is promptly deleted from the system.\textsuperscript{172} Information is only collected when it relates to an actual cyber threat.\textsuperscript{173} Analysts handling the monitored communications are given privacy training on an annual basis.\textsuperscript{174} These privacy protections are handled internally within DHS.

Jack Goldsmith, former head of the Office of Legal Counsel, has proposed a system of four oversight mechanisms similar to the Foreign Intelligence Surveillance Court\textsuperscript{175} to ensure the reasonableness of the searches under EINSTEIN: (1) independent \textit{ex ante} scrutiny to ensure that the governmental procedures stay within their statutory authority; (2) privacy protections such as minimization procedures, also subject to \textit{ex ante} judicial review; (3) \textit{ex post} oversight mechanisms, in which the Attorney General and the Director of National Intelligence report to Congress every six months regarding privacy compliance and the inspectors general from each agency also report to Congress on a yearly basis; and (4) a sunset provision requiring Congress to reapprove the regime four years into operation.\textsuperscript{176}

Others have proposed there be some form of independent oversight beyond DHS’s privacy office.\textsuperscript{177} Additionally, there are proposals that content of communications not be shared with law
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enforcement officials or used in any non-cyber crime investigation, unless the data was obtained as part of a legitimate cybersecurity threat.\footnote{Id.}

**Legislation in the 112\textsuperscript{th} Congress**

This section provides a brief description of proposed cybersecurity legislation in the 112\textsuperscript{th} Congress that include provisions regarding the EINSTEIN program with particular emphasis placed on the provisions that implicate the legal issues discussed above.

**S. 2105, Cybersecurity Act of 2012**

S. 2105, the Cybersecurity Act of 2012 was introduced on February 14, 2012. Title II of the bill would amend the Federal Information Security Management Act (FISMA) to codify many of the current executive agency network intrusion practices described above. Specifically, the bill would enact a new Section 3553 of Title 44 of the United States Code to provide the Secretary of DHS with the statutory authority to oversee all information security policies that will be binding on all federal agencies.\footnote{S. 2105, 112\textsuperscript{th} Cong. §3553 (2012).} The Secretary would be given the explicit statutory authority to “acquire, intercept, retain, use, and disclose communications and other system traffic that are transitng to or from or store on agency information systems and deploy countermeasures with regard to the communications and system traffic.” In light of the test phase of EINSTEIN 3, this section apparently would vest in the Secretary the authority to not only intercept communications, but to react to actionable data based on perceived threats. Consistent with current practice, The Cybersecurity Act of 2012 would leave the Department of Defense (DOD), the Central Intelligence Agency (CIA), and the Office of the Director of National Intelligence in charge of their respective network intrusion systems. This bill would also permit DHS to contract with private ISPs to further its mission of preventing network intrusions.

Additionally, the National Center for Cybersecurity and Communications (NCCC) created under Title III of the Cybersecurity Act of 2012\footnote{S. 2105 §301 (new HSA §242(a)).} would have various responsibilities with respect to federal networks. First, the NCCC must implement and enforce a security system for the federal information infrastructure,\footnote{“Federal information infrastructure” is defined as “information and information systems that are owned, operated, controlled, or licensed by, or on behalf of, a Federal agency ... ” but explicitly excludes systems used by the Department of Defense, the military, and an element of the intelligence community. S. 2105 §301 (new HSA §241(8)).} which does not include national security systems or information systems used by the Department of Defense, the military or the intelligence community.\footnote{Id. (new HSA §241(8)(B), 242(c)(3)).} Second, the Center is to provide cybersecurity technology, upon request, and information, both classified and unclassified, to owners of national information infrastructure. Third, the NCCC must develop a national incident response plan and is responsible for coordinating national cyber incident response efforts. Finally, the NCCC must create an information sharing system that collects information from and redistributes information to federal agencies, state and local governments, national information infrastructure, critical infrastructure, and the private sector. Both federal agencies and critical infrastructure have an affirmative obligation to provide certain
information to the Center’s information sharing program.\textsuperscript{183} Other entities, including state and local governments and private sector actors, can participate voluntarily in the program.\textsuperscript{184}

Title III instructs the NCCC to “develop, oversee the implementation of, and enforce policies, principles, and guidelines on information security for the federal information infrastructure, including exercise of the authorities under the Federal Information Security Management Act of 2002.”\textsuperscript{185} Therefore, it appears that NCCC is intended to exercise the authority granted to the Secretary in Title II.

Several provisions in Title III also appear to overlap with authority granted to DHS under FISMA in Title II. For example, both Title II and Title III require risk assessments to be completed on agency information systems. In Title III, NCCC must conduct risk assessments on all federal information systems, which excludes national security systems and systems used by the Department of Defense, the military, or the Intelligence Community.\textsuperscript{186} In Title II, DHS is instructed to conduct risk assessments on agency information systems, except national security systems and systems used by the Department of Defense, the Central Intelligence Agency (CIA), and the Office of the Director of National Intelligence (DNI).\textsuperscript{187}

Additionally, the security policies and procedures created under Title II and Title III appear to apply to different sets of federal agencies because of different exemptions granted under each Title. While national security systems and systems used by the Department of Defense, CIA, and DNI are exempted from the security policies and procedures implemented by DHS pursuant to Title II, other members of the intelligence community are not exempted.\textsuperscript{188} In contrast, all national security systems and systems used by the Department of Defense, the military, and the entire Intelligence Community are exempted from the requirements NCCC must implement under Title III.\textsuperscript{189} Therefore, it appears that the NCCC may be implementing two different sets of policies for two different sets of federal agencies, one set under Title II and one set under Title III.

It appears that all federal agencies must participate in the NCCC information sharing system, including complying with the affirmative obligation to provide information to the Center.\textsuperscript{190}

**H.R. 3674, Promoting and Enhancing Cybersecurity and Information Sharing Effectiveness Act of 2012 (PRECISE Act)**

H.R. 3674, the Promoting and Enhancing Cybersecurity and Information Sharing Effectiveness Act of 2012 (PRECISE Act) was introduced on December 15, 2011. As introduced, H.R. 3674 did not expressly address federal efforts to implement and strengthen the EINSTEIN program. However, on April 18, 2012, the House Committee on Homeland Security held a mark up of the bill and agreed to an amendment that would codify DHS’s EINSTEIN program.
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H.R. 3674, as amended, would expressly permit DHS to “acquire, intercept, retain, use, and disclose communications” coming to or from any federal computer and to deploy countermeasures against potential malicious activity. This is a codification of EINSTEIN 3’s interception and response system tested on one agency by DHS in 2010. Under this bill, an interception or countermeasure must be “reasonably necessary” for protecting the federal system against a cybersecurity threat. DHS may only retain the information to protect the federal systems against attack or to mitigate future attacks. The intercepted information may be used for law enforcement purposes, but only if authorized by the Attorney General.

Under this bill, notice must be provided to users of federal systems concerning the potential interception or use of their communication. Generally, this will take the form of a log-on banner for federal employees or a federal website privacy policy page. What is unclear, however, is whether the disclaimer provision covers situations where a private person is communicating with a federal employee. In many instances, that person may not be informed by the federal agency that their communication is being monitored. As just discussed, the third-party doctrine may vitiate any Fourth Amendment protection in this communication such that a notice to a private person communicating with a federal computer is not necessary. But again, the third-party doctrine has primarily been applied to non-content information. H.R. 3674 does not distinguish between content and non-content communications, but permits interception of any communication that is “associated with a known or reasonably suspected cybersecurity threat.” As such, the Fourth Amendment may be applicable to the content-based information collected under the procedures established by H.R. 3674.

Additionally, DHS is permitted to contract with private entities that provide cybersecurity services in order to facilitate the interception and use of communications coming to and from federal computers.


H.R. 4257, the Federal Information Security Amendments Act of 2012 was introduced by Representatives Daryl Issa and Elijah Cummings on March 26, 2012. This bill would amend the Federal Information Security Management Act of 2002 (FISMA) to require all federal agencies to continuously monitor their computer networks for malicious activity—a codification of the EINSTEIN program—and would impose additional cybersecurity requirements of all federal .
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Unlike the Lieberman-Feingold or Lungren bills, H.R. 4257 does not put control in the hands of DHS. Instead, the Office of Management and Budget (OMB) would oversee the implementation and requirements of information security policies. In conjunction with the National Institute of Standards and Technology (NIST), OMB would create standards and guidelines for cybersecurity protection. The Director of OMB would be charged with ensuring agency compliance with these standards.

Under H.R. 4257, each federal agency would be responsible for “providing information security protections commensurate with the risk and magnitude of the harm resulting from unauthorized access, use, disclosure, disruption, modification or destruction of—(i) information collected or maintained by or on behalf of an agency; and (ii) information infrastructure used or operated by an agency or by a contractor of an agency or other organization on behalf of an agency; …” Each agency would be required to establish a chief information officer responsible for developing and overseeing the agencies information security program.

Additionally, OMB would be charged with establishing a federal information security incident center, which would act as a hub for federal cybersecurity systems. This center would, among other duties, provide assistance to agencies, compile and analyze information about cybersecurity incidents, and inform agencies about known cyber threats.

Absent from H.R. 4257 are any express privacy or civil liberties protections. Potentially, these protections may be established in future guidelines created by NIST and OMB, but this is unclear from the language of the bill. Further, unlike H.R. 3674 (Lungren), there is no requirement that computer users be informed that their communications with a federal computer can be monitored. Absent from H.R. 4257 are any express privacy or civil liberties protections.

Legal Issues Related to Cybersecurity Threat Information Sharing

Many policymakers have argued that there is a need for the federal government and owners and operators of the nation’s critical infrastructures to share information on vulnerabilities and threats, and to promote information sharing between the private and public sectors in order to protect critical assets from cybersecurity threats. Private sector entities may wish to share information with one another about threats they have faced or are currently facing. They may also wish to collaborate in devising solutions to these security issues. Additionally, the government may have information about cybersecurity threats that would be similarly useful to potential targets in the private sector. The government may also see value in having access to information from the private sector about cybersecurity threats.

Obstacles to information sharing may exist in current laws protecting electronic communications or in antitrust law. The Fourth Amendment, the Telecommunications Act of 1934, and state laws may also affect the legality of information sharing by the private sector. Entities that share
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information may also be concerned that sharing or receiving such information may lead to civil and criminal liability, or that shared information may contain proprietary or confidential information that could be disclosed to competitors or government regulators.

**Electronic Communications Privacy Act**

The Electronic Communications Privacy Act (ECPA) generally prohibits (1) the interception of wire, oral or electronic communications (wiretapping);\(^{205}\) (2) access to the content of stored electronic communications and to communications transaction records;\(^{206}\) and (3) the use of trap and trace devices and pen registers.\(^{207}\)

ECPA generally prohibits intercepting wire, oral, or electronic communications by means of an electronic, mechanical or other device, but sets forth a number of exceptions to the general prohibition.\(^{208}\) Relevant to this discussion, ECPA provides a general exemption for communications service providers, permitting them to intercept communications when incidental to “the rendition of service or the protection of the rights or the property of the provider of that service,” or protecting themselves against fraud.\(^{209}\) This exemption does not apply to random monitoring except where used for mechanical or service quality control checks. Communications service providers are also permitted to intercept communications in order to assist federal and state officials operating under a judicially supervised interception order,\(^{210}\) and for the regulatory activities of the Federal Communications Commission.\(^{211}\) In addition, communications service providers are permitted to intercept communications with customer consent.\(^{212}\)

Under the stored communications provisions of ECPA, providers of electronic communication services (ECS) to the public may not disclose the contents of any “communication while in electronic storage by that service.”\(^{213}\) Public remote computer service (RCS) providers similarly may not disclose the contents of

any communication which is carried or maintained on that service – (A) on behalf of, and received by means of electronic transmission from (or created by means of computer processing of communications received by means of electronic transmission from), a subscriber or customer of such service; (B) solely for the purpose of providing storage or
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\(^{207}\) 18 U.S.C. §§3121-3127. Pen registers capture the numbers dialed on a telephone line; trap and trace devices identify the originating number of a call on a particular phone line. See 18 U.S.C. §3127(3)-(4). The USA PATRIOT Act enlarged the coverage of the Pen Register Statute to include sender/addressee information relating to email and other forms of electronic communications. P.L. 107-56, §216(c)(2).


computer processing services to such subscriber or customer, if the provider is not authorized to access the contents of any such communications for purposes of providing any services other than storage or computer processing.  

Both ECS and RCS providers may not disclose any “record or other information pertaining to a subscriber to or customer of such service (not including the contents of communications covered by [the disclosure restrictions described above]) to any government entity.”

However, the statute does provide a number of exceptions under which an ECS or RCS provider may disclose the contents of a communication. These exceptions cover disclosures made:

- to the addressee or intended recipient of the communication;
- with the consent of the sender, addressee, or intended recipient of the communication, or to the subscriber in the case of remote computing service;
- in order to forward such communication to its destination;
- as may be necessarily incident to the rendition of the service or to the protection of the rights or property of the service provider;
- to the National Center for Missing and Exploited Children;
- to law enforcement if the contents were inadvertently obtained by the service provider and appear to pertain to the commission of a crime; and
- to a government entity, if the provider, in good faith, believes that an emergency involving danger of death or serious physical injury to any person requires disclosure.

With respect to pen registers and trap and trace devices, ECPA outlaws installation or use of a pen register or trap and trace device, except under one of seven circumstances:

- pursuant to a court order issued under sections 3121-3127 (pen registers and trap and trace devices);
- pursuant to a Foreign Intelligence Surveillance Act (FISA) court order;
- with the consent of the user;
- when incidental to service;
- when necessary to protect users from abuse of service;
- when necessary to protect providers from abuse of service; or
- in an emergency situation.
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Some have argued that the framework provided by ECPA may be an obstacle to sharing cyber threat information among communications service providers or between such entities and the government, and may prevent them from acting to protect their customers and networks. The statute permits service providers to conduct random monitoring of communications in order to perform mechanical or service quality control checks; however, these purposes may not sufficiently capture the wholesale monitoring of networks to detect or intercept cyber threats. Additionally, the restrictions on voluntary disclosures of the contents of communications and addressing information are generally limited to the purpose of protecting the service provider’s rights or property. Consequently, ECPA may hinder sharing of information about cyber threats where the service provider is not the target of the threat. Given this uncertainty, providers may be hesitant to share cyber threat information as violating ECPA can expose them to criminal penalties and private civil liability.

Antitrust Law

Companies may be assisted in combating cybersecurity threats by sharing information with one another about threats they have faced or are currently facing. Companies may also wish to collaborate in devising solutions to these security issues. The antitrust laws are often cited as an impediment to such collaboration. This is so because if a collaboration is found to violate antitrust laws, the collaborating entities may be subject to civil and criminal penalties.

Section 1 of the Sherman Antitrust Act prohibits contracts, combinations, and conspiracies in restraint of trade. The Supreme Court has found that not all contracts or combinations that restrain trade are forbidden by the Sherman Act; rather, only those agreements that unreasonably restrain trade are prohibited. Nonetheless, when competitors share information with one another, concerns regarding violations of the antitrust laws may arise. The sharing of information may create the opportunity to conspire to fix prices, restrain output, or otherwise agree to unreasonably restrain competition to the detriment of consumers.

Two types of analyses are used to determine the lawfulness of collaborative activity among competitors: per se and rule of reason. The per se analysis is applied to collaborations that have been found to be always or almost always in violation of the antitrust laws because they result in raising prices or reducing output without any appreciable benefit to competition. Only the most egregious collaborations, such as those to fix prices, rig bids, or reduce output, are considered to...
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be per se illegal. All other collaborations among competitors are subject to review under the rule of reason standard. The rule of reason consists of a flexible inquiry into the potential competitive benefits of an agreement as they are weighed against the potential competitive harms. Most agreements to share information will likely be reviewed under the rule of reason standard. Most collaborations among competitors that exist for the sole purpose of combating cybersecurity threats would be analyzed under the rule of reason standard. 

Collaboration among competitors may include a wide variety of activity including research and development, shared manufacturing facilities, and other joint ventures. Agreements to share information may be a part of other broader collaborative activities, or an end unto themselves. The Department of Justice (DOJ), and the Federal Trade Commission (FTC) recognize that information sharing among competitors often has pro-competitive and efficiency-enhancing benefits that may outweigh any anticompetitive risks. The DOJ and the FTC, therefore, have devised guidelines to aid companies in developing collaborative business plans that minimize antitrust concerns. The first aspect of the agreement that the agencies will examine is the extent of the collaboration and the purpose for the collaboration. To the extent that the sharing of information is limited to the purpose of aiding in combating cybersecurity threats, it is likely that the antitrust concerns raised by any potential agreement would be limited as well. 

Groups of competitors wishing to collaborate to combat cybersecurity threats, even when following the DOJ and FTC’s guidelines, may nonetheless be concerned about antitrust scrutiny. To aid these groups, the DOJ has developed a process for the groups to submit their plans to collaborate to the DOJ for a determination by the agency of whether the proposed collaboration would raise antitrust concerns. It is called the Business Review Procedure. The procedure has been used in the cybersecurity context in the past. For example, the Electric Power Research Institute (EPRI) requested that the DOJ review its proposal to share information related to cyber threats. After examining the proposal, the DOJ issued a business review letter stating that the DOJ was not inclined to initiate an antitrust enforcement action against the collaborative efforts of EPRI on the theory that the proposal would reduce cybersecurity costs and may have a pro-competitive effect. Nonetheless, the DOJ, as it always does in these circumstances, reserved the right to pursue any antitrust concerns should the collaborative effort prove to have a future anticompetitive effect.
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Liability for Information Sharing

Some have argued that sharing or receiving information about cybersecurity threats could potentially expose private sector entities to increased liability. To the extent that ECPA, antitrust laws, or other federal or state laws prohibit private sector entities from sharing cybersecurity threat information amongst themselves or with the government, violating these laws could lead to civil or criminal penalties imposed by the government.238 Additionally, both ECPA and the antitrust laws provide private rights of action for harmed parties to recover damages from entities that have violated these statutes.239 Consequently, violating ECPA or the antitrust laws may also expose entities to private civil liability.

Concerns about private civil liability for information sharing may also arise based on the effect that information sharing may have on private civil actions based on injuries caused by a defendant’s negligent actions. One way of proving negligence is by convincing a jury that the defendant did not act reasonably in the face of a foreseeable risk.240 In the absence of a foreseeable risk, a defendant typically has no judicially enforceable duty to mitigate that risk.241 However, if a defendant has received information about an active cybersecurity threat, then that would tend to show that the risk of attack from such threat was a foreseeable one. In other words, notice of cybersecurity risks might lead a jury to find that the defendant had a duty to act reasonably. For example, if a defendant is using software package X in its information infrastructure, and the defendant receives information from other private sector entities or the government that software package X has been vulnerable to cyberattacks, the receipt of this information may lead a jury to conclude that the defendant was aware of the risk presented by using that software package. If such a duty were found, then the defendant could be liable for any harm that resulted from its negligence.

Receiving information about cybersecurity threats may also be relevant to whether the actions taken by a defendant in the face of a foreseeable risk were reasonable. In order to determine whether a defendant’s actions were reasonable, juries are often asked to balance the foreseeable risks of the defendant’s actions with the foreseeable risks of the defendant’s inaction.242 For example, shared cybersecurity threat information may include effective and low-cost measures that could be taken to mitigate or prevent a threat. A jury evaluating whether a defendant had acted negligently may find the fact that the defendant had knowledge of effective and low-cost preventative measures may determine that the defendant should be held to a higher standard of care than if the defendant had not received such information.243
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Protection of Proprietary or Confidential Business Information\textsuperscript{244}

Sharing cybersecurity threat information may raise concerns about how that information would be used. For example, there may be concerns that other businesses could use the information to gain a competitive advantage. There may also be concerns that cybersecurity threat information shared with the government might be used for regulatory purposes unrelated to cybersecurity. As a result, some private sector entities may be hesitant to voluntarily share cybersecurity-related information with other businesses or with the government.

For example, voluntary sharing of cybersecurity threat information with the government may be inhibited by concerns that such information might be made publicly available under the Freedom of Information Act of 1974 (FOIA), which regulates the disclosure of agency records held by the federal government.\textsuperscript{245} Other potential obstacles to sharing information with the government are agency rules or judicial doctrine regarding ex parte communications, the rules of discovery in civil litigation, and state open records laws requiring public disclosure.

Information that is designated as critical infrastructure information (CII) under the Critical Infrastructure Information Act (CIIA) is protected from disclosure under FOIA. Similarly, the CIIA provides that CII will not be subject to agency rules or judicial doctrine regarding ex parte communications. With respect to concerns about litigation, CIIA limits the use of CII in civil litigation and provides that sharing CII with the agency does not count as the “waiver of any applicable privilege or protection provided under law,” such as trade secret protection or the attorney-client privilege.\textsuperscript{246} CIIA also authorizes the use or disclosure of such information by officers and employees in furtherance of the investigation or the prosecution of a criminal act; or for disclosure to Congress or the Government Accountability Office.

Many of these concerns are also raised in the context of protecting information collected from critical infrastructure, and are discussed in more detail supra at “Freedom of Information.”

Privacy and Civil Liberties

Privacy and civil liberties advocates argue that several of the proposed cybersecurity information sharing measures go too far in eroding privacy protections.\textsuperscript{247} For instance, CISPA and the SECURE IT Act permit private sector use of cybersecurity systems and sharing of cyber threat information “[n]otwithstanding any other provision of law.”\textsuperscript{248} This provision has the effect of overriding privacy protections such as ECPA and the Privacy Act of 1974. One commentator noted that although some changes are necessary to authorize cyber activities, a broad exclusion of
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these laws in the cybersecurity area would be “inconsistent with the promise of privacy that undergirds the Wiretap Act and the SCA.”

There is also concern among privacy and civil liberties groups that defense agencies like the National Security Agency (NSA) would have access to Internet information obtained through cybersecurity information sharing programs. Generally, defense agencies are not employed in the domestic law enforcement arena. These groups warn that defense agencies like the NSA are not subject to the same oversight and transparency as civilian agencies such as DHS. Observers point to its warrantless wiretapping program in 2001 as proof that the NSA should not be given control over monitoring of domestic Internet activity. These advocates suggest that any proposed information sharing plan clearly state which civilian agencies will have access to this information. This would prevent, in their view, the NSA or other military agencies from inadvertently getting access to this data.

Legislation in the 112th Congress

This section provides a brief description of proposed cybersecurity legislation in the 112th Congress that include regulatory provisions addressing the sharing of cybersecurity threat information amongst the private sector and between the government and the private sector. Particular emphasis has been placed on the provisions that implicate the legal issues discussed above.

H.R. 3523, Cyber Intelligence Sharing and Protection Act of 2011, As Reported

H.R. 3523, the Cyber Intelligence Sharing and Protection Act of 2011 (CISPA), was introduced on November 30, 2011, by Representative Rogers of Michigan, to facilitate sharing of cyber threat intelligence information between the Intelligence Community (IC) and the private sector. On December 1, 2011, the House Permanent Select Committee on Intelligence (HPSCI) held a
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mark up of the bill and favorably ordered reported an amended version to the House.  

On April 16, 2012, the HPSCI released a discussion draft with new proposed amendments that would be considered when the bill goes to the floor.  

On April 17, H.R. 3523 was reported with an amendment.  

The HPSCI released “H.R. 3523–Draft Amendment in the Nature of a Substitute provided to the House Rules Committee–April 19, 2012.”  

As reported out of the Rules Committee, CISPA would direct the Director of National Intelligence (DNI) to establish procedures under which IC elements would be allowed to share cyber threat intelligence with the private sector and utilities and to encourage sharing.  

CISPA defines “cyber threat information” as “information directly pertaining to a vulnerability of, or threat to a system or network of a government or private entity, including ... (A) efforts to degrade, disrupt or destroy such system or network; or (B) efforts to gain unauthorized access to a system or network....”  

Classified cyber threat intelligence information from the IC would only be shareable with entities or persons with appropriate security clearances, and only if sharing would be consistent with the need to protect national security.  

Entities receiving shared cyber threat intelligence from the IC would be required to take measures to protect that information from unauthorized disclosure.  

CISPA also directs the DNI to issue guidelines allowing heads of IC elements to grant clearances through an expedited process to employees or officers of certified entities and to certified entities.  

CISPA explicitly provides that it does not create any right or benefit to cyber threat information as a result of the government’s sharing of such information with any public sector entity or utility.  

To respond to criticisms about the potential for redisclosure of cyber threat information by recipients, CISPA provides that an entity that receives cyber threat intelligence would be prohibited from further disclosure of such information to an entity other than the federal government or a certified entity, notwithstanding any other provision of law.  

In order to address the perceived legal obstacles to information sharing among the private sector, CISPA would give private sector entities the explicit authority to use cybersecurity systems to identify and obtain cybersecurity threat information to protect their rights and property, and to share such information with any other entity, including with the federal government, “notwithstanding any provision of law.”  

Entities that provide cybersecurity goods and services, also known as cybersecurity providers, would have similar authority with the consent of their...
customer to use cybersecurity systems to identify, obtain, and share cyber threat information from the networks of consenting customers, with any other entity designated by the customer including the federal government if designated.\(^{265}\) The “notwithstanding any provision of law” language means that information sharing is authorized even if another federal or state privacy law, or other law, would protect the information against disclosure.\(^{266}\) CISPA requires any federal agency or department in receipt of cyber threat information to provide that information to the DHS which is authorized upon request to share such information with another federal agency or department.

The bill would require cyber threat information to be shared subject to restrictions imposed by the submitting entity, including appropriate anonymization or minimization of such information.\(^{267}\) CISPA would also explicitly prohibit shared information from being used by businesses to gain an unfair competitive advantage to the detriment of the entity sharing the information.\(^{268}\) CISPA also explicitly exempts information shared with the federal government from disclosure under FOIA and under state or local public disclosure laws.\(^{269}\) Additionally, the bill would provide that information shared with the federal government be considered proprietary information that could not be disclosed to an entity outside of the federal government, except with the authorization of the entity sharing the information, and could not be used by the government for regulatory purposes.\(^{270}\) In addition, such information may not be shared by the federal government if it would undermine the purpose for which it was shared; or the federal government recipient determines, unless directed otherwise by the President, that providing the information would undermine the purpose of sharing. The bill also provides that information shared with the federal government be handled consistent with the protection of sources and methods and with national security.

With respect to concerns about increased liability resulting from sharing cybersecurity threat information, CISPA would provide civil and criminal immunity for entities that, acting in good faith, use cybersecurity systems, share information, or make decisions based on such information in accordance with the new authorities created by the bill.\(^{271}\)

The federal government would be permitted to use shared information for any lawful non-regulatory purpose, provided that at least one significant purpose of the use is a cybersecurity

\(^{265}\) Id.

\(^{266}\) “Congress sometimes seeks to underscore the primacy of a statutory directive by stating that it is to apply “notwithstanding” the provisions of another, specified statute or class of statutes. Courts take into account this expressed intent to override the provisions specified in a “notwithstanding” clause... but when the clause purports to override “any other provision of law,” its preclusive scope often is unclear... As a rule, though, it might be more effective to spell out which other laws are to be disregarded,... and it must be kept in mind, of course, that no “notwithstanding” clause can foreclose subsequent legislation that supersedes it expressly or implicitly.” [citations omitted]. CRS Report 97-589, Statutory Interpretation: General Principles and Recent Trends, by Larry M. Eig.

\(^{267}\) H.R. 3523, (new NSA §1104(b)(2)(A)). Minimization typically refers to limitations on what information is acquired; how it is acquired; how it is maintained; who has access to it within the capturing agency and under what circumstances; to whom and under what circumstances it is disclosed beyond the capturing agency; how long it is preserved; and when and under what circumstances it is expunged. For a discussion of minimization procedures in the context of national security letters, see CRS Report R41619, National Security Letters: Proposals in the 112th Congress, by Charles Doyle.

\(^{268}\) Id. (new NSA §1104(b)(2)(B)).

\(^{269}\) Id. (new NSA §1104(b)(2)(C)).

\(^{270}\) Id. (new NSA §1104(b)(2)(C)(iii)).

\(^{271}\) Id. (new NSA §1104(b)(3)(A)).
purpose or protection of national security. The federal government is also specifically prohibited from searching shared cyber threat information unless it is for the purpose of cybersecurity or protection of national security.

CISPA includes an anti-tasking restriction that explicitly prohibits the government from conditioning the sharing of cyber threat intelligence on the sharing of private sector information with the government.

For the government’s intentional or willful violations of the provisions concerning the disclosure, use, or protection of voluntarily shared cyber threat information, CISPA would provide liability for actual damages or $1,000, whichever is greater, plus reasonable attorney fees, and costs.

With respect to concerns about transparency and oversight, CISPA would require an annual unclassified report (with classified annex) by the Intelligence Community Inspector General on the type and use of information shared with the federal government, including actions taken and impacts on privacy and civil liberties.

CISPA would preempt any state or local law that restricts or regulates the use of cybersecurity systems and the sharing of cyber threat information. CISPA would not affect any other authorities for use of a cybersecurity system or to identify, share, or obtain cyber threat intelligence. CISPA does not alter DOD, NSA, or the intelligence communities authority to direct private sector or government cybersecurity efforts. In addition, CISPA does not change existing information sharing relationships, prohibit or require new ones, or modify the government’s authority to protect sources and methods and national security.

The Director of National Intelligence must establish and issue procedures and guidelines, in consultation with the Secretary of Homeland Security, to ensure that such procedures and such guidelines permit the owners and operators of critical infrastructure to receive all appropriate cyber threat intelligence in the possession of the federal government; and expeditiously distribute such procedures and such guidelines to departments and agencies of the federal government, private-sector entities, and utilities

H.R. 3674, PRECISE Act

H.R. 3674, the Promoting and Enhancing Cybersecurity and Information Sharing Effectiveness Act of 2011 (PRECISE Act), was introduced on December 15, 2011, by Representative Lungren. On February 1, 2012, the Subcommittee on Cybersecurity, Infrastructure Protection, and Security Technologies of the House Homeland Security Committee held a mark up of the bill, and it was forwarded to the full committee by voice vote. On April 18, 2012, full committee consideration and mark up was held on a substitute bill that changed the information sharing and other provisions. The measure was reported favorably to the full House (as amended) 16-13.

---

272 Id. (new NSA §1104(c)(1)).
273 Id. (new NSA §1104(c)(2)).
274 Id. (new NSA §1104(c)(3)).
Section 3 of the PRECISE Act, as reported, would require the Department of Homeland Security to make cyber threat information and other information in DHS’s possession available to critical infrastructure owners and operators in a manner that is consistent with statutory and other restrictions on the dissemination of such information.

In addition, section 3 would establish in DHS a National Cybersecurity and Communications Integration Center (NCCIC) for sharing cyber threat information and exchanging technical advice, and assistance. The majority of the members of the advisory board for NCCIC will be from critical infrastructure sectors. NCCIC’s charter will be developed by DHS. The NCCIC Board will submit a report to Congress annually on NCCIC’s information sharing activities. The DHS is authorized to issue warnings on cybersecurity threats. The DHS may not disclose information that is the basis of the warning without the express consent of the entity that submitted the information. In addition, DHS may not disclose information that is proprietary, business sensitive, relates to the submitting entity, or is not appropriate for public disclosure; and any information restricted by statute, rule, or regulation, and information relating to sources and methods and national security.

S. 2102, Cybersecurity Information Sharing Act of 2012

S. 2102, the Cybersecurity Information Sharing Act of 2012 (CISA), was introduced on February 13, 2012, by Senator Feinstein, for the purpose of improving the sharing of cybersecurity information among entities in the private sector, and between the private sector and the government. The provisions of CISA have also been incorporated, largely without change, into Title VII of S. 2105, the Cybersecurity Act of 2012, as introduced on February 14, 2012.

CISA would address the perceived obstacles to information sharing in existing law by giving private entities affirmative authority to monitor their own information systems for cybersecurity threats, or the information systems of a consenting third party.\(^\text{276}\) CISA would also provide explicit authority for private entities to disclose and receive lawfully obtained cybersecurity information so long as the shared information is used for cybersecurity protection and reasonable efforts are made to safeguard individually identifiable information.\(^\text{277}\) However, nothing in CISA would be permitted to be construed to authorize price fixing or market allocation between competitors.\(^\text{278}\)

Under CISA, the Secretary of DHS would be authorized to designate cybersecurity exchanges, for the purpose of efficiently receiving and distributing cybersecurity threat indicators.\(^\text{279}\) Nonfederal entities are explicitly given the authority to provide cybersecurity threat indicators to a cybersecurity exchange, which may only use, retain, or further disclose shared information for the purpose of protecting against or mitigating cybersecurity threats.\(^\text{280}\)

\(^{276}\) S. 2102, §2; S. 2105, §701.
\(^{277}\) S. 2102, §3; S. 2105, §702.
\(^{278}\) S. 2102, §8(a)(5); S. 2105, §707(a)(5).
\(^{279}\) S. 2102, §4; S. 2105, §703. The Secretary of DHS would also be required to designate a lead cybersecurity exchange to serve as the focal point within the federal government for cybersecurity information sharing. S. 2102, §4(c); S. 2105, §703(c).
\(^{280}\) S. 2102, §5; S. 2105, §704. Classified threat information may only be shared with certified entities with adequate security clearances. Security clearances may be granted to certified entities and employees of certified entities. S. 2102, §6; S. 2105, §705.
CISA would provide that information shared with a cybersecurity exchange would be exempt from disclosure under FOIA, as well as any restrictions on *ex parte* communications.\(^{281}\) Sharing information with a cybersecurity exchange would not constitute a waiver of any applicable privilege regarding the information, including any trade secret protection.\(^{282}\) Furthermore, no federal entity would be permitted to use a cybersecurity threat indicator as evidence for a regulatory enforcement action against the entity that shared the information.\(^{283}\)

Federal entities would not be permitted to disclose cybersecurity threat information unless the disclosure is made to protect a federal entity from a cybersecurity threat, or to mitigate a cybersecurity threat to another component, officer, employee, or agent of the federal entity with cybersecurity responsibilities, any cybersecurity exchange, or a private entity that provides a federal entity with an electronic communication service, remote computing service, or cybersecurity service.\(^{284}\) The recipient of information from a federal entity must also comply with any requirements regarding the protection and further disclosure of such information.\(^{285}\)

Additional restrictions would apply if cybersecurity threat information was to be shared with law enforcement. Federal cybersecurity exchanges could only disclose information to law enforcement if the information appears to relate to a crime which has been, is being, or is about to be committed, and if minimization procedures developed by the Secretary and approved by the Attorney General permit such disclosure.\(^{286}\) Federal entities that are not cybersecurity exchanges may use cyber threat information to protect against cybersecurity threats, but must comply with similar restrictions on disclosing shared information to law enforcement.\(^{287}\) Any disclosure of cyber threat information to a nonfederal entity shall be accompanied by a written agreement under which the recipient of the information agrees that the information will only be used in a manner consistent with the restrictions on disclosures to law enforcement.\(^{288}\) CISA directs the Secretary of DHS to devise minimization procedures to protect individually identifiable information from unnecessary disclosure.\(^{289}\) These procedures are to be developed in consultation with privacy and civil liberties experts, the Director of National Intelligence, and the Secretary of Defense.

CISA provides immunity from civil and criminal liability arising from monitoring activities or voluntary disclosure of cyber threat information in compliance with CISA. However, this immunity only applies if the disclosure is made (1) to a cybersecurity exchange, (2) by a provider of cybersecurity services to a customer, (3) to a private entity or governmental entity that provides or manages critical infrastructure, or (4) to any other private entity if the threat information is also provided to a cybersecurity exchange within a reasonable amount of time.\(^{290}\) Immunity would also be provided if an entity acts in good faith reliance that such actions are

---

\(^{281}\) S. 2102, §§5(d), (e); S. 2105, §§704(d), (e).

\(^{282}\) S. 2102, §5(f); S. 2105, §704(f).

\(^{283}\) S. 2102, §7(c); S. 2105, §706(c).

\(^{284}\) S. 2102, §5(g)(1)(A); S. 2105, §704(g)(1)(A).

\(^{285}\) S. 2102, §5(g)(1)(B); S. 2105, §704(g)(1)(B).

\(^{286}\) S. 2102, §5(g)(2); S. 2105, §704(g)(2).

\(^{287}\) S. 2102, §5(g)(3); S. 2105, §704(g)(3).

\(^{288}\) S. 2102, §5(g)(3)(B); S. 2105, §704(g)(3)(B).

\(^{289}\) S. 2102, §5(g)(4); S. 2105, §704(g)(4).

\(^{290}\) S. 2102, §7(a); S. 2105, §706(a).
permitted by CISA.291 No liability protections would attach to conduct that knowingly and willfully violates CISA.292 With respect to negligence based actions, CISA would bar civil or criminal liability based on the reasonable failure to act on information received. No breach of contract claims could be brought based on compliance with lawful restrictions placed on shared information.293 However, none of these protections could be construed to limit liability for a failure to comply with the requirements imposed on the use and protection of information.294

S. 2105, Cybersecurity Act of 2012

Title VII of the S. 2105, the Cybersecurity Act of 2012, contains virtually the same provisions as S. 2102, the Cybersecurity Information Sharing Act of 2012, discussed above. While Title VII of S. 2105 authorizes the Secretary of Homeland Security to designate both federal and nonfederal entities as cybersecurity exchanges, with the goal of “efficiently receiv[ing] and distribut[ing] cybersecurity threat indicators....”295 Title III of the bill would also address this need by directing the new National Center for Cybersecurity and Communications (NCCC or Center) to create its own information sharing program.296 Specifically, the NCCC would be charged with creating an information sharing system that collects information from and redistributes information to federal agencies, state and local governments, national information infrastructure, critical infrastructure, and the private sector. Both federal agencies and critical infrastructure would have an affirmative obligation to provide certain information to the Center’s information sharing program.297 Other entities, including state and local governments and private sector actors, would be permitted to participate voluntarily in the program.298

It may not be clear how these separate authorities would interact. For example, under Title VII, DHS would be required to designate a lead cybersecurity exchange within 60 days of the enactment of the act.299 Following this interim period, which can only last 60 days, it is unclear if the NCCC program will be designated as a cybersecurity exchange. If the NCCC program is designated as an exchange, either the lead or an additional federal exchange,300 the restrictions and protections outlined in Title VII would likely apply. Title VII creates specific limitations on the use of information in the exchange by federal entities,301 nonfederal entities,302 and the exchange itself.303 Additionally, information shared in an exchange is explicitly exempted from Freedom of Information Act requests304 and ex parte communications limitations.305 Title VII also

291 S. 2102, §7(b); S. 2105, §706(b).
292 S. 2102, §7(f); S. 2105, §706(f).
293 S. 2102, §7(e); S. 2105, §706(e).
294 S. 2102, §7(g); S. 2105, §706(g).
295 S. 2105 §703(a)-(b).
296 S. 2105 §301 (new HSA §243).
297 S. 2105 §301 (new HSA §243(b)(1)(B), (c)(1)(B)).
298 S. 2105 §301 (new HSA §243(c)(1)(C)).
299 S. 2105 §703(c)(3)(A). Until this designation is finalized, the National Cybersecurity and Communications Integration Center (NCCIC) would serve as the interim lead exchange. S. 2105 §703(c)(3)(B).
300 S. 2105 §703(d).
301 S. 2105 §704(g).
302 S. 2105 §704(c).
303 S. 2105 §704(b), (g).
provides immunity from liability based on lawfully obtained cybersecurity information that is voluntarily disclosed to an exchange. Finally, exchanges are bound by specific requirements regarding with whom an exchange can share classified information, including restricting access to people with “an appropriate security clearance.”

However, if the NCCC program is not designated as an exchange, it arguably appears that Title VII would not apply to the program at all. Title III includes far fewer restrictions on the use of the information gathered by the Center’s program. Notably, Title III provides the Center much greater discretion in disseminating classified information, only instructing the Director to create procedures to ensure classified information is “appropriately shared between and among appropriate Federal and non-Federal entities.” However, unlike Title VII exchanges, Title III does not specifically restrict who can receive classified information from the NCCC information sharing program. Furthermore, Title III does not provide protection from liability for entities that provide information to the NCCC program, even though certain entities, like covered critical infrastructure, are required to disclose incident-related information.

S. 2151, SECURE IT Act

S. 2151, the Strengthening and Enhancing Cybersecurity by Using Research, Education, Information, and Technology Act of 2012 (SECURE IT Act), was introduced by Senator McCain on March 1, 2012. Title I of the SECURE IT Act addresses the sharing of cybersecurity threat information among the private sector and between the private sector and the public sector.

Notwithstanding any other provision of law, the SECURE IT Act would give private sector entities the explicit authority to employ countermeasures and use cybersecurity systems to identify, obtain, or otherwise possess cyber threat information for the purpose of preventing, investigating, or otherwise mitigating threats to information security. This authority applies to networks owned by an entity, or to other networks as authorized by the other networks’ owner. Entities would also be authorized to disclose cyber threat information to a cybersecurity center or to any other entity for the same purposes. Entities that provide information security products or services, also known as information security providers, would also be permitted to obtain, identify, possess, or disclose cyber threat information encountered in the course of providing such

(...continued)

305 S. 2105 §704(d)(1), (e).
306 S. 2105 §706(a)(2).
307 S. 2105 §705(a).
308 S. 2105 §301 (new HSA §243(a)(2)).
309 See S. 2105 §301 (new HSA §243(c)(1)(B)).
310 S. 2151, §102(a)(1).
311 Id.
312 The bill defines the term cybersecurity center to mean the Department of Defense Cyber Crime Center, the Intelligence Community Incident Response Center, the United States Cyber Command Joint Operations Center, the National Cyber Investigative Joint Task Force, the National Security Agency/Central Security Service Threat Operations Center, the National Cybersecurity and Communications Integration Center, and any successor center. S. 2151, §101(5).
313 S. 2151, §102(a)(2).
services. However, customers must be given a reasonable opportunity to authorize or prevent any disclosure, or to request anonymization of such information.314

Private entities would be permitted to share information directly with each other, but recipients of cybersecurity threat information would be obligated to comply with restrictions (such as anonymization) set forth by the entity providing the information.315 Shared information may not be used to obtain an unfair competitive advantage. The act of sharing would not be considered a violation of the antitrust laws if shared to assist with information security.316

Providers of electronic communication services, remote computing services, or cybersecurity services to a federal agency or department would be required to provide any cyber threat information related to the provision of such services that is in the provider’s possession.317 The provider is also permitted to provide this threat information to a cybersecurity center,318 and the notified federal department or agency is required to provide the threat information with a cybersecurity center.319 A cybersecurity center would be required to share information with other cybersecurity centers,320 and may disclose such information to other federal entities for cybersecurity or national security purposes, or for the prevention, investigation, or prosecution of any of the crimes that are eligible for an interception order under ECPA.321 Such information may also be disclosed to a provider of electronic communication services, remote computing services, or cybersecurity services, for purposes related to those services.322

The SECURE IT Act would place restrictions on how information shared with cybersecurity centers could be disclosed or used.323 Except for the disclosures provided in the preceding paragraph, information shared with a cybersecurity center could not be disclosed by the cybersecurity center without the consent of the entity that provided the information.324 Information shared with a cybersecurity center would also be exempt from disclosure under FOIA and similar state or local laws requiring disclosure.325 Shared information would also not be subject to any restrictions on ex parte communications.326 Federal, state, tribal, and local governments would be prohibited from using or disclosing shared information for regulatory purposes.327

314 S. 2151, §102(a)(3).
315 S. 2151, §§102(e)(1), (2).
316 S. 2151, §102(e)(3).
317 S. 2151, §102(b)(1).
318 Id.
319 S. 2151, §102(b)(2).
320 S. 2151, §102(d)(1)(B).
321 S. 2151, §102(c)(1)(A).
322 S. 2151, §102(c)(1)(B).
323 S. 2151, §102(c).
324 S. 2151, §102(c)(2) (requiring prior consent for disclosures to state, tribal, and local governments for criminal prevention, investigation, or prosecution); S. 2151, §102(c)(3) (requiring prior consent for disclosures outside of the federal government); S. 2151, §102(c)(7) (requiring prior consent for subsequent disclosures of information shared with state, tribal, and local governments).
325 S. 2151, §§102(c)(4), (5), (7).
326 S. 2151, §102(c)(6).
327 S. 2151, §102(c)(8). However, the procedures to implement the SECURE IT Act would not be considered “regulatory” for the purposes of this limitation. Id.
In order to address concerns that private sector entities may have about liability, the SECURE IT Act provides civil and criminal immunity for actions authorized under the bill. Additionally, no cause of action would be permitted against an entity for using, receiving, or disclosing cyber threat information, or for any act or omission following the lawful receipt of such information. Notwithstanding these provisions, no immunity would be provided for unlawful disclosures of classified information.

Preemption

As the body of federal cybersecurity law grows, the possibility that it will preempt conflicting state law will increase with it. After September 11, 2001, states took various measures to protect their critical infrastructure. This included defining “critical infrastructure,” creating security standards for these entities, and carving out exceptions under public disclosure laws so vital information would not get into the hands of bad actors.

It is well established that the Supremacy Clause of the United States Constitution can invalidate any state law that interferes with or is contrary to federal law. This is known as preemption. The preemptive effect of a federal statute can be either expressly stated in the statute or implied by the structure and purpose of the legislation. If there is express language, the court will interpret the words used by Congress and assume that the ordinary meaning of the text expresses the legislative purpose. For example, if Congress uses broad language in its preemption provision, the court will construe its preemptive effect broadly. Absent explicit preemptive language, there are two types of implied preemption: (1) field preemption, where the federal regime is “so pervasive to make the reasonable inference that Congress left no room for the States to supplement it”; and (2) conflict preemption, where state law “stands as an obstacle to the accomplishment and execution of the full purposes and objectives of Congress.”

Because any preemption analysis relies on congressional intent, the language of the statute is of primary importance. Many of the proposals provide explicit language preempting state laws. For example, Title I of S. 2105, the Cybersecurity Act of 2012, contains an express preemption provision, stating: “This Act shall supersede any statute, provision of a statute, regulation, or rule of a State or political subdivision of a State that expressly requires comparable cybersecurity practices to protected covered critical infrastructure.” This section is followed by a savings

328 S. 2151, §102(g)(1)(A).
329 S. 2151, §102(g)(1)(B).
330 S. 2151, §102(g)(2).
337 S. 2105, §111(a).
clause that states: “Except as expressly provided in subsection (a) and section 105(e), nothing in this Act shall be construed to preempt the applicability of any other State law or requirement.”

Because the scope of “covered critical infrastructure” has yet to be determined, it is impossible to identify with specificity which state critical infrastructure laws would be preempted by this provision of the Cybersecurity Act of 2012. However, certain categories of state laws may be more likely to be preempted, such as those that directly regulate industrial facilities. For example, New Jersey has enacted the Toxic Catastrophe Prevention Act which was designed to prevent the release of hazardous substances from industrial plants and provide an abatement and evacuation plan in the event a catastrophic release occurs. That act requires that an owner or operator of a covered facility establish a risk management program. Likewise, Maryland requires that any facility where hazardous materials are stored analyze the security of the facility every five years in accordance with rules adopted by the Department of State Police. Similarly, New York requires the commissioner of the state division of homeland security to review security measures for all critical infrastructure relating to energy generation and transmission in the state every five years. The state public service commission has the discretion whether to require the owners of these facilities to implement these plans. The application of these and other similar state requirements to covered critical infrastructure may be preempted if they are “comparable” to the risk-based performance standards to be established by the Secretary of DHS under the Cybersecurity Act of 2012.

It could also be argued that the broad language “comparable security practices,” coupled with a savings clause that fails to carve out exceptions for state regulation of covered critical infrastructure, evidences Congress’s intent to cover the whole field of protecting critical infrastructures. Further, DHS may argue for a broad construction of this preemption provision as it has argued in the past that “the law of preemption recognizes that state laws must give way to Federal statutes and regulatory programs to ensure a unified and coherent national approach in areas where the Federal interests prevail—such as national security.” Because cybersecurity has been equated with national security, this deference theory could apply here.

Cybersecurity legislation to encourage sharing of cybersecurity threat information may also preempt state laws. For example, all fifty states have included electronic communications in their respective wiretap laws which prohibit the interception and disclosure of certain

---

338 S. 2105, §111(b).
342 Cf. 15 U.S.C. §7707(b). In the Controlling the Assault of Non-Solicited Pornography and Marketing Act of 2003 (CAN-SPAM), P.L. 108-187, 117 Stat. 2699, Congress included a broad clause preempting all state laws from regulating the use of electronic mail to send commercial messages, but also carved out an exception for any state statute that prohibited “falsity or deception.” With no such exception in S. 2105, it may be inferred that Congress intended to preempt the whole field of regulating critical infrastructures.
343 Chemical Facility Anti-Terrorism Standards, 71 Federal Register 78,276, 78,293 (December 28, 2006).
Communications. However, S. 2102, the Cybersecurity Information Sharing Act contains an explicit preemption clause with respect to information sharing. Section 8(b) reads:

This Act supersedes any law or requirement of a State or political subdivision of a State that restricts or otherwise expressly regulates the provision of cybersecurity services or the acquisition, interception, retention, use or disclosure of communications, records, or other information by private entities to the extent such law contains requirements inconsistent with this Act.  

The provisions of S. 2102, including this preemption clause, were also incorporated into Title VII of S. 2105. Similarly, H.R. 3523, the Cyber Intelligence Sharing and Protection Act (CISPA), contains a preemption clause providing that the bill would supersede “any statute of a State or political subdivision of a State that restricts or otherwise expressly regulates an activity authorized under subsection (b) [which authorizes private sector entities to use of cybersecurity systems to identify, obtain, or share cyber threat information].”  Likewise, H.R. 3674, the PRECISE Act, would “supersede[] any statute of a State or political subdivision of a State that restricts or otherwise expressly regulates the acquisition, interception, retention, use, or disclosure of communications, records, or other information” by private or government entities to the extent that such statute is inconsistent.  Similarly, the SECURE IT Act provides that it supersedes any state law that restricts or otherwise expressly regulates an activity authorized by the bill.  All of these provisions would likely be read to preempt the body of state wiretapping laws, to the extent that application of those laws would prevent the sharing of cybersecurity information authorized under the proposed legislation.  These bills could also preempt state data breach notification laws.  These bills could also preempt common law torts such as invasion of privacy or statutory remedies such as California’s “Shine the Light” law, which regulates when and how a business can share a customer’s personal information.

State open records laws are another category that would likely be preempted under recent cybersecurity legislation being considered by Congress. Currently, states take a varied approach to exempting security information from state FOIA requirements.  Some states, including Indiana and Alabama, provide for specific disclosure exemptions for certain categories of information such as vulnerable assets or security plans. Others states, including Maryland, simply

346 S. 2102, §8(b). The use of “inconsistent” could be construed as “conflict” preemption language, intended only to displace those laws that would impede DHS’s ability to create the information sharing programs.
347 H.R. 3523, §2(a).
348 Id.
349 S. 2151, §102(f)(1); H.R. 4263, §102(f)(1).
352 CAL. CIV. CODE §1798.83.
354 IND. CODE §5-14-3-4.
355 ALA. CODE §36-12-40.
provide that anything protected under the federal FOIA statute is protected under their state statute.\textsuperscript{356} Still others have more broadly stated FOIA protections such as “in the public interest,” as used in Arkansas.\textsuperscript{357} However, the PRECISE Act and the SECURE IT Act explicitly provide that cybersecurity information shared with state and local governments shall not be subject to any state or local law requiring disclosure of information or records.\textsuperscript{358} Both the Cybersecurity Act of 2012 and CISA similarly provide that information shared with a cybersecurity exchange designated under the bills would be exempt from FOIA “or any comparable State law.”\textsuperscript{359}
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\textsuperscript{356} MD. CODE ANN. STATE GOV’T §10-615(2).
\textsuperscript{357} ARK. CODE ANN. §23-2-316.
\textsuperscript{358} H.R. 3674, §3; S. 2151, §102(f)(3).
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