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Prefatory Note 

The statistical exploration +eported in this memorandum was under

taken to help us to better implement our responsibilities for the analysis 

of American public. opinion on defense policy in general, and continental 

defense in particular. As familiarity with surveys will certify, many 

of the most interesting questions and sets of responses only meet nominal 

criteria, i.e., cannot be placed in relative positions on a scale. Accord

ingly, the analyst who wishes to treat these questions with a desirable de

gree of r~gO! and sophistication needs measures appropriate to the~, in 

the author's phrase, measures of qualitative variation. This memorandum 

is a modest effort to assist the analyst who desires to improve his ability 

to explore essentially qualitative data. As such, we hope it will be help

ful to a variety of social scientists who confront such data in the course 

of em:Pirical ;r·e;:;earch. 

Davis B. Bobrow 
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INDICES OF QUALITATIVE VARIATION 

Allen R. Wilcox 

I. INTRODUCTION 

In textbook treatments of measures of variation, statistics are 

always mentioned which measure ·the variation·of a univariate distribu

tion when the variable under consideration satisfies the requirements 

of an ordinal, interval, or ratio scale. Most commonly, the range, 

the semi-interquartile range, the average deviation, the standard de

viation, and the variance are presented and discussed. However, the 

presentation and discussion of measures of variation suitable for use 

with variables that satisfy only the requirements of a nominal scale 

is often completely ·absent. In addition, there appears to be no uni

fied discussion of those·,..few appropriate measures scattered through ., 
the literature. Based on the_ assumption that such measures may have 

considerable utility for the statistical handling of qualitative data, 

this paper-represents a first attempt to gather together and to gener~ 

ate alternative indices of qualitative variation. The treatment is 

introductory throughout. A·more intensive mathematical and empirical 

treatment of these measures will hopefully be provided by others who 

.wish to probe more deeply into the characteristics and utility of the 

statistics. 

II. FOP~ PROPERTIES OF THE INDICES 

The discussion is limited to measures that satisfy certain formal 

conditions. The f~rst three of these conditions represent what are 

considered to be desirable formal properties of such indices. First 

and second, the maximum and/or minimum values that such an index may 

obtain should not depend on the magnitude of either of the two basic 

parameters of a qu.a.l:i.ta.t.:i.ve d.ist.:r:i.bu.t:i.on--the number. of cases and. the 

number of categories. These conditions facilitate comparison of the 

values of a particular index, _even when they are derived from radically 

different distributions. Third, they must all have a standard range of 

values: in th~ case, from 0 to 1. This condition facilitates com

parison among indices for the same distribution. 
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The final condition specifies the forms that a distribution must 

have when an index based on it obtains the maximum and minimum values. 

With the number of cases placed at 100 and the number of categories at 

4, Fig. 1 illustrates with histograms the minimum-related and maximum

related forms, respectively. Thus, the minimum value of 0 occurs if, 

and only if, all cases fall within ~ cat.egory. Conversely, the max

imum value of l occurs if, and only if, an identical number of cases 
l fall within each category. This condition delineates the general 11 type 11 

of measure to which this paper is being addressed. It is assumed that 

a.n indc][ that dooo not oatiofy thlo oond.i tion oan be more \u:rafully re

lated to some other concept or idea. Measures that satisfy this condi

tion can be thought of as indices of 11 generalized qualitative variation. 112 

F 100 F 100 
r r 
e e 
q q 
u u 
e e 
n n 25 
c c I I I -l y 0 I I y 0 

A B c D I A B c D 

Category Category 

Fig. l 

1As a consequence of this condition, the indices discussed herein reach 
l only when the number of categories divides evenly into the number of 
cases. This circumstance impares the comparability of the indices in 
certain cases but does not diminish their general usefulness. 

2For a description of a measure of qualitative variation that does not 
satisfy this condition, see George J. McCall and J. L. Simmons, 11A New 
Measure of Attitudinal Opposition, 11 Public Opinion Quarterly, 30:2 
(Summer 1966) 271-278. A critique of this measure can be found in 
David Gold, 11Critical Note on a New Measure of Attitudinal Opposition, 11 

Public Op~nion Quarterly, 31:1 (Spring 1967) 76-79· 

t 
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III. DESCRIPTION OF THE INDICES 

MODVR 

The first index that we have developed, MODVR, is an index of devia

tion from the mode, analogous to the standard deviation as a measure of 

deviation from the mean. The core of this index is the sum of the dif

ferences between the non-modal frequencies and the modal frequency, i.e., 

where 

Since 

f. = 
~ 

f :;; 
m 
K 

~fi 
i=l 

K 

~ (f -f .. ) 
:w ~ 

i=l 

the·frequency of the ~th category, and 

the frequency of the modal catego:r:y. 

:K 

N and lf = Kf , the formula ca.n be simplified to Kf - N. m m m 
i=l 

Dividing this expression by N(K-l) standardizes the range of the index 

(K = the number of categories and N = the number of cases). 

This expression is directly related to Linton Freeman's variation 

ratio, ~·3 The formula for v is l - fm . According to Freeman, the 
N 

variation ratio· is to be used as an aid·in judging the adequacy of the 

mode as a summarizer of the distribution. It is simply the proportion 

.of nommodal cases. The higher its value, the less adequate the mode is 

as a summarizer. As inspection of its formula will confirm, ~ can 

achieve a minimum of o, but it can never achieve a maximum of l because 

the modal frequency can never· be 0. However, by dividing and subtract

ing by appropriate correction factors, f can be standardized to 
.m 

f m - l 
N K 
_!1 (K-l) 
K 

N 

N 

which reduces to Kf - N , the core of MODVR. 
m 

MODVR, 

in other words, is essentially a standardized variation ratio. 

3Linton C. Freemen, Elementary Applied Statistics, New York: John Wiley 
and Sons, 1965, pp. 40-43. 
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Finally, the core of this index (and of most of the others which 

follow) is subtracted from l so that low values will stand for low 
4 . variation and high values for high instead of vice versa. Thus, MODVR 

equals Kf - N m 
N(K-1) 

The next five indices are all variations on a theme, for they are 

all basically analogs of measures that are used on ordinal or interval 

data. This is done by treating the f~equencies of the K categories as 

values of a quantitative variable, calculating the pal'ticular statistic, 

and finally standardizing the result to conform to the criteria listed 

above. In this way indices are constructed that are analogous to the 

range, average deviation, mean difference, variance, and standard devia

tion. 

RANVR 

The first measure of this type that we have developed is based on 

t~e range and is designated RANVR. Its basic component is the difference 

between the highest or modal frequency and the lowest frequency. 

formula5 follows: . (f - f ) 
1'- m :,.e 

f. 
ln 

where f m 
the modal frequency, and. 

f~ = the lowest frequency. 

AVDEV 

The 

'The third index that we have gene!'ated, AVDEV, is an analog of the 

average or mean deviation, which is defined as the arithmetic mean of 

the absolute differences of each value from the mean. Utilizing this 

4A computational formula is 

5A computational formula is 

K(N-f ) 
m 

N(K-1) 
f.e 
f 
m 
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6 concept on qualitative data, the formula is 

K 

I f. N 

i=l l. K 

l - N (K-l) 2 :K: 

MNDIF 

The next index that we have developed, MNDIF, is an analog of the 

mean difference, a measure of variation that is discussed much less 

frequently than the average deviation or standard deviation. It is 

defined as ''the average of the differences of all the pqssible pairs 

of variate-values, taken regardless of sign."7 The mean difference 

differs from the average and standard deviations in that it is "depen

dent on the spread of the variate-values among themselves and not on 
8 the deviations from some central value. •• For qualitative data, this 

notion can be formulated as 

K-l K 

J.~J..+l I fi - fjl 
l - _i_=_l __ ~~~---------

N(K-1) 

A somewhat simpler formula for computational purposes is 

Kli fi - ¥1 
J.=l . 

2N(K-l) l -

7Maurice G. Kendall and Alan Stuart, The Advanced Theory of Statistics, 
VoL 1, New York: Hafner Publishing Company, 1958, p. 4b. 

8Ibid.~ p. 4(. 
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. MND:):F can be approached in other ways mathematically. Suppose that 

the numbers l to K are assigned to the ~ categories in ascending order 

of magn~tude. Given this weig~t~n~, ·two indices of variation can be 

derived. The first is based on subtraction and essentially sums the 

category weights multiplied by the differences between category propor

tions and the average proportion, i.e., 

l - K-1·. 
2:. ~ 

The second is similar, 9 but is based on division, i.e., 

I-
K(K-1) 

2 

K(K+l) 

2 

We derived both of these indices from an 1ntu1 ti ve L:urK:eptiol'l of 

what seemed, on inspection of a number of dil:rtributions, to be uneful 

measures of variation--specifically, measures that take into account 

differences among the frequencies of all K categories. Glven the 

9A computational formula for both this and the previous formula is 

K 
22i f -i N(K+l) 

l -
i=l 

N(K-1) 

• 
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similarity of this conception to the definition of a mean difference, 

it is in.retrospect not surprising that they and MNDIF are algebrai-

11 . 1 t 10 ca y equlva en . 

VARNC 

The fifth index, VARNC, is an analog of the variance, which is de

fined as the arithmetic mean of the squared differences of each value 

f tb "th l"t t" d t "t f 1 11 . rom. _e mean. For use Wl qua l a lve a a, l s ormu a lS 

1 -

K 

i~l0i -~y 
N2 (K-1) 

K 

This formula is quite similar to AVDEV, the basic difference being that 

the differences are squared instead of having their absolute values 

taken. 

10It might be noted that another measure, Gini's index of concentration, 
is also equivalent to MNDIF when it is modified for qualitative data. 
For a discussion of Gini' s index, see Hayward R ... Alker and Bruce M. 
Russett, "On Measuring Inequality," Behavioral Science, 9:3 (July 1964) 
207-218. 

11A computational formula is 

K 

L: . 2 ~ 
f. -

i=l ·l K 
1 -

N2(K-l) 

which can be reduced even further to 
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If .MNDIF is approached in like manner and a squared version derived, the 

l'esulting formula is 

K-1 K 

~ L; ~i -rj)2 
1 - i=l sf=i+l 

N2(K~l) 
and is equal to VARNc. 12 

VARNC can be approached in another way through a discussion of 

Mm~llflr and Schussler's Index of Q,ualita.tive Variation (IQ,V). 13 They 

b~sl? t.hi R index on the idea that the total numbel' of. cliff~n.:uces among 

the cate~ories (or in their terminology, items) of a given variable 

provides a means of measuring qualitative variation. This total is 

obtained by counting the differences between each category and every 

other category and summing these differences. Thus, using sex as an 

example of qualitative variable, "if there were nine boys and three 

girls, each of the nine boys would differ from each of the three girls, 

producing 27 differences."14 They reduce this counting procedure to 

the following rule: multiply every category frequency by every other 

category frequency and sum these products. Although the authors do: .not 

12This is similar to the case for quantitative data. As Kendall and 
Stuart note, a squared mean difference in the quantitative case is 
equal to twice the variance. QE cit., p. 47. 

13 John H. Mueller and Karl F. Schuessler, Statistical Reasoni11g in 
Sociology, Boston: Houghton Mifflin Company, 1961; pp. 177-179· 

14
Th"d 177 _l._.' p. . 



·". 

13 

15 . 
present a general formula, one can be constructed as follows: 

K-l K 

i=l . J=i+l 

K(~-l) (~)2 

This formula is also algebraically equivalent to VARNC. 

Finally, VARNC can also be derived by standardizing ;G2. A 

typical formula for ~2 is 

where 0. = the observed 
]. 

E. 
]. 

the expected 

K 

~ 
i=l 

frequency 

frequency 

(oi - E. )2 
]. 

E. 
]. 

for the ith 

for the ith 

Substituting the notation used in this paper, 
N 2 

l5A computational formula: 

K 

2: 
i=l 

( fi - 'K) 

N 
K 

K-l K 

2 K 2: 
i=l j=i+l 

~(K-l) 

(f. f.) 
l, .• l 

category, and 

category. 

the formula is 
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and, when standardized, it Qecomes 

N 
l - --,.-:::NJ"( ::-:-K -""'=1~)--

K 

which reduces to VARNC. 

STDEV 

STDEV, the final analog index that we have developed, is based· on. 

the standard deviation, which is defined as the square root of the vari

ance. As with VARNC, a formula can be derived by starting either with 
16 AVDf,V or with MNDIF. From AVDEV, the formula is 

1 -

From MNDIF, the formula is 

1 -
i=l j=i+l 

~(K-1) 

16A computational formula: 

K. 

"' f. 2 N2 
~ J. - 'K 

1 -
i==l 

... 

• 
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HREL 

The seventh and last index of qualitative variation is HREL, a mea

sure originally developed by engineers for use in specifying the proper~ 

ties of communications channels. The rationale for HREL is presented in 

terms of guessing by Virginia Senders (supplementing the mode as best 

guess): 

What we need is a measure of uncertainty, or of 
"poorness of a guess," which will be high when the 
number of alternative possibilities is nigh, and low 
when some of the possibilities are much more likely 
than others. One possible measure is the average 
number of questions we have to ask to specif;l the 
correct alternative.Tf · 

A formula for such a measure of uncertainty, H, is 

- 2:;Pi log2 pi 
18 where p. = the proportion of cases in the ith category. This is a 

J.. . 

measure of actual uncertainty. To obtain a measure of uncertainty which 

can be compared across distributions, actual uncertainty must be divided 

by the maximum possible uncertainty. -Maximum possible uncertainty occurs 

when the alternatives are equally likely (i.e., when all category fre

quencies are the same) and is equal to log2N. The resulting formula for 

a measure of relative uncertainty is 

l7Virginia L. Senders, Measurement and Statistics, New York: Oxford 
University Press, 1958, p. 79· For additional material on informa
tional measures of this type, see Fred Attneave, Applications of In
formation Theory to Psychology, New York: Henry Holt and Co., 1959, 
and Henry Quastler (ed. ), Information Theory in Psychology, Glencoe: 
The Free Press, 1955. 

18The units in which H is measured are called bits. Senders has this 
to say about the term: 

In (communications) channels and networks, .relays and 
tubes are among the most important components. A typi
cal relay can be either open or closed, a tube can fire 
or not. Thus, relays and tubes correspond to men giv
ing answers to true-false or yes-or-no questions, and a 
binary (base 2) system seems to be the most convenient 
one to use. H is therefore measured in binary digits, 
which has been shortened to "bits." 
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- I·p. log2 p. 19 
~ ~ 

IV. SUMMARY AND CONCLUSION 

The statistics described in the preceding pages provide a con

siderable range of alternative measures of generalized qualitative 

variation. Of these, only HREL and VARNC (differently formulated) 

have been taken enti~ely from t~e statistical literature. The idea 

o~;.hi nn MODVR was pz·esent ip the form o!' a non-stanciardized. J.nci~x. 'l'l1e 

remaining four indices (RANVR,, AVDEV, MNDIF, and STDEV) have not, to 

our knowledge, previously appeared in the literature. Because of this 

and because our objective. b,as been one of preliminary presentation, a 

number of tasks remain f'cir those who would continue the examination 

of indices of this type. First, inquiry into sampling distributions 

has evidently been conducted only f6r HREL. Second, further explora

tion into mathematical interrelationships might provide insights into 

the comparative theoretical relevance of the indices. Finally, and 

most importantly, an accumulation of knowledge on the comparative 

utility of these statistics in various research contexts would be 

highly desirable. 

l9For ease in computation using mathematical tables, one can use 
either of the following formulas: 

- ~Pi loglO Pi 
log10 K 

- ~ p. log p. 
~ ~ e ~ 

log K e 
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APPENDIX A 

Input Prepara~io~, Sample Problem, and ~utput for 
the NOMSTAT Computer Program . 

This appendix presents a description of and sample input and out

put from NOMSTAT, a computer program which calculated the seven statis

tics described in the body of the text. Input--the input variables read 

by NOMSTAT are qescribed in Table l. The sequence in which these vari

ables are read and the format by which they are read is given in Table 2. 

Table l. Nomstat Input Variable Description 

Input Var:j.able 

L TITLE 

2. NDIST 

3· NPROP 

4. NPCNT 

5- NPUNCH 

6. NSUM 

7· NPCT 

8. NCAT 

9· NN 

10. IVAR 

ll. FREQ, or 
·PCNT 

Description 

Alphanumeric title identification 

Number of distributions 

l if statistics are to be in proportion form, any 
other number if in percentage form 

l if category sizes are to be put out in frequency 
form, any Qther number if in percentage form 

l if statistics are to be punched as well as 
printed, any other number if not 

l if summary statistics (means, standard devia
tions, and coefficients of variation) are not to 
be calculated, any other number if they are 

l if input is in percentage form, any other number 
if in frequency form 

Vector cotrl:.a.ining the number of categories in each 
distribution · 

Vector containing the number of observations in 
each distribution--used only if category sizes are 
in percentage form 

Input FORMAT under which data matrix is read 

Data Matrix. Which of these is read in depends on 
input vad,able 7 
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Table 2. Nomstat Input Variable Sequence and Format 

Input Variables Card Format Number of Cards 

L· TITLE FORMAT (20A4) l 

2. NDIST, NPROP, NPCNT, FORMAT (6I3) l 
NPUNCH, NSUM, NPCT 

3· NCAT FORMAT (40I2) 5 
4. NN, only if NPCT = l FORMAT (20I4) 10 

5· IVAR FORMAT (20A4) l 

6. PCNT (If NPCT = l) or IVAR Variable 
FREQ (If NPCT t l) 

Output - The output variables printed by NOMSTAT are described in 

Table 3· The sequence in which these variables are printed is given 

in Table 4. 

.. 
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Table 3· Nomstat Outp~t Variable Description 

Output Variable 

l. TITLE 

2. NDIST 

3· NPROP 

4. NPCNT 

5· NPUNCH 

6. NSUM 

7. NPCT 

8. NCAT 

9. NN 

10. IVAR 

Description 

·Alphanumeric title identification 

Number of di~tributions 

l if statistics are to be in proportion form, any 
other number if in percentage form 

l if category sizes are to be put out in frequency 
form, any other number if in percentage form 

l if statistics are to be punched as well as 
printed, any other number.if not 

l if s.ummary statistics (means, standard devia
tions, and coefficients of variation) are not to 
be calculated, any other number if· they are 

l if input is in percentage form, any other number 
if in frequency form 

Vector containing the number of categories in each 
distribution 

Vector containing the number of observations in 
each distribution--used only if cate~ory sizes are 
in percentage form 

Input FORMAT under which data matrix is read 

ll. FREQ, 
PCNT 

or . ' Data matrix. Which of these is read in depends on 
input variable 7· 

12. AVDEV 

13. MNDIF 

14. STDEV 

15. VARNC 

16. HREL 

17. MODVR 

18. RANVR 

19. NN 

20. FREQ, or 
PCN'l' 

21. .MEAN 

22. SIGMA 

23. COVAR 

Nominal statistic l 

Nominal statistic 2 

Nominal statistic 3 

Nominal statist~c 4 

Nominal statistic 5 

Nominal statistic 6 
Nominal s~atistic 7 
Number of observations in each distribution 

Data matrix. Which of these is read in depends on 
input variable 7· 
Vector of the means of the nominal statistics 

Vector of the standard deviations of the nominal 
statistics 

Vector of the coefficients of variation of the 
nominal statistics 
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Table 4. Nomstat Output Variable Sequence and Sense Switch Control 

Sequence Output Variable Sense Switch Control 

l. TITLE 

2. NDIST, NPROP, NPCNT, NPUNCH, 
NSUM, NPCT 

3· NCAT 

4. NN 

5· IV.AR 

6. FREQ, or l?C'NT 

7· AVDEV, MNDIF, STDEV, VARNC, 
HREL, MODVJ{, RANVR 

8. NN 

9· FREQ, or PCNT FREQ (If NPCNT=l), 
otherwise PCNT 

lQ. MEAN, SIGMA, COVAR If NSUM f 1 
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Sample Problem - A sample problem has been used which is based on the 

responses of a cross-section of the American public to a question on 

foreign policy asked on 29 sUrveys-over a period of several years. 

-NOMS TAT TEST C A ~E_::-AllE_!!__~J_'=..~:..:O:.:..:X.:...· __________________ _ 

29 2 2 
3 3 3 3 3 
0 0 0 0 0 
0 0 0 c 0 
0 0 0 (' 0 
p 0 0 0 0 

C 5X.3F5.G I 

DATA CARD 
629. 
623. 
691. 
816. 
960~ 
755. 
849. 
834. 
796. 
624. 
724. 
681. 
639. 
613. 
b57. 

--------______ , __ __;__; _ __:___;__;_ 

2 2 2 
3'3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 0 0 0 0 0 0 0 0 0 0 0 . 
o o o o o o·o o o o o o o o o o o o o o co o o o o o o o o o o o o o 
0 0 o"o'(,Q:O'-:o-6-(i"'()''c_o_oooo"_o_oo"(l'-o~o-·o-o-:-o-o'"o-tj"(j'(}"'6'-o"-6"'o--

o o c o c c o o o o o o o o o o o o o o o o· ~ o o o o o o o o o o o o 
o o o .o o c.; c o-o--c1"G-o()o6--co·--o·~--o- o o-oo·o--o-o·o-·oo-cf"o-·o-0'-o· 

INPUT 
549. 12 7-:--------------
497. 153. 
411. 109. 
344. 103. . . ---------241. A6, 
434. 1 Ot>. · ·---'-----·------------------
297. 114. 
297. 127. 
371. 121. 
SOb. 128. 
427. 151. 
475. 125. ·--------------
527. 116. 
535. l3b. 
490. 125. 

734. 3R!I, 137. 
704 ~----448·:- 131. 
722. 42 2. 126. 
7A?. 39r.. )()'". 

1049. 11'"'· A7, 
947. 24Q. sa. 
867. 333. 104. 

1009. 163. 103. 
lOOt. 164. 105. 
1035. 1 2 P. -=---8'9 • 
916. 21.7. 81. 
798. 327. 112. 
904. 263. 121. 
860. 297~ 1[5:------
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1~ 63.57 59.20 62.8J 8~.16 84.64 75.21 "18.15 1282.. 50. 41. 9. 
1'• 'F.i • 8 q f.?, • A 'l t. 'l. 4 ~ A A. (l ~ A 6. 91!_ .l.lla.1.'L,_l,!. ~'I 12 84. 41\. 4 2 • '11 • 
15 1;.4.-(4 58.18 62.q5 Rn.27 R'::i.Zu 72o52 .19.03 1272. Si. ~~.- n~·;··· 
16 ~2.55 52.58 5A.76 82.99 83.~2 6?..55 1K.66 1l~Y. 58. 31. 11. 
17. 65.32 55.34 61.25 84.98 84.62 67~-6<i_1_8.~61T2A3. 55. 35. 16·~--
18 64.72 53.07 59.36 81.48 83.41 64.72 17.45 1270. 57. 33 •. 10. 
19 56.07 46.87 53~80 78.65 7d.89 511.07 13.30 1276. 61. 31. B •. 
20 29.15 26.11 2R.95 49.52. 56.21 29.15 8.29 1302. 81. 13. 7. 

----~21 39.37 33.10 38.4Q 62.06 66.11 39.37 9.29 1284. 74. 19. 7. 
22 50.27 41.49 47.99 72.95 74.79 50.2l 12.00 1304. 66. 26. A. 
23 31.29 28.94 31.17 52.63-'59~i9-31.29 10.21 1275. 79. 13. 8. 
24 31.AC 29.47 31.68 53.32 59.93 31.80 10.50 1269. 79. 13o Bo 
25 26.00 24.44 25.95 45.16 . 52.65 26.00 8.60 1252. 83. 10. 7. 
26 38.65 32.33 37.69 61.17 65.25 38.65 8.84 1234. 7~. 19. 7. 
27 53.23 44.54 50.87 75.86 77.55 53~23 14.04 1237. 65. 26. 9. 
28 44.72 39.21 43.90 68.53 72.37 44.72 13.38 12RRo 70. 20. 9. 
29 49.38 42.67 48.06 73.02 75.88 49.38 14.53 1282. 67. 23. 10 •. 

~EAN 53.16 46.16 51.09 74.64 76.36 
SIGM~A~~12~.8~8~~1~1~.5~6~-~1~1~.9~8~_~12~.6~4~-1~0.01 
COVAR 0.24 0.25 0.23 0.11 0.13 

55.68 
15.67 
o.i8 

15.06 
4. 42 ---------
0.29 
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APPENDIX B 

Fortran List of the NOMSTAT Cbmputer Program 

·-·*·f' fi"f .-i; .:L, A, P ;f ~-· . -- -··----···--·-- --------··-·---------·----··-·-·--· 
PkOGRAM NOMSTAT 

c 
C PURPOSE 

~c·-----··--··· ... i:tf~li>-u"fe""sE"vEN-·iiil.F-1"1NAL--f.1i:"A"sui:iE:soi=-·-VA1fLffi o~ .. ( FOR···usE WITH 

C UNIVARIATE DISTRIBUTIONS. --c-·---·------ -·-·-·------·--··--·--------- ·-·-·---- ·-----·-··-·-·- ---··--·-- ---·---- ·-· ·-· 

c OESCRIPTION OF PARAMETERS 
C IVA~ - VARIA~LE FORMAT VECTOR 
C NCAT - NUMBE~ OF CATEGORIES VECTOR 
C rREO · - F.j(f-Oijf;it-YMA"t·tt·rx··-··-·-------------·· ----·-····---·-··-··· ······-····-·-·· .. 
C PCNT -ORIGINAL PERCENTAGF. MATRIX c PCT - woR"i<T~"l;-P"t:lfcENTAGE··~~i\-tiiTx-···--· ··- -··· ·--· ···· · ·· ·--·- --··· ---- · 

C NN - NUMBER OF ORSERVATIONS VECTO~ 
C SUM - STATISfiCS SUMr~ATION VECTOR 
C SUMSQ - STATISTICS SQUARED SUMMATION VECTOR 
c suT :=st"Af• s T Ics--ve:t-ToR ____ ----·· ·---·-- ··-

c AVER - MEAN VECTOR c vAR ----·vARTINct·-vE·c·raR·------------------------------ ---------------- ·---- ----- ---
c SIG - STANbARD DEVIATION VECTOq 
C COVAR COcFFICIE~T OF VARIATION VrCT~R 
C ~CT - NUMREM OF CATEGORIES 
C XCUM - NUMBER OF Of.fSERVAtToN"s···-·----------·--·---·------------···--· 

C XMEAN - AV~PAG~ NUM~ER OF OB~ERVATI~NS PFq CATEGORY c .AvoE"iT-----N(j"i-lEJATOR--"TE~M-Us-F. o-- Ttii .. s"r·A rTi·f·--- -----· ----·-· - -----·-- --·-·-
c XMN -NUMERATOR TERM USED IN STATI?.I 
C XSO - NU"'ERAHJR Tl:~~i USED IN SThTDl AND SfATI41 

. C H - NUME~ATOR TER~ IARSOLUTE UNfE~T~INTYI USED IN 
C STAfr5--l ------:---· ···-···· .. ····---·--· 

C HMAX - DENOMINATOR TE~M (MAXIMUM U~CE~T~INTY) USED IN 
C STAffs·-~-------·----------·-·----·-------··-·--·· 

c 
OIMENSION IVA~I1CO),NCI\TI200l,FMEOI5Co200I.PCNT(50o200I.~~(200l. 

1 PC T I 50 • 2 Q 0 I , S 1.1 ~~~ 7 ) • S lJ M S Q 17 ) , 1\ V E R I 7 ) , V A R I 7 ) , S I G (7 I , C 0 V A R I 7 ) .-5 T A T I 7 ) 
---=.,U,.,cl MENS iiYN"TTTLET2oT --· ------------·--··--------------------· ···----··- ··-·· .. .. ·- - -·- --

c 
C-----=R-=E-A~-=o--=1--:-N=-=T I iiF-CARD---.-----··--·-
C 

READ 111. ITITLEI1),1=1o20) 
111 FURMATI?.OA4) 

-------·--·-·· --. 

·---PRiNr-fL?;··-ct-ITL-Erfl··~·-i";-i-;-2·0-,.--·--·-----····----------·--·-----···-·· . .. ·- ..... . 
112 FORMATI1Hl,20A41 

PRl NT 57 ------·----·----- ·--------------·-····----· --·-···-·- --
57 FORMAT I 1Hl,43HCONTROL CARD AND VARIA~LE FO~~AT CARD INPUTI 

c 
C READ IN CONTROL CARD WITH SIX PARAMfTE~S IN 613 FORMAT 
C 1 NDi"ST = NlJM~ER .. OF-ni"s-fiHF\UfTi:"iNS"" __________ ···--·-·-·-----·--··-· 
C
0 
_____ __:2:....-_:N.:..:P_:R.:.:O::..:P_·_=~l IF STATISTICS ARE· TO Bf IN PROPO~TION FORM,ANY 

C OTHER i\jiji:fat_R_ -if,-fN-·PE"RCENTA"f."E ___ Fi'iifi"-4 ··--···· .. - ......... -·-. -

C 3 NPCNT = 1 IF CATEGO~Y SIZES 1\Rf TO ~E PUT OUT IN 
C FREQUENCY FOR~, AIIIY OTHER NlH~F.~ IF IN PERCfNTAGE 
C FOR~ 
c 4 NPuNcH - 1 IF si"ArTSTics·-,\"Q.e-ro··~·c-i>tr"ic·H"E"iJ-A·s-·w·EL.T-As -·---·--
c PRINHI), ANY OTHER NUMRFR IF NOT 
C 5 NSUM = 1 IF SU~~'-IARY s·rAffstT~S- (MEA:~s·,· STANDARO -- -·-··-· -
C DEVIAT I.ONS, 1\NI) COEFFIC IE "'TS OF VAIHATION t ARE 
C NOT Tfl BE CALCULATED. ANY OTHtR !14U"1BER IF THEY 
C ARF 
C 6 NPCT = 1 IF INPUT IS IN PERC·e··Nnf.-E FOR"'~A-N"Y-CiTHEP·------ .. ·-
C NUt-11'\ER IF IN fREQUENCY FOQM 
c 
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READ 15, NOI ST, NPROP,NPCIH ~~PUNCH,NSU,.,,NPCT 
----=l--=5:--::F~l'-=IP.:-:-.M:-A.T ___ T6.(:ff ... -·-·- -·- -·· -·-··- -··--· .··- .. -·--- -·-· --· ---- :···--·----· -----·-·----·· --· - -· .. -·- .... --····--

PRINT 56, NOIST, NPROI', NPCNT, r~PIINCH, NSII~'• NPCT 
56 FORMAT ClHOoblll 

c 
_C ____ IH':Ah--fN-F1vCtoNtR·uc·e·t.·RDS- 'itii.4JI2--i=b.if~1iif tnt.JtA.·i~dNr.· THE NUMRER 

C OF CATEC.ORIES IN EACH DISTRiiiUTiml- LP.IIT OF 2'='0 
---;;c,-------'---~~-----·--- --·- -----·-------- ----· ..... -------· ··-·-·---- ------------. - ·--- ----·--- -- --

L = 1 
M = 40 
00 16 I = loS . 

---------::R-::~-:A-:::0~17, C NLAtTkT.K~-.-M·;-·-··-·---··-----------·------ .. -----·-----------·---
17 FORMAT(4012l . 

PRINT 59, IN'CAT(K I , K-;c;i·i'i _______ ---- ·--------- -------------·---·--· .. ---

c 

59 FORMAT llH .40[21 
l = L+40 

ln M = M+40 

C IF PERCENTAGE INPUT IS CHQSEN, READ .IN TEN CONTQQL CARDS IN 
----=c"-----2~o=-t=-4;,-==F-=-o-=-R~MAT ctiN'TA 1 NTNG--ii.ie .. ,.HjMB ER · r:u:· -of\ SERVA r'to ·.s iN ·e at11 · · 

C OISTRIAUTICIN- li~IT OF 200 
c 

IFINPCT.EO.ll44e45 ------------·---·-·-··-44 l = 1 
M = 20 --------00 46 I = lelO 
READ 47,(NN(KJ,K=L,M) 

47 FOR~lATl2014l 

--~:--::P~R~I:-:-N~T~b.2, INN(K),K~~;~-----------------------------
62 FORMAT (lH e2014l 

c 
c 
c 

l = L + 20 
46 M = M + 20 
45 CONTINUE 

-~-.:..:READ IN ONE VAR IAALL~_O_RI-1_A_T_~-~~~ 

REAO 20t IIVARIII,I~l,20l 
-----:;;2:-.:0,..---;:F:.::Oc::R--;.:.M AT ( 2 0 A4 ,.---------.. -------- __ , ________ -----------

PRINT 63, (IVARCJJ,J=l,20J. 

PRINT 61 
61 FO~M~T (1Hl,l5HDAT~ CARD INPUTl 

IF INPCT .EQ. 11 GO TO 4i 
----D=-o'=-..:..4..;,C• L = 1 , NO I S T -·----· ---

NCT ~ NCATCLl . 
REAO lVAR, CFKEOCiollol=loNCTT ________ _ -'-------·---·---·-· ....... 

40 PRINT IVA~. CFREO(I,Llol=l,~CTI 
GO TO 43 

41 DO 42. l = loNDIST __ _;_;:..__..;:N:,-;C:;...,T~=::.........,N:=;,C:;;--;-AT:o.--T( .;-L:.;.I.::....:.,;..:...;.. __ . ___ .. , ________________________________ _ 

c 
c 
c 

READ IVAR, IPCNTII,L)ol=l,NCTl 
42 PRINT IVAI<, (PCNTI I,Lf,I=T-;ffttT--·-----------· 
43 CONTINUE 

PRINT OUT HEADING 

IFINPCNT.NE.llGO TO 23 
PRI~T 13 

·• 



c 
c 
c 
c 
c 

c 
c 
c 

c 

25 

13 FOR~AT(1Hl,5X,69H AVDEV MNDIF STDEV VARNC 
1 N---r:-ifeou~"NcTe-stJi ________ -

GO TO 24 
23 PRINT 25 
25 FORMAT(1Hlo5X,69H AVOEV MNDIF STDEV VARNC HREL MOOVR RANVR 1 _N ______ i>Tiic-{N"fA·G·e·siiY·----- --..,------------------------------------------------

IN I TI A LIZ E roo-··rwl':i -VECTOR S~SU"l ( SUMMA 1'1rl"N-OFTHE-. -N-(fr.i fN A·c--
STATISTICSI AND SU~SQ (SUMMATION OF THE NO~INAL STATISTICS 
SOUAREDI 

-~--------· ----------24 DO 19 I - 1,7 
19 SUM(J) = SUMSQ(() = 0 

·---------------------------------------~ 

BEGI~ MAJOR DO Lnop - CALCULATION OF ST~TISTICS 

DO 50 K = t.NDIST 

C CALCULATE NUMBER OF OBSERVATIONS (XCUMI ANQ PERCENTAGES CPCNTJ 
---;C~----':1'-:F;-=-::Fc.::R--;:E'-;;;Q-:':U~ENC IE S ARE -TNP.(ft--. ···--··------------------------------------

C 

c 
c 
c 

NCT = NCAT (I() 
IFCPCT.EO.liGU TO 49 
xcu~ = o 
DO 5 I = 1,NCT 

5 XCUM = XCU~ + FREOCI,KI 
GO TO 66 

49 XCUM = NN I K I _ 
66 DO 30 I = loNCT 
30 P~NTCioKI =-F~R~E~Q"C~I-,7.K~I~/~X~C~U=M*100~.---------------------~------

SUM NUMERATOR TErfMSFOR-STi:-ffStiCSl-5 

XMEAN = XCUM/NCT 
AVDEV = X~N = XSO = H = C 

-----:D,:..:0:-:=.::6~M = 1 ~-NCT------------------------

c 
c 
c 

c 
c 
c 
c 

c 
c 

xso = XSO+CPCNTCM,KI*XCUM/100-XMEA~I*1PCNTCM,KI*XCUM/l00-XMEANI 
IF CPCNTCM,KI .Eo. 0) 8,65 ------ ---

65 H = H+C-1*PCNT(M,KI/lOOI*(LOGFCPCNTIM,KI/lOOI/LO~F(2.11 
8 AVDEV - AVOfV+ABSF(PCNT(M,KI*XCUM/10~ XMEAN) 

MP = M+l 
DO 6 MPP = ~i.4ii~~.rc-J 

6 XI-IN = XWHAiiSF ( PCNT_C_:~~-~X CU~!_~QO-PC~!J.~~-' K I *XCIJM/1 CO I 

CALCULATE STATISTICS 1~5 

NCT1 D NCT-1 
STAT! 1 I = 100-50*NCT>O:I\VlfEV71XC-0M*NCTl) 
STAT(2) = l00-100*X~~/CXCU~*NCT11 
STATC 3 I = 160~1CO*SOr(rF·c xs-cT/sok1'f:-n<tuM"u2*NCtT/NC 'fi·-·· 
STAT~4) = 100-100*NCT*XSQ/CXCU~**i*NCT11 
XCT = NCT 
HMAX = LOGFCXC:TI/LOGFC2.1 · ----------------------------------
S T A TC 5 I = .. ii*Too I HMAx·---------------· 

CALCULATE WORK I N-G-VECfcJRTO-PRE SE-RVE ORDER-OF-· P.ERC-ENT-AGES ___ FriR···-:---
. ·. OUTPUT PURPOSES . 

00 64 l !!! loNtl' 
64 PCTCI,KI = P-~C7.N~T~I"I-,~Kl" _______ _ 

FIND LARGEST AND S~AII FST CATEGORY PERCENHG~S -F(Hiu5·t"-nr----



c 
c 

c 
c 
c 

c 
.c 
c 

c 
c 
c 
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S T A Tl S TICS b- 7 

DO 100 I = 1,NCT1 
IF IPCNTI 1+1,1<) .GE. PCNTII,K)) 100, 101 

101 .EXCH = PCNTII+l,K) 
PCNT I I+ 1, K I =-PCNTf1--;·K·I----··-· 
PCNT (I, K I = EXCH 

100 CONTINUE 
NCT2 = NCT-2 
DO 102 I = l,NCT2 
IF (PCNTI 1+1,KI .LE. PCNTI I,K).l._!_02_!_!~--

103 EXCH- PCNTCI+1,KI 
PCNTII+l,KI = PCNT(I,KI ___ _ 
PCNT(I,KI = EXCH . 

102 CONTINUE 

CAL~Ullll ~TATISTIC~ 6~7 

STATio) = NCT*I100-PCNTINCT,KII/NCT1 
STAT 17). = 100*PCNTI NC T 1 ;KI/PCNfft.:itT;'i() 

CALCULAT~ PRnPORTIONS IF REQUESTED 

"1FINPROP.NE.11GO TO 82 
DO RO t = ·1, 7 

80 STATIII = STATIII/100 

SUM THE STATISTICS AND TH~ STATISTICS SQUARED 

82 DO 21 I. - 1,7 
SUMIII = SUMIII+STATII) 

---------

--2-1 su~o·isQlTG-SliMSO(i1 +STAT I I 1**2 
c 
c 
c 

PMINT MAIN OUTPUT IN EITHE~ FREQUENCY OR PERCENT}~~ FOR~ 

IF I NPCNT .NE .1 IGO TO -71 
IFINPCT,EQ.ll51,52 

---=5-=-1-=D-'=0~53 I = 1, NC T ·--··-· 

c 
c 
c 

53 FREOII.Kl = PCTII,Kl*XCUM/100 
52 P R I NT 73 , K , I S T A T1 I I , 1 - 1 , 7 I , XC U r~, I F R E Q ( I ,' K I , l = 1, ~C r"J 
73 FORMATII6,7F7.2,F6.C,2~t10F5.0,4(/1H+,62Xt10F5.~11 GO TOTi ___________________________________ _ 

71 PRINT 12,K,(STATIIf,I=1,71,XCUM,(PCTCI,Kl,t=l,NCTJ 
12 FORMATII6,7F7.2,F6.0,2X,10F5.Q,41/1H+,62Xt1C~F~5~-~.~J~I~I---------

PUNCH STATISTICS IF REQUESTED 

72 IFINPUNCH.NE.ll GO TO 50~--------------=--·--· 
PUNCH 14.K,ISTATII),I=1,71 

14 FORMATII4,7CF7:zlY··-
50 CONflNUE 

-:-c-=~.:::....:...:....:..:.:.::.=--------------------~~----------

c 
c 
c 

CALCULATE .ANU PRINT MEANS (AVER), STANDARD DEVIATIONS (SIG), 
AND COEFFICIENTS-·a·i=-VARTAHtm-ft-d\f4R)_l_F-iH;"Q1J"ESl-E1:f _______ __ 

IFINSUM.EQ.11GO TO 110 
on 22 r = 1.1 
AVERill= SUM(II/~DIST 
VARIII = CSUMSOIII/ND~IS~T~l_-~A~V~E~R~I~I~I*_*~2~----~---------
SIGII) =SQRTFCVARif)) 

22 COVARIII = SIGCII/AVERII) 
PRINT. 9.'-I.A.YF,~_I I!, I= 1;11, ( S IGI I t_._I_=.h_71, ( COVAfff II •J =l,_71 

9 FORMATI1Hb,5H MEAN,7F7.2/X,5HSIGMA,7F7.2/X,5HCOVAR,7F7.21 
--flO CONr"JNUE-------·····- ··--·- - ' ·---------

END NOM'iTAT 
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