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Abstract

Rigorous experimental, theoretical, and numerical investigation of various issues relevant to the development of reduced, validated kinetic mechanisms for synthetic gas combustion in gas turbines was carried out – including the construction of new radiation models for combusting flows, improvement of flame speed measurement techniques, measurements and chemical kinetic analysis of \( \text{H}_2/\text{CO/CO}_2/\text{O}_2/\text{diluent mixtures} \), revision of the \( \text{H}_2/\text{O}_2 \) kinetic model to improve flame speed prediction capabilities, and development of a multi-time scale algorithm to improve computational efficiency in reacting flow simulations.
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Executive Summary

Rigorous experimental, theoretical, and numerical investigation of various issues relevant to the development of reduced, validated kinetic mechanisms for synthetic gas combustion in gas turbines was carried out – including the construction of new radiation models for combusting flows, improvement of flame speed measurement techniques, measurements and chemical kinetic analysis of H₂/CO/CO₂/O₂/diluent mixtures, revision of the H₂/O₂ kinetic model to improve flame speed prediction capabilities, and development of a multi-time scale algorithm to improve computational efficiency in reacting flow simulations.

An accurate spectral dependent radiation model is developed to predict flame speed and flammability of H₂/CO/CO₂/H₂O/Air mixtures. The results showed that radiation reabsorption significantly extended the flammability limits. It was also demonstrated that accurate prediction of coal syngas flammability is not possible without appropriate consideration of radiation absorption by CO₂ and H₂O.

Methodologies to improve flame speed measurement were developed by experimental and theoretical investigation of the effect of non-spherical (i.e. cylindrical) bomb geometry on the evolution of outwardly propagating flames and the determination of laminar flame speeds. The cylindrical chamber boundary modifies the propagation rate through the interaction of the wall with the flow induced by thermal expansion across the flame (even with constant pressure), which leads to significant distortion of the flame surface for large flame radii. It was determined that these departures from the unconfined case, especially the resulting non-zero burned gas velocities, can lead to significant errors in flame speeds calculated using the conventional assumptions, especially for large flame sizes.

The methodology to estimate the effect of nonzero burned gas velocities is applied to correct the flame speed for non-zero burned gas speeds, in order to extend the range of flame radii useful for flame speed measurements. Under the proposed scaling, the burned gas speed can be well approximated as a function of only flame radius for a given chamber geometry – i.e. the correction function need only be determined once for an apparatus and then it can be used for any mixture. Results indicate that the flow correction can be used to extract flame speeds for flame radii up to 0.5 times the wall radius with somewhat larger, yet still acceptable uncertainties for the cases studied. Flow-corrected flame speeds in the small cylindrical chamber used here agree well with previously reported flame speeds from large spherical chambers.

Experimental measurements of flame speeds and burning rates, analysis of the key reactions and kinetic pathways, and modeling studies were performed for H₂/CO/O₂/diluent flames spanning a wide range of conditions: equivalence ratios from 0.85 to 2.5, flame temperatures from 1500 to 1800K, pressures from 1 to 25 atm, CO fuel fractions from 0 to 0.9, and dilution concentrations of He up to 0.8, Ar up to 0.6, and CO₂ up to 0.4. The experimental data show negative pressure dependence of burning rate at high pressure, low flame temperature conditions for all equivalence ratios and CO fractions as high as 0.5. Dilution with CO₂ was observed to strengthen the pressure and temperature dependence compared to Ar-diluted flames of the same flame temperature. Simulations were performed to extend the experimentally studied conditions to conditions typical of gas turbine combustion in Integrated Gasification Combined Cycle processes, including preheated mixtures and other diluents such as N₂ and H₂O.

Substantial differences are observed between literature model predictions and the experimental data as well as among model predictions themselves – up to a factor of 3 at high pressures. The present findings suggest the need for several rate constant modifications of reactions in the current hydrogen models and raise questions about the sufficiency of the set of
hydrogen reactions in most recent hydrogen models to predict high pressure flame conditions relevant to controlling NO\textsubscript{x} emissions in gas turbine combustion.

An updated H\textsubscript{2}/O\textsubscript{2} chemical-kinetic model was formulated to address the difficulties observed in modeling the high-pressure flame data. The model incorporates a number of rate constant expressions that are more consistent with elementary reaction studies, particular for the reactions most important for high-pressure flame predictions such as H+O\textsubscript{2}(+M)=HO\textsubscript{2}(+M), HO\textsubscript{2}+H/O/OH/HO\textsubscript{2}, and H+OH+M=H\textsubscript{2}O+M. However, substantial fundamental issues and rate constant uncertainties still remain. The updated model reproduces a wide variety of the homogeneous validation targets flame speed validation targets with generally improved agreement against high-pressure flame targets.

Analyses were performed and new algorithms developed in order to improve the computation efficiency of chemical reaction calculations as part of chemically reacting flow simulations. In numerical simulations of combustion process, solution of the chemical kinetics equations is often the most expensive part of the calculation, to such a large extent in some cases that detailed chemistry cannot be effectively implemented in the flow simulation. Several schemes which are widely used in combustion simulation are compared, and a new methodology was developed to construct detailed mechanisms by dynamic multi-time scale method, which in essence calculates the reaction rates of different reactions according to the time scale of their species. Since there are many species which time scales are much larger than the minimum time scale, they can be calculated with larger time steps, much time can be solved. This idea is demonstrated here to improve computational efficiency by an order of magnitude.
1. Experimental and numerical methods

1.1 Experimental apparatus for outwardly propagating flames

Experiments were conducted in a dual-chambered, pressure-release type high-pressure combustion apparatus shown in Fig. 1. Complete details of the experimental apparatus and procedure can be found in Refs. [1-6]. The chamber consists of two concentric cylindrical vessels of inner diameters 10 and 28 cm. The length of the inner chamber is 15.24 cm. Twelve circular holes of 2.2 cm diameter are located in the radial wall of the inner vessel at z-offsets of -4.6, 0, and 4.6 cm and θ-offsets of 45, 135, 225 and 315 degrees to allow for pressure release. These holes can be sealed with O-rings under the compression of iron plates attracted by a series of permanent magnets embedded in the wall. The iron plates provide a seal between chambers for pressure differences between outer and inner chambers greater than 0.3 atm. When the pressure difference vanishes or reverses, the iron plates dislodge, allowing gases to flow from the inner to the outer chamber to maintain a nearly constant pressure. Since the inner vessel volume is 10 times smaller than that of the outer, the total pressure increase after combustion is small, ensuring not only a nearly constant-pressure experiment, but operational safety for experiments conducted at high initial unburned gas pressures. For the present experiments, however, the magnetic plates were either removed entirely, or remained in place (holes sealed) throughout each experiment to avoid transitions in flow field boundary conditions. The two configurations described will hereafter be called “open” chamber and “closed” chamber experiments, respectively. It should be noted that the inner cylindrical wall has cavities leading to the magnetic plates as well as gas inlet and outlet holes. Thus, some aberration in the flame evolution from the perfectly cylindrical case is expected to be present at large flame radii (as the flame structure approaches the side wall holes).

Schlieren photography was utilized for imaging the flame propagation. (Exemplar images are presented in Fig. 2.) Light from a 100 W mercury lamp is focused on a 100 µm pinhole and collimated by a

![Fig. 1. Experimental apparatus for outwardly propagating flames.](image1)

![Fig. 2. Schlieren images of propagating flames at \(r_f = 2.5 \text{ cm}\) for an \(\text{H}_2/\text{O}_2/\text{Ar}\) mixture of equivalence ratio 2.5 and flame temperature of \(~1600\text{K}\) for various pressures.](image2)
spherical lens. The collimated light passes through windows to the inner chamber and is focused on a horizontally installed knife edge. A high-speed digital video camera with 4 µs shutter speed and frame rates of 8,000 to 24,000 fps is used to record images of the propagating flame. The flame front is located from these images and the flame radius along $\theta = 0^\circ$, $r_f$, is obtained using an automated detection program for ease of processing and reduction of human bias. The raw $r_f$ data are smoothed and radial propagation speed, $V_{fr}$, is calculated using local, least-squares 2nd order polynomial fitting methods for data within 3 mm of the radius of interest. Data processed in this manner are consistent with the raw data as well as data processed through a more conventional local-averaging (low-pass) filter.

1.2 Numerical model for outwardly propagating flames in cylindrical confinement

A simple model for flame propagation was used to qualitatively and quantitatively describe the effect of flow field asymmetries on the evolution of an initially spherical flame in the early stages of propagation, where the effect of confinement is nontrivial but weak. In a manner similar to front-tracking methods described in [7, 8], the flame is described by a flamelet model and the flow field is treated as incompressible with a distributed source term for thermal expansion at the flame front and a uniform sink term for compression of the fluid. The flow is further approximated as irrotational (which is reasonable for small $r_f$, but cannot be ignored for large $r_f$ as discussed below). A weakly stretched flamelet model, i.e. Eq. (16) below, is used with $\kappa$, the local instantaneous stretch rate, defined as $d\ln(A_f)/dt$, with $A_f$ being the area of an infinitesimal flame surface element. The boundary conditions for the closed cylindrical chamber used were inviscid walls. The initial condition is a spherical flame of flame radius of $0.1 r_w$, with the stretch rate and flame speed of an unconfined flame given by Eqs. (14) and (15) below. The numerical results are smoothed using a locally weighted scatter smoothing (i.e. LOWESS) scheme [9] to remove oscillations introduced by the numerical scheme.

The flamelet model requires input values for $s_u, L_u,$ and $\sigma$. Where $s_u, L_u,$ and $\sigma$ are chosen to represent experimental mixtures, values for $s_u$ and $L_u$ were calculated from the experimental data through a linear regression of Eq. (16) using the flow-corrected flame speed presented in the next section. Expansion factors, $\sigma$, were obtained from planar flame calculations [10] using the thermochemical parameters of Li et al. [11].

2. Results and Discussion

2.1 Numerical algorithm for effect of spectral radiation on flame speed

The strong spectral radiation absorption of $\text{H}_2\text{O}$, $\text{CO}$, $\text{CO}_2$ and the appearance of large amount of $\text{H}_2\text{O}/\text{CO}/\text{CO}_2$ in the syngas raises the following question: what is the role of $\text{H}_2\text{O}/\text{CO}/\text{CO}_2$ radiation in flame speed and flammability limit? This concern becomes more serious when the ambient pressure increases.

For combustion gas radiation properties, a number of databases have been compiled based on line-by-line (LBL) [12, 13], and narrow band [14-15] model, and global full-spectrum model [16, 17]. The LBL is accurate at low temperatures, but requires excessive CPU time and is not suitable for high temperature combustion gases because the high temperature vibration-rotation absorption bands are not included. For global models, the weighted-sum-of-grey-gases (WSGG) model [16] and the full-spectrum correlated-k methods [17] were developed. These models have excellent computation efficiency but less accurate than the band models and have difficulties treating non-gray boundaries. The statistical narrow-band (SNB) models [14] are
favored. Recent CO2 absorption experiment [17] showed that EM2C SNB model has an excellent accuracy up to 1300 K. In the SNB model for non-homogeneous mixtures, the ray tracing method [18] and the Curtis-Godson approximation were widely used [18, 19]. However, the ray tracing method is computationally inefficient, and the Curtis-Godson approximation is accurate only in the optically thin and thick limits.

Lacis et al. [20] developed a new category of the SNB based correlated-k method (SNBCK). By reordering the absorption coefficients in LBL into a monotonic k-distribution in a narrow spectral range, the model can produce exact results at a small computation cost [21]. For inhomogeneous media, it was shown that CK model gives much better results than the standard Curtis-Godson correlation. Furthermore, it allows the implementation of conventional discrete ordinate method (DOM) [22]. However, the inversion of CK model requires numerical iterations and sometimes convergence is not guaranteed. In addition, the SNB-CK model has not been considered in radiation modeling for spherical flames.

In this study, to resolve the convergence difficulty of SNB-CK in multi-component mixtures and to accelerate the computation efficiency, we developed a fitted SNB-CK model and extended it for radiation calculation of spherical flames. Hereafter, we call this model FSNB-CK.

In the SNB model, the gas transmissivity, $\tau_\nu$, at wave number $\nu$ over a light path $L$ is given as [23]

$$\tau_\nu = \exp\left[-\pi b \left(\sqrt{1 + 4SL / \pi b} - 1\right)/2\right]$$

(1)

where $b = 2\beta / \pi$, $S = K_x \chi_p$, and $\beta$ are the SNB model parameters [14] for CO, CO$_2$ and H$_2$O. The bandwidth is 25 cm$^{-1}$ for wave numbers between 150 and 9300 cm$^{-1}$. By performing an inverse Laplace transformation, the distribution function of the absorption coefficient at each narrow band can be obtained as [20]

$$f(k) = 0.5k^{-3/2} (bS)^{1/2} \exp\left[0.25 \pi b \left(2 - S / k - k / S\right)\right]$$

(2)

and the cumulative function of $k$-distribution

$$g(k) = \int_0^k f(k')dk'$$

(3)

can be given as

$$g(k) = \frac{1}{2} \left[1 - \text{erf} \left(\frac{\pi bS}{4k} - \frac{\pi bk}{4S}\right)\right] + \frac{1}{2} \left[1 - \text{erf} \left(\frac{\pi bS}{4k} + \frac{\pi bk}{4S}\right)\right] \exp(\pi b)$$

(4)

Using the cumulative distribution function, the average radiation intensity at each narrow band can be calculated using a Gauss type quadrature [21]

$$I_\nu = \sum_{i=1}^N \omega_i I_\nu [k_i(g_i)]$$

(5)

where $N$ is the number of Gaussian quadrature points, $\omega_i$ the weight function, and $g_i$ the Gaussian point. The estimation of $k_i(g_i)$ from Eq. 4 needs iterations and sometimes diverges for multi-component mixtures [20]. In order to resolve this problem, we rewrote Eq. 4 as

$$k_i/g_i = F_i(b), i=1, N$$

(6)

Here $F_i(b)$ is a fitted function at all Gaussian points for CO, CO$_2$ and H$_2$O using the SNB data [14], respectively. Therefore, Eq. (4) is replaced by Eq. (6) using $3 \times N$ fitted functions. Since a four-point Gaussian quadrature is accurate enough for Eq. (5), we only need 12 fitting functions. These fittings are straight forward and the maximum error between $B=10^{-4}$ and $10^4$ for
$k_i/S$ is less than 0.5%. For $b<10^{-4}$ and $b>10^4$, the optically thin and thick limits can be applied. The use of Eq. 6 and high accuracy of fitting completely removed the need of iteration for $k_i(g)$ from Eq. (4) and thus this technique avoids the problem of divergence. For radiating gas mixtures, the approximate treatment of overlapping bands from optically thin and thick limits [20-21] was employed

$$S = S_{CO} + S_{CO_2} + S_{H_2O}, \quad S^2 / b = S_{CO}^2 / b_{CO} + S_{CO_2}^2 / b_{CO_2} + S_{H_2O}^2 / b_{H_2O}$$

(7)

The contribution from soot radiation at each narrow band can be added to the gas phase radiation. The spectral radiative transfer equation in spherical coordinates at each band in $m$ direction is given as

$$\mu_m \frac{\partial I_{vm}}{\partial r} + \frac{2\mu_m I_{vm}}{r} + \frac{1}{r} \frac{\partial}{\partial \mu_m}[(1 - \mu_m^2)I_{vm}] = -k_v I_{vm} - k_i I_{hv}$$

(8)

where $\mu_m = \cos(\theta_m)$, and $m$ is the index from 1 to $M$ of polar angle $\theta$, and $I_h$ the blackbody radiation intensity.

By using the following angular derivative,

$$\frac{\partial}{\partial \mu_m}[(1 - \mu_m^2)I_{vm}] = \frac{\alpha_{m+1/2}I_{m+1/2} - \alpha_{m-1/2}I_{m-1/2}}{\omega_m}$$

(9)

and the central difference scheme for spatial and angular discretizations,

$$2I_{i+1/2,m}^C = I_{i,m} + I_{i+1,m} = I_{i+1/2,m+1} + I_{i+1/2,m-1}$$

(10)

the final discretized radiation transfer equation for $\mu_m<0$ becomes

$$2[\mu_m|I_{i+1/2,m}^C - I_{i+1,m}]_{r=r_{i+1}} - \frac{\alpha_{m+1/2} + \alpha_{m-1/2}}{2\omega_m}(I_{i+1/2,m+1}^C - I_{i+1/2,m-1}^C) = k_v(-I_{i+1/2,m} + I_{hv,i+1/2})$$

(11)

The boundary conditions at $r = 0$ and $r = r_2$ are given as

$$I_m = I_{M+1-m} \text{ at } r = 0; \quad I_m = \varepsilon_w I_{hv}(T_m) + (1 - \varepsilon_w) \sum_{\mu_m<0} I_{w m \mu_m} / \pi \text{ at } r = R$$

(12)

The total volumetric heat source term of radiation is given as

$$\dot{q}_r = \sum_{j=1}^{N_{\text{band}}} \Delta V \sum_{n=1}^{N} \omega_n k_n \left( \sum_{m=1}^{M} I_{j,n,m} - 4\pi I_{b,j} \right)$$

(13)

The effects of spectral radiation absorption on the flame speed at normal and elevated pressures were experimentally and numerically investigated using the CO$_2$ diluted outwardly propagating CH$_4$-O$_2$-He flames. Experimentally, the laminar burning velocities of CH$_4$-O$_2$-He-CO$_2$ mixtures at both normal and elevated pressures (up to 5 atm) were measured by using a pressure-release type spherical bomb. The results showed that radiation absorption with CO$_2$ addition increases the flame speed and extends the flammability limit. In addition, it was also shown that the increase of pressure augments the effect of radiation absorption.
Previous analysis in [24] shows that radiation absorption has less effect as pressure increases because the total chemical heat release increases with the pressure. In order to examine the effect of pressure, the radiation absorption effect and comparison of different radiation model for CH$_4$\{0.3O$_2$+0.2He+0.5CO$_2$\} mixtures at 2 atm is shown in Fig. 2. It is seen that radiation absorption render that optically thin model (OPTM) invalid. In addition, the SNB gray model over-predicts the flame speed and burning limit. The present FSNB-CK model predicts much better flame speeds compared to the experimental data. In addition, by comparing the results with that at one atmosphere, it is seen that the radiation effect becomes much stronger at 2 atm. Different from the previous theory [24], the present result shows that radiation absorption increases with pressure. This is because an infinite optical thickness was assumed in the theory so that all the radiation heat loss from the burned zone will be absorbed by the unburned mixture. In the present experiment, the optical thickness is finite (about 1.0–6.0 estimated from OPTM) so that the increase of pressure enlarges the optical thickness and radiation absorption. Therefore, for syngas combustion with high CO and H$_2$O concentrations, neither adiabatic nor optically thin radiation model can predict accurate flame speeds for the validation of kinetic model.

2.2 Effect of cylindrical confinement on laminar flame speed measurement

The constant-pressure spherical flame method involves capturing Schlieren images of an expanding spherical flame and calculating the instantaneous flame speed and stretch from radius-time data [27, 28]. Most studies employ the relations given by Strehlow and Savage [30] for an unconfined outwardly propagating spherical flame, in which the burned gas is assumed to come to rest after crossing the flame and the flame is taken to be infinitesimally thin:

\[
\frac{du_{unc}}{dt} = \frac{1}{\sigma} \frac{dR_f}{dt}, \quad (14)
\]

\[
\kappa_{unc} = \frac{2}{R_f} \frac{dR_f}{dt}. \quad (15)
\]

Here $s_{u,unc}$ is the uncorrected stretched flame speed, $\kappa_{unc}$ the uncorrected stretch rate, $R_f$ the spherical flame radius, and $dR_f/dt$ the flame propagation speed, $V_f$. The thermal expansion factor, $\sigma$, is defined as the ratio of unburned to burned gas density. Equations (14) and (15) will henceforth be referred to as the unconfined relations. There are various methods found in the literature for relating stretch rate and stretched flame speeds such that the fundamental mixture parameters, the unstretched laminar burning velocity, $s_u^o$, and Markstein length, $L_m$, can be extracted as described in Refs. [27, 31-34]. The present study uses a commonly employed relation, first postulated by Markstein [31]:

---

**Fig.3.** Measured and predicted laminar flame speeds of CH$_4$\{0.3O$_2$+0.2He+0.5CO$_2$\} flames as a function of equivalence ratio at 2 atm.
Equation (16) was derived from asymptotic theory for weakly stretched flames and has been found to hold for more general conditions. The unstretched laminar burning velocity and the Markstein length can be extracted from experimental data through a linear regression analysis (Eq. 16).

The present study explores the effects of cylindrical-geometry confinement on outwardly propagating flames and the determination of laminar flame speed. The primary focus is on the manifestation of this effect in the flame shape evolution, flame propagation speed, and burned gas speeds along the $r$-axis in chambers having a length greater than their diameter. These factors and conditions encompass all of the research conducted previously in cylindrical chambers [25, 1, 35, 37-39].

Figure 4 presents the experimental data for flame propagation speed history along the $r$-axis of a closed cylindrical chamber for equivalence ratios of 1.0 and 3.0 and the numerical solution of the flamelet model for a cylindrical chamber of the same aspect ratio as the experiment. These results are contrasted with flame speed data obtained in a large spherical chamber ($R_{w,sph} = 30cm = 6r_w$) from [32], simulations for a spherical chamber of the same size ($R_{w,sph} = 30cm = 6r_w$) using direct numerical simulation (in-house code, ASURF-1D, described in detail and validated in [26]), and calculations based on the unconfined flame relations, (14) and (15).

The experimental data and the model solution for the cylindrical chamber are nearly identical to the unconfined model as well as experimental data and A-SURF-1D predictions for the large spherical chamber, during the early stages of propagation ($r_f < 0.3r_w$). For these conditions, the flow field is relatively unaffected by the cylindrical boundary. The radial flame propagation speed initially increases with $r_f$ due to an increase in the unburned flame speed with decreasing stretch and a positive Markstein length.
length. As the flame progresses to larger values of $r_f$, however, the radial flame propagation speed in the cylindrical chamber becomes lower than the unconfined case because the flow is compressed in the radial direction.

Figure 5 shows the $r$-$z$ plane cross-sections of the flame surface compared to that of an unconfined flame with $\sigma = 8$ and $L_u/r_w = 0$ at successive times as calculated by the flamelet model. During the early stages, corresponding to the stage labeled (a) in Fig. 5, the gas velocity is zero everywhere in the burned gas zone, and the flame shape remains the same as that of the unconfined flame. However, as the flame progresses, i.e. (b) and (c) in Figs. 5, the burned gas speed becomes negative along the $r$-axis and positive along the $z$-axis. These burned gas speeds result in a reduced propagation rate along the $r$-axis and enhanced propagation rate along the $z$-axis. The difference in propagation rates produces a distorted flame surface at stages (c), (d), and (e) – compressed in the radial direction and stretched in the axial direction, compared to the unconfined case. The acceleration of the flame front in the $z$-direction is minor for the present aspect ratio, but for higher aspect ratios, the acceleration will be more pronounced. We have reported observations of distorted flame fronts that were visualized in a cuboid-shaped chamber in our previous work [36], which provides clear experimental evidence of the deformation of the flame surface due to non-spherical confinement.

The modified evolution in cylindrical confinement is caused by the non-zero burned gas velocities imposed by the walls. Since the burned gas speed is initially zero and increases to $(\sigma - 1)s_u$ when the flame reaches the wall, we define a scaled burned gas velocity as

$$\sigma = \frac{u_b}{(\sigma - 1)s_u}$$

in order to generalize the flow field response to the confinement for different mixtures. Though the burned gas speeds as a function of $r_f/r_w$ for different typical mixture compositions are very different, the scaled burned gas speeds for all the mixtures studied collapse onto a single line.

Cylindrical confinement limits the applicability of the conventional (uncorrected) constant-pressure method for flame speed calculations in two ways: 1) a disruption of spherical symmetry and 2) nonzero velocities in the burned gas zone. In the modeling results, the stretch rate was found to closely follow the spherical prediction, indicating that Eq. (15) can still be used to calculate the stretch rate using $r_f$ and $dr_f/dt$ from the experiments. (In fact, the stretch rate calculated using the definition of stretch as $\frac{d\ln(A_f)}{dt}$ and the stretch rate using (15), differ by less than 5% for $r_f < 0.6 r_w$, resulting in negligible differences in extrapolated burning velocity and Markstein length). Therefore, for sake of simplicity in applying the correction methodology, equation (15) can be used to approximate the stretch rate without incurring appreciable errors. However, the results from the last section indicate that the zero burned gas velocity assumption commonly employed in constant-pressure flame speed calculations can be strongly violated in cylindrical chambers even when the pressure in the chamber is nearly constant. The radial propagation speed, $V_{f,r}$, can be related to the flame speed and radial burned gas speed, $u_{b,r}$, through

$$V_{r,f} = \sigma \cdot s_u + u_{b,r}$$

Combining Eqs. (14), (17), and (18) in the radial direction yields

$$\frac{s_{u,unc} - s_u}{s_u} = \frac{\sigma - 1}{\sigma} \sigma_f$$

Equation (19) is a measure of the error in using the unconfined (uncorrected) relations for a given scaled burned gas speed. In Eq. (19) $s_{u,unc}$ is the stretched flame speed calculated assuming
no confinement, Eq. (14), and is, therefore, the “uncorrected” flame speed. Since the scaled burned gas speed along the $r$-axis, $\varpi_r$, has been shown to be well-approximated as a function of only $r_f/r_w$ and is of order unity, Eq. (14) shows that the error in the unconfined assumption is proportional to $(\sigma^{-1})/\sigma$.

Since the confinement effect is stronger when the flame is closer to the wall, extrapolating to obtain the planar burning velocity and Markstein length using Eq. (16), assuming zero burned gas velocity over ranges of large $r_f/r_w$ will yield erroneous results. For large stretch rates (small $r_f/r_w$), the calculated flame speed using (14) is consistent with flame speed data taken in a large spherical bomb [32]. Then, as the stretch rate decreases ($r_f/r_w$ increases), the flame speed calculated using the zero burned gas velocity assumption decreases significantly due to the effect of confinement.

A flow-corrected flame speed, which accounts for the actual induced fluid motions in the confinement, can be calculated by a rearrangement of Eq. (19) using Eq. (14)

$$s_u = \frac{V_{f,r}}{\sigma}\left(1 + \frac{\sigma - 1}{\sigma \varpi_r}\right)$$

Since the scaled radial burned gas speed, $\varpi_r$, is well-approximated as a function of $r_f/r_w$ only (independent of mixture properties), the same correction can be used for every experiment for a given cylindrical chamber. Thus, the flow correction need only be determined once, and then the results can be used for all mixtures.

The flow-corrected flame speed, calculated using the scaled radial burned gas speed obtained from the modeling results in Eq. (20) was determined (see Fig. 6). The flow-corrected flame speed is shown to follow closely the flame speed data obtained in a larger spherical bomb by Taylor [32] – as well as other data from large bombs [41, 42] – over a much wider span of stretch rates than the uncorrected flame speed. The values of the uncorrected data are much lower than those of the flow-corrected data from the cylindrical bomb and flame speed data from large spherical bombs at large $r_f/r_w$. Similar results are obtained for a wide range of equivalence ratios of hydrogen, syngas, and methane mixtures which have different values for the flame speed, Markstein length, and expansion factor.

### 2.3 Mass burning rate measurements and kinetic analysis of $\text{H}_2/\text{CO}/\text{CO}_2/\text{O}_2/\text{diluent}$ mixtures

Below, we test the performance of recent kinetic models [44-49] for flame conditions relevant to syngas applications. We present flow-corrected burning rates of $\text{H}_2/\text{CO}_2/\text{diluent}$ flames over wide ranges of equivalence ratios, pressures, flame temperatures, and CO and $\text{CO}_2$.
concentrations. We focus our study on low temperature conditions (<1800K) of practical interest to advanced gas turbine applications to achieve low NOx emissions. Then, we explore the changing kinetic pathways in H2/CO/O2/diluent flames as pressure is increased to gain a better understanding of the fundamental kinetic phenomena in high pressure flames.

Experiments were conducted in a dual-chambered, pressure-release type high-pressure combustion apparatus (see Fig. 1). Mixtures were prepared using the partial pressure method with H2 (99.99%), CO (99.99%), O2 (99.5%), He (99.995%), Ar (99.997%), and CO2 (99.99%). High purity CO stored in an aluminum cylinder was used to ensure no contamination with iron pentacarbonyl, Fe(CO)5, which is readily formed in steel CO cylinders [50] and is a known flame inhibitor [51-52], as discussed in Refs. [53,5]. High-speed Schlieren photography was utilized for imaging the flame propagation and the data were processed according the flow-correction algorithm described above. The data range used for analysis was carefully adjusted for each set of conditions to minimize the effects of confinement and pressure rise, transient and nonlinear behavior, cellular instabilities and wrinkling, spiraling instabilities, and buoyancy.

2.3.1 Pressure Dependence of Mass Burning Rates of H2 Flames

Experiments were conducted over a wide range of equivalence ratios, dilution ratios, and pressures. Mass burning rates, defined as

\[ f^o = \rho_u s^o_u, \quad (21) \]

where \( \rho_u \) is the unburned gas density, are presented here since they are typically more illuminating of the global chemistry. As indicated by Egolfopoulos & Law [54], the pressure dependence of the mass burning rate is more directly related to the pressure dependence of the global reaction rate, \( \omega \), than the flame speed, which is also dependent on the change of unburned density with pressure. The pressure and temperature dependence of the global reaction rate are represented by an overall reaction order, \( n \), and activation energy, \( E_a \), viz.

\[ \omega \sim p^o \exp \left( -\frac{E_a}{R^o T} \right) \quad (22) \]

Since the mass burning rate varies with the square root of the reaction rate, the pressure and temperature dependence of the mass burning rate to first order are given by

\[ f \sim p^{n/2} \exp \left( -\frac{E_a}{2R^o T} \right) \quad (23) \]

Of particular interest is the dependence of mass burning rate on pressure, which is represented by the overall reaction order, \( n \), defined as [54]

\[ n = 2 \left[ \frac{\partial \ln(f^o)}{\partial \ln(p)} \right]_{T_f} \quad (24) \]

for flames with mass burning rate, \( f^o \), pressure, \( p \), and flame temperature, \( T_f \). Mass burning rates measured for H2/O2/diluent mixtures at lean and rich conditions of flame temperatures near 1600K for a variety of pressures are presented in Figs. 7 and 8. At low pressures up to about ten atmospheres, the reaction order is experimentally observed to be

Fig.7. Mass burning rate measurements for various pressures for H2/O2/He flames of equivalence ratio 0.85 and flame temperature of ~1600K. Lines show predictions from the different models considered in this study [44-49].
positive, while at pressures above 10 to 15 atm, the reaction order is found to be negative. The variations of overall reaction order with pressure are qualitatively similar, but differ quantitatively for lean and rich conditions. Negative reaction orders in flames are not common but have been experimentally observed previously in N2-diluted CH4-air flames [54-55].

At lower pressures, predictions using recently published chemical kinetic models agree reasonably well with one another and the experimental data. However, at higher pressures, the predicted mass burning rates differ substantially from model to model and with experimental data. Much larger disparities are apparent among model predictions themselves at fuel rich conditions, with variations of nearly a factor of three in predicted burning rates. Given that the H2 kinetic models investigated here were all validated against a wide range of (and frequently the same) data from numerous experimental apparatuses including the high pressure flame speeds of Tse et al. [25], the disparities noted amongst the predictions and with the present experimental results are noteworthy.

2.3.2 Flame Temperature Dependence of Mass Burning Rates of H2 Flames

Mass burning rates for H2/O2/diluent mixtures of different flame temperatures were measured for pressures from 1 to 25 atm for equivalence ratios of 1.0 and 2.5 and flame temperatures of 1500, 1600, 1700K, and 1800K (the results are summarized, but only shown for the rich mixture in Fig. 9). The mass burning rate is higher for higher temperatures. Negative pressure dependences were observed for the 1600K case but not for higher temperatures over the pressure range studied for the stoichiometric case. Similar to the stoichiometric case, the mass burning rate is higher for higher temperatures for rich mixtures. Negative reaction orders were observed for the 1500 and 1600K cases but not for higher temperatures over the pressure range studied. The pressure of the maximum burning rate decreases with decreasing flame

Fig. 8. Mass burning rate measurements for various pressures for H2/O2/Ar flames of equivalence ratio 2.5 and flame temperature of ~1600K. Lines show predictions from the different models considered in this study [44-49].

Fig. 9. Pressure dependence of mass burning rates for H2/O2/Ar flames of equivalence ratio 2.5 for various Ar concentrations. Symbols show experimental data, thick lines show predictions from Li et al. [44], and thin lines show predictions of Davis et al. [45].
Disagreement between the experimental data and model predictions is largest at higher pressures and lower flame temperatures. For both equivalence ratios, the temperature dependence becomes stronger with increasing pressures—indicative of a higher global activation energy, \( E_a \) defined as

\[
E_a = -2R^o \left( \frac{\partial \ln(f^o)}{\partial(1/T_f)} \right)_p
\]

as pressure is increased.

The Zeldovich number, defined as

\[
Ze = \frac{(T_f - T_u)E_a / R^o}{T_f}
\]

represents a non-dimensional activation energy corresponding to the ratio of the overall flame thickness to the reaction zone thickness. (Here, \( T_u \) is the unburned gas temperature.) Thus, an increasing Zeldovich number with increasing pressure implies a higher activation energy and smaller reactive portion of the flame. This observation of a stronger temperature dependence, and hence higher activation energy and Zeldovich number, at higher pressures is consistent with the numerical studies described below.

2.3.3 Effect of CO Addition on the Pressure Dependence of Mass Burning Rates

The pressure dependences of H\(_2\)/CO/O\(_2\)/Ar mixtures of equivalence ratio 2.5 for H\(_2\):CO ratios of 100:0, 50:50 and 10:90 are plotted in Fig. 10. The level of Ar dilution was varied for the mixtures to maintain a flame temperature of approximately 1600K. Negative pressure dependence is observed for the H\(_2\):CO=50:50 mixture for pressures above 10 to 15 atm – slightly lower than for the pure H\(_2\) mixture. The overall pressure dependence is quite similar for pure H\(_2\) and H\(_2\):CO=50:50. For H\(_2\):CO=10:90, the data show that the mass burning rate becomes nearly independent of pressure at pressures above 10 atm. Disagreement between the experimental data and model predictions is strongest at higher pressures for all CO fuel fractions.

The mass burning rate as a function of CO fuel fraction for various pressures is shown in Fig. 11. Higher CO fractions have lower burning rates for all pressures. Additionally,

---

**Fig. 10.** Pressure dependence of mass burning rates for H\(_2\)/CO/O\(_2\)/Ar flames of equivalence ratio 2.5 for various CO fuel fractions. Symbols show experimental data, thick lines show predictions from Li et al. [44], and thin lines show predictions of Davis et al. [45].

**Fig. 11.** Dependence of CO fraction on mass burning rates for H\(_2\)/CO/O\(_2\)/Ar flames of equivalence ratio 2.5 for different pressures.
the dependence of CO fuel fraction on the mass burning rate of H₂:CO mixtures is nearly the same for all pressures. For example, the ratio of the mass burning rate of pure H₂ to that of H₂:CO=10:90 is 2.3 for 1 atm and 3.7±0.5 above 5 atm.

2.3.4 Effect of CO₂ Dilution on the Pressure and Flame Temperature Dependences of Mass Burning Rates

Mass burning rates for H₂/O₂ mixtures with CO₂ dilution were measured for different flame temperatures and pressures. Dilution with CO₂ is of interest due its high concentrations in synthetic gas mixtures and the expectation that CO₂ amplifies the pressure dependence of the mass burning rate due to its high third body efficiency relative to Ar (~5 to 1 for H+O₂+(M)=HO₂+(M) (R1)).

The pressure dependences of H₂/O₂/CO₂ mixtures of equivalence ratio 2.5 for flame temperatures of 1500, 1600, 1700, and 1800K are plotted in Fig. 12. Negative pressure dependence is observed below 25 atm for all flame temperatures studied. Similar to Ar-diluted mixtures, as the flame temperature is increased the pressure of maximum burning rate is raised. Compared to Ar-diluted mixtures of the same flame temperature, the CO₂-diluted flames exhibit negative pressure dependence at lower pressures and even at higher temperature conditions. Strong disagreement between the model predictions and experimental measurements for mass burning rate is observed above 5 atm. Figure 13 shows the temperature dependence of CO₂-diluted flames at various pressures. Similar to Ar-diluted flames, the flame temperature dependence of the mass burning rate is stronger at higher pressures. Compared to Ar-diluted flames, however, the temperature dependence is considerably stronger – for example, $E_a = 80 \text{ kcal/mol}$ for CO₂-diluted flames at 20 atm compared to $E_a = 53 \text{ kcal/mol}$ for Ar-diluted flames at 20 atm over the temperature range from 1500 to 1700K using Eq. (25). Reasons for the stronger temperature and pressure dependence for CO₂-diluted flames compared to Ar-diluted flames are discussed in the next section.

Even though large concentrations of
CO₂ were present in the unburned and burned gases, the measured flame speed still demonstrated a linear relationship with stretch rate, i.e. there were no anomalous trends that would suggest significant radiation-induced burned gas motions that affect the determination of the measured flame speed as explored in our previous work [57]. Ju and co-workers showed that radiation absorption and emission are important in flames with high CO₂ dilution, since CO₂ is a strong absorber [58-59]. Chen et al. [58] indicated that spectral dependent radiation absorption must be included for any quantitative predictions of flame speed with CO₂ dilution. The effect of radiation is not considered in detail here, and we refer the reader to Refs. [58-59] for more information. The flames are approximated as adiabatic in the simulations shown in Figs. 12-13. Given that disagreement is observed between model predictions and experimental data for H₂/O₂/Ar mixtures as well as between adiabatic predictions using two different kinetic models [44-45] for H₂/O₂/CO₂ mixtures, the treatment of radiation in the simulations does not appear to be the sole source of disagreement between model predictions and experimental data.

### 2.3.5 Analysis of Controlling Reactions and Kinetic Pathways

Species profiles and reaction fluxes from predictions using the mechanism of Li et al. [44] were analyzed for the lean and rich conditions of Figs. 7 and 8 at 1, 10 and 20 atm to ascertain the effect of pressure on the flame structure and kinetic pathways. Flux analyses of the radical species in the H₂/O₂ system (H, OH, O, HO₂, and H₂O₂) were conducted. The results indicate that the pressure dependent reactions that contribute substantially to the flux of H, OH, O, and HO₂ are H+O₂(+)M=HO₂(+M) (R1), H+OH+M=H₂O+M (R2), O+H+M=OH+M (R3) for lean conditions, and H+H+M=H₂+M (R4) for rich conditions (Table 1 provides a list of the reactions discussed herein). Mole fractions of H, OH, and O are lower at high pressure to such an extent for these low flame temperature conditions that the percent flux of H, OH, and O through the radical-radical recombination reactions, (R2)-(R4), is actually less at higher pressures than at lower pressures. While H₂O₂ is formed in appreciable concentrations at 20 atm, reactions that involve H₂O₂ are not responsible for significant production or consumption of any other species in the H₂/O₂ system. Consequently, H₂O₂ pathways do not appear to be important in the flames studied here (though they become important at higher pressures).

The primary cause for the pressure and temperature dependence appears to be the consumption paths of the H atom, as supported below. The main pressure-dependent recombination reaction, (R1), competes directly with the main chain branching reaction, H+O₂=OH+O (R5) for H atoms. At low pressures and temperatures, (R1) is effectively radical chain terminating while (R5) participates in a chain branching loop with O+H₂=OH+H (R6) and OH+H₂=H₂O+H (R7), which essentially produces three H atoms for every H atom entered.  

<table>
<thead>
<tr>
<th>Table 1. List of reactions discussed in the text.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(R1) H+O₂(+)M = HO₂(+M)</td>
</tr>
<tr>
<td>(R2) H+OH+M=H₂O+M</td>
</tr>
<tr>
<td>(R3) O+H+M=OH+M</td>
</tr>
<tr>
<td>(R4) H+H+M=H₂+M</td>
</tr>
<tr>
<td>(R5) H+O₂=OH+O</td>
</tr>
<tr>
<td>(R6) O+H₂=OH+H</td>
</tr>
<tr>
<td>(R7) OH+H₂=H₂O+H</td>
</tr>
<tr>
<td>(R8) HO₂+H=H₂+O₂</td>
</tr>
<tr>
<td>(R9) HO₂+H=OH+OH</td>
</tr>
<tr>
<td>(R10) HO₂+OH=H₂O+O₂</td>
</tr>
<tr>
<td>(R11) HO₂+HO₂=H₂O₂+O₂</td>
</tr>
<tr>
<td>(R12) CO+OH=CO₂+H</td>
</tr>
<tr>
<td>(R13) HCO+H=CO+H₂</td>
</tr>
<tr>
<td>(R14) H+CO+M=HCO+M</td>
</tr>
<tr>
<td>(R15) O+OH+M=HO₂+M</td>
</tr>
<tr>
<td>(R16) H+HO₂+M=H₂O₂+M</td>
</tr>
</tbody>
</table>
(R1) and (R5)-(R7) are considered and (R1) is assumed to be terminating, the overall branching ratio is responsible for the well-known second limit in homogeneous kinetics

$$\frac{2k_s}{k_1[M]} = 1.$$  \hspace{1cm} (27)

At pressures above the third explosion limit and lower temperatures such that $2k_5/k_1[M] < 1$, H$_2$O$_2$ formation from HO$_2$ and its subsequent decomposition and/or reaction allows for a reaction sequence that is explosive, but the sequence is chain-carrying and thermally driven in contrast to the faster chain-branching kinetics for $2k_5/k_1[M] > 1$. Consequently, the second limit plays an important role even for pressures above the third limit in terms of characteristic reaction times. For these temperatures and pressures, HO$_2$ and H are present in high enough concentrations that HO$_2$ reacts with H through two competing channels: H+HO$_2$=H$_2$+O$_2$ (R8) and H+HO$_2$=OH+OH (R9). Steady-state analysis of the radical pool considering (R1) and (R5)-(R9) yields a critical branching ratio,

$$\frac{k_8 + k_9}{2k_8} \frac{2k_s}{k_1[M]} = 1,$$  \hspace{1cm} (28)

that demarcates straight-chain from chain-branching kinetics, typically called the “extended” second limit [60-62]. The demarcation has been observed in flow reactor species profiles [60] and counterflow ignition studies [62]. The four reactions involved in the extended second limit, (R1), (R5), (R8) and (R9), also play an important role in the pressure dependence of high pressure flame kinetics, as demonstrated below.

The effect of pressure on the flame structure based on the flux of H atoms through the two pairs of competing pathways, (R1) & (R5), and (R8) & (R9), as well as H atom mole fraction is illustrated in Fig. 14. Figure 14 also shows the temperature of the extended second limit for the given pressures. The results indicate that with increasing pressure, the temperature of extended second limit increases accordingly, moving significantly toward the

![Image](image.png)

Fig. 14. H radical mole fraction and H consumption by (R1), (R5), (R8), and (R9); (a) H$_2$/O$_2$/He flames of equivalence ratio 0.85 with flame temperature of ~1600K; (b) H$_2$/O$_2$/Ar flames of equivalence ratio 2.5 with flame temperature of ~1600K. Vertical lines mark the temperature of the extended second limit for the given pressures.
post-flame region for lean and rich mixtures. Therefore, the portion of the flame that undergoes strong branching kinetics (i.e. at temperatures above the extended second limit) is reduced to a smaller temperature window at higher pressures. As pressure is increased, the flux through (R1) relative to (R5) is increased, producing more HO2 radical instead of O atom and OH radical. The higher HO2 concentrations lead to increased flux through (R8) and (R9) compared to (R5) as well. Overall, there is more flux through the HO2 channels instead of strong branching channels at higher pressures. The peak H atom mole fraction is decreased substantially and also moves toward the post-flame region with increasing pressure. Furthermore, the reaction zone region in which (R1) and (R5) compete is restricted to higher temperatures and a smaller overall temperature range as pressure is increased. Similar shifts toward smaller, higher temperature windows occur in the flux profiles of other controlling reactions, including (R8) and (R9), as well as other radical and reaction flux profiles. Such a restriction of the strongly reactive portion of the flame to higher temperatures can be expressed as an increase in the overall activation energy or Zeldovich number of the mixture with pressure. The narrower, higher temperature window at higher pressures of the bulk reactivity predicted by the simulations serves to explain the stronger temperature dependence of the mass burning rate at higher pressures observed in the experiment.

Comparing Figs. 14a and 14b, the responses of the flame structure to pressure are different for different equivalence ratios. The peak fluxes of the H atom through (R1) and (R5) occur closer to the unburned region in rich flames, where the concentration of oxygen is higher. Since the peak flux of the H atom occurs at lower temperatures, where (R5) is favored relative to (R1), the peak flux through (R5) relative to (R1) is higher compared to lean conditions. At both lean and rich conditions, the mole fraction of HO2 compared to H is substantially higher at higher pressures as a much larger portion of the flame temperature profile is below the extended second limit where (R1) is favored. Consequently, pathways involving HO2 play a much larger role in the overall kinetics, as illustrated for rich conditions by the increased percentage of the flux through (R8) and (R9) at higher pressures in Fig. 14b.

Analyses conducted using the

Fig. 15. Sensitivity of mass burning rate to A-factors of elementary rates; (a) H2/O2/He flames of equivalence ratio 0.85 with flame temperature of ~1600K; (b) H2/O2/Ar flames of equivalence ratio 2.5 with flame temperature of ~1600K.
mechanism of Li et al. [6] indicate that sensitivity of mass burning rate predictions, for the conditions shown in Figs. 7 and 8, to elementary rates increases considerably with pressure, as demonstrated in Fig 15. The reactions, to which the pressure dependence for rich conditions is most sensitive, are primarily reactions that involve H atoms, namely (R1), (R5), (R8), and (R9) (Fig. 15b). Rates of these four reactions define the extended second explosion limit, as discussed above. The reactions that appear to govern the pressure dependence for lean conditions are the reactions discussed above in addition to reactions involving OH radicals, namely HO₂+OH=H₂O+O₂ (R10) and H₂+OH=H₂O+H (R7), as well as O+H₂=H+OH (R6) and H+OH+M=H₂O+M (R2) (Fig. 15a). Even at lean conditions, however, the rate of the branching reaction (R5) exhibits the strongest sensitivity. Reaction (R10) competes with (R8) and (R9) for HO₂ radicals and (R7) for OH radicals and inhibits the overall kinetics by converting two radicals to stable species.

In a similar manner to increasing pressure, decreasing the flame temperature through dilution restricts the reactive portion of the flame to a narrower temperature window, where branching and recombination channels are more competitive. Since recombination reactions are favored with increasing pressure and decreasing flame temperature, flux through recombination and branching channels can become roughly equal through the most reactive portion of the flame at high pressures and low flame temperatures. As a result, the sensitivity of the predictions to the rate parameters for those reactions increases dramatically. Indeed, A-factor sensitivity analyses (not shown here) of different flame temperature conditions indicate similar reaction sensitivity rankings but different magnitudes for sensitivity indices. As flame temperature is decreased, the sensitivity indices increase significantly.

Since preheated mixtures are of interest to practical IGCC systems, flame simulations were performed to discern the effect of preheat on the mass burning rate pressure dependence and prediction sensitivities to rate parameters. Two H₂/O₂/He mixtures of equivalence ratio 0.85 were studied with a preheat temperature of 700K, characteristic of isentropic compression of air from 1 to 20 atm. For one mixture, the He dilution was varied to maintain the same flame temperature of 1600K as the case in Fig. 7. For the other mixture, the He dilution was the same as the case in Fig. 7. For the case of increased dilution to maintain the same flame temperature, the pressure dependence and sensitivity results are nearly identical to the non-preheated case. For the case of fixed dilution, which results in a flame temperature of 2000K, the burning rate monotonically increases from 1 to 30 atm, and sensitivity analysis reveals the same important reactions but lower sensitivity indices. Therefore, it appears that either varying preheating or varying the dilution to alter the flame temperature have similar effects on the pressure dependence.

A-factor sensitivity analysis for the burning rate of the rich H₂:CO = 50:50 mixture of Fig. 10 at different pressures (shown in Fig. 16) reveals a nearly identical reaction sensitivity ranking, pressure dependences, and magnitudes for H₂/CO/O₂/Ar, φ=2.5 H₂:CO=50:50 Tᵣ ~1600K

\[ \text{Fig. 16. Sensitivity of mass burning rate to A-factors of elementary rates for H₂/CO/O₂/Ar flames (H₂:CO = 50:50) of equivalence ratio 2.5 and flame temperature of } \sim 1600\text{K.} \]
as for a pure H\textsubscript{2} mixture (shown in Fig. 15). The two most notable exceptions are that CO+OH=CO\textsubscript{2}+H (R12) replaces H\textsubscript{2}+OH=H\textsubscript{2}O+H (R7) and HCO+H=CO+H\textsubscript{2} (R13) replaces H+H+M=H\textsubscript{2}+M (R4) in the ranking. Additionally the sensitivities of those two reactions, (R12) and (R13), exhibit the same pressure dependence and approximate magnitudes as (R7) and (R4), respectively.

In terms of the effect on the radical pool, (R12) and (R7) are equivalent paths — each consume a parent fuel molecule and an OH radical and produce a stable product and an H atom. At the higher temperatures where peak reaction sensitivities and radical fluxes occur (e.g. see Fig. 14 above and Fig. 18 below), (R12) is an order of magnitude slower than (R7). Consequently, it is reasonable to expect that the burning rate will be more sensitive to (R12). Similarly, a combination of H+CO+M=HCO+M (R14) and HCO+H=CO+H\textsubscript{2} (R13) produces a net path for H atom destruction that is essentially equivalent to (R4). For the pure H\textsubscript{2} case, (R4) consumes 7.5\% of the H atoms across the entire flame. Whereas for the H\textsubscript{2}:CO = 50:50 mixture, (R4) consumes 3.5\%, (R14) 5.5\%, and (R13) 3\%; for the H\textsubscript{2}:CO = 10:90 mixture, (R4) consumes 2.5\%, (R14) 8.4\%, and (R13) 4\%. For both H\textsubscript{2}:CO mixtures, approximately half of the HCO radicals proceed through (R14) and half through HCO+O\textsubscript{2}=CO+HO\textsubscript{2} (R15).

If the steady state analysis for the radical pool is extended to include (R12) in addition, the equation for the extended second limit, Eq. (28), is unchanged since (R12) and (R7) both convert H atoms to OH radicals. Since the third body efficiencies of CO and H\textsubscript{2} are quite similar in the expressions of Li et al. for (R1), the extended second limit temperature is not predicted to change substantially. Comparison of H atom concentrations as functions of temperature for H\textsubscript{2}:CO = 100:0, 50:50, and 10:90 reveals lower magnitudes for higher CO fuel fractions but similar profiles.

Carbon dioxide is expected to modify the flame kinetics in two main ways. First, the reverse of the reaction CO+OH=CO\textsubscript{2}+H (R12) decreases the H atom concentration and therefore serves to weaken the flame. Second, dilution with CO\textsubscript{2} results in an overall stronger third body efficiency of the mixture than dilution with Ar for the same flame temperature. The stronger third body efficiency of CO\textsubscript{2} relative to He or Ar (~5 to 1 for (R1)) substantially increases the rate of the recombination reaction (R1), which was identified as the pressure dependent reaction responsible for the most flux of radical species. Additionally, due to the high specific heat of CO\textsubscript{2}, lower concentrations of diluent are required to achieve the same flame temperature. Therefore, there are higher reactant concentrations of H\textsubscript{2} and O\textsubscript{2} and consequently higher product concentrations of H\textsubscript{2}O. Higher concentrations of H\textsubscript{2}O, which has an even stronger third body efficiency of relative to He or Ar (~15 to 1 for (R1)), further increases the

![Fig. 17. H radical mole fraction and H consumption by (R1), (R5), (R8), (R9), and (R12) for H\textsubscript{2}/O\textsubscript{2}/CO\textsubscript{2} flames of equivalence ratio 2.5 with flame temperature of ~1600K. Vertical lines mark the temperature of the extended second limit.](image-url)
rate of the recombination reaction (R1) near the post-flame region. Flux analysis reveals an increased extended second limit crossover temperature with CO₂ dilution (see Fig. 17) compared to Ar dilution (see Fig. 14b) for the same pressure, flame temperature, and equivalence ratio conditions. Compared to Ar-diluted flames of the same pressure and flame temperature, H atom concentrations and fluxes are shifted to a higher, narrower temperature region for the CO₂ diluted flames – indicative of a higher global activation energy. Additionally, there is increased flux through the recombination reaction (R1) relative to the branching reaction (R5). Since the mixture is fuel-rich, the reverse reaction of (R12) converts CO₂ to CO near the post-flame region to achieve final equilibrium concentrations. During this process, H atoms are converted to OH radicals, thus reducing the available H atom pool further. The above discussion is consistent with the trends observed in experimental data for CO₂ dilution (see Figs. 12-13) – a stronger pressure and temperature dependence of the mass burning rate as well as lower pressures of maximum burning rate compared to those of Ar-diluted flames.

Other diluents of interest to IGCC applications, N₂ and H₂O, similarly have high specific heats and high third body efficiencies relative to Ar or He. Consequently, both of these diluents are expected to strengthen the pressure dependence for a certain flame temperature – H₂O with a third body efficiency of relative to He or Ar of ~15 to 1 for (R1) to a much larger extent than N₂ with a third body efficiency of relative to He or Ar of ~2 to 1 for (R1). Simulations of H₂/O₂/diluent flames of equivalence ratio 0.85 and dilution levels chosen to yield flame temperatures near 1600K reveal pressures of maximum burning rate of 20, 10, 5, and 2 atm for He, N₂, CO₂, and H₂O respectively. Accordingly, the strength of the burning rate pressure dependence of H₂/O₂/diluent flames can be ranked by diluent as He < N₂ < CO₂ < H₂O.

The observed discrepancies between model predictions [44-49] and experiments and among model predictions themselves are noteworthy. All of the H₂ models tested here [44-45,46-48] have been validated against extensive (and frequently the same) sets of data including high-pressure burning rates [25]. Furthermore, many of the most sensitive reactions for the present conditions are highly sensitive reactions in a wide variety of combustion systems, both for H₂ and other hydrocarbons. At present, the uncertainties at these conditions can be attributed to a number of sources, including the temperature dependence of the rate constant HO₂+O/OH/HO₂/H reactions, fall-off behavior for (R1) in both pure and mixed gases, and rate constants for reactions, like O+OH+M=HO₂+M, which have typically been ignored but can affect predictions using rate constants within uncertainty limits. Analyses suggest that H atom diffusion contributes to the present uncertainties somewhat but is not the sole source of disagreement. We refer the reader to Refs. [4,6] for more detailed description of the present uncertainties, which we do not elaborate upon here.

2.4. Updated kinetic model for H₂/O₂ reaction mechanism in high-pressure flames

An updated H₂/O₂ chemical-kinetic model based on that of Li et al. [11] was formulated [63-64] to address the difficulties observed in modeling recent high-pressure flame data. Emphasis was placed on assessing the current state of knowledge of relevant elementary processes and the approach needed to achieve a rigorous solution that yields quantitative predictive capability across a wide range of conditions. The primary intent of the updated model is to incorporate a number of rate constant expressions that are more consistent with elementary reaction studies, particular for the reactions most important for high-pressure flame predictions such as H+O₂(+M)=HO₂(+M), HO₂+H/O/HO₂, and H+OH+M=H₂O+M. However, substantial fundamental issues and rate constant uncertainties still remain. The updated model
reproduces the homogeneous validation targets used in Mueller et al. [61] and Li et al., flame speed validation targets used in Li et al. within ~10%, and the recent dilute high-pressure burning rate measurements of Burke et al. [4] within ~25% (compared to ~50% for Li et al.). See Fig. 18 below for the observed improvement against the flame burning rate measurements from Burke et al. [4].

Fig. 18. Examples of model performance. Dotted lines are predictions by the present model; solid lines are predictions by the model of Li et al. [11]. (a) Laminar flame mass burning rate of H$_2$/O$_2$/He flames of equivalence ratio 0.85 and He:O$_2$ = 1:11.5. Symbols: experimental data [4]. (b) Laminar flame mass burning rate of H$_2$/O$_2$/Ar flames of equivalence ratio 2.5 and Ar:O$_2$ = 1:11.0 (T$_f$ ~ 1500K), 1:9.52 (1600K), 1:8.2 (1700K), 1:7.0 (1800K). Symbols: experimental data [4].

2.5. Multi-time scale method for Improved Computational Efficiency in Reacting Flow Simulations

In all combustion systems, the characteristic times of different species are very different. For example, for some kinetic systems, the minimum characteristic time of a species can be on the order of $10^{13}$s whereas the maximum characteristic time of a species can be on the order of $10^{-1}$s. As a result, the ignition simulation is a highly stiff problem. According to characteristic time analysis, there are only a small number of species whose order of characteristic times is $10^{-13}$s.

Due to its convenience and easy controllability, the Euler method is widely used in combustion simulation. In an ODE calculation process, the time step should be defined according to the minimum characteristic time of species. Usually, $10^{-9}$ or $10^{-10}$s is used as the time step. For mechanisms with many species, simulations require an extremely large computational time.

Although there are many methods have been developed for solving this kind of stiff ODE problems, it is still difficulty to find an efficient one to calculate the combustion process for the sharply changing of characteristic time. To address these issues, a multi time scale method is presented here and our archival paper in more detail [65].

2.5.1 The Multi Time Scale Scheme

For homogeneous ignition at constant pressure, the governing equations are
\[
\frac{dY_k}{dt} = P_k(T, Y_1, Y_2, \ldots, Y_{NS}) - D_k(T, Y_1, Y_2, \ldots, Y_{NS}) \quad k = 1, 2, \ldots, NS
\]
\[
\frac{dT}{dt} = f(T, Y_1, Y_2, \ldots, Y_{NS})
\]
(29)

Where \( Y_k \) is the mass fraction of \( k \)th species, \( P_k \) and \( D_k \) are production and destruction terms, respectively, \( T \) is the temperature, \( NS \) is the total number of species.

According to the kinetic theory, the concentration of a species is included in the destruction term, so the characteristics time for destruction is given in terms of \( D_k \) as
\[
\tau_k = \frac{[X_k]}{D_k} = \frac{\rho(Y_k/W_k)}{D_k}
\]
(30)

Where \( \tau_k \) is the characteristic time of the \( k \)th species, \([X_k]\) is the mole concentration of the \( k \)th species, \( \rho \) is the average density, \( W_k \) is the molecular weight of the \( k \)th species.

In numerical simulation, the output time step \( \Delta t_{out} \) is fixed according to the frequency of communication with other process, say diffusion process. At the same time, the minimum characteristic time \( \tau_{min} \) is determined by Eq. (30). The number of groups \( N_{mx} \) and the number of groups for the \( k \)th is determined by
\[
N_{mx} = \left\lfloor \log_{10}\left(\frac{\Delta t_{out}}{\tau_{min}}\right) \right\rfloor + 1
\]
(31)
\[
N_k = \left\lfloor \log_{10}\left(\frac{\Delta t_{out}}{\tau_k}\right) \right\rfloor + 1
\]
(32)

In order to achieve convergence for each group, different time steps are adopted.
\[
\Delta t_n = \frac{\Delta t_{out}}{10^n}
\]
(33)

Where, \( \Delta t_n \) is the time step of the \( n \)th group. And according to Eq.(33), it is clear that, \( \Delta t_n \) is not bigger than any \( \tau_k \) in the \( n \)th group.

2.5.2. The Point Implicit Scheme

The destruction term can be written as \( D_k = Y_k \times E_k \). Therefore, we have
\[
\frac{dY_k}{dt} = P_k(T, Y_1, Y_2, \ldots, Y_{NS}) - Y_k E_k(T, Y_1, Y_2, \ldots, Y_{k-1}, Y_{k+1}, \ldots, Y_{NS})
\]
(34)

In numerical simulation:

Given states at current time \( t = t^n : (T^n, Y_1^n, Y_2^n, \ldots, Y_{NS}^n) \), states are updated during the next time step \( t = t^{n+1} = t + \Delta t : (T^{n+1}, Y_1^{n+1}, Y_2^{n+1}, \ldots, Y_{NS}^{n+1}) \).

Where \( \Delta t \) is the time step.
\[
\frac{Y_k^{n+1} - Y_k^n}{\Delta t} = P_k^n - Y_k^{n+1} E_k^n
\]
\[
\frac{T^{n+1} - T^n}{\Delta t} = f^n
\]

That is:
\[
Y_k^{n+1} = (Y_k^n + \Delta t P_k^n)/(1 + \Delta t E_k^n)
\]
\[
T^{n+1} = T^n + \Delta t f^n
\]

The superscript \( n \) in \( P_k^n \), \( E_k^n \), \( f^n \) means these terms are evaluated using states at time \( t = t^n : (T^n, Y_1^n, Y_2^n, ..., Y_{NS}^n) \). For example, \( P_k^n = P_k(T^n, Y_1^n, Y_2^n, ..., Y_{NS}^n) \).

2.5.3. Computation Procedure

Based on the equations above, the basic procedure is as follows:

a. Calculate for several steps, say 10 steps, with the round-off value of the given computer, to get the initial characteristic times of each species.

b. With the method of Eq. (31) to Eq. (33), the group number and time step for each group can be evaluated.

c. The fastest \( N_{PIM} \) groups can be calculated with point implicit method as follows:

We use states at time \( t = t^m \) as the initial values (\( m = 1 \)) for iteration:
\[
(T_{n,m=1}, Y_{1,n,m=1}, Y_{2,n,m=1}, ..., Y_{NS,n,m=1}) = (T^n, Y_1^n, Y_2^n, ..., Y_{NS}^n)
\]

The iteration process are (from state \( T_{n,m} \), \( Y_{k,n,m} \) to \( T_{n,m+1} \), \( Y_{k,n,m+1} \) )
\[
Y_{k,n,m+1}^{n+1} = (Y_{k}^{n} + \Delta t P_{k}^{n,m})/(1 + \Delta t E_{k}^{n,m})
\]
\[
T_{n,m+1}^{n+1} = T^n + \Delta t f^{n,m}
\]

The superscript \( m \) in \( P_k^{n,m} \), \( E_k^{n,m} \), \( f^{n,m} \) means these terms are evaluated using states from the previous iteration:

For example,
\[
(T_{n,m}^{n,m}, Y_{1,n}^{n,m}, Y_{2,n}^{n,m}, ..., Y_{NS}^{n,m})
\]

Iteration ceases once
\[
\sqrt{\sum_{k=1}^{NS} \left( \frac{Y_{k,n,m+1}^{n+1} - Y_{k,n}^{n,m}}{Y_{k,n}^{n,m}} \right)^2} \leq RTOL_{SP} \quad \text{and} \quad \left| \frac{T_{n,m+1}^{n+1} - T_{n,m}^{n,m}}{T_{n,m}^{n,m}} \right| \leq RTOL_T
\]

As a result, the update states at next time step \( t = t^{n+1} = t^n + \Delta t \) is
\[
(T_{n+1}, Y_1^{n+1}, Y_2^{n+1}, ..., Y_{NS}^{n+1}) = (T_{n,m+1}, Y_{1,n}^{n,m+1}, Y_{2,n}^{n,m+1}, ..., Y_{NS,n}^{n,m+1})
\]

\( N_{PIM} \) can take on different values: if \( N_{PIM} \) is zero, it is the full multi-time scale method; and if \( N_{PIM} \) equal \( N_{mx} \), it is the full point implicit method. Here, we take all the groups of point implicit method as one group with the maximal group time step for them.

d. For the groups other than the point implicit groups, the multi time scale method is adopted, and the main step are as follows:
After calculation of the fastest $N_{PIM}$ groups with point implicit method, the other groups are calculated with multi time scale method from the fastest group to slowest group. For each group, according to Eq.(33), the time step $\Delta t$ can be determined.

And for each species in this group,

$$Y_k^{n+1,m+1} = Y_k^{n+1,m} + \Delta t \frac{\omega_k W_k^c}{\rho}$$

$$T^{n+1,m+1} = T^{n+1,m} + \Delta t \left( \sum_{i=1}^{II} h_i \omega_i W_i \right) \left( \frac{1}{\rho c_{pb}} \right)$$

Where $II$ is the number of species in this group, $c_{pb}$ is the specific heat as constant pressure of gas mixture, $h_i$ is the specific enthalpy of $i$th species. And only the reaction associated with the species in this group is calculated.

Iteration stops once

$$\frac{\sum_{K=1}^{NS} (Y_k^{n,m+1} - Y_k^{n,m})^2}{\sum_{K=1}^{NS} (Y_k^{n,m})^2} < RTOL_{vp} \text{ and } \frac{T^{n,m+1} - T^{n,m}}{T^{n,m}} < RTOL_T$$

Normally, for each group calculation, few steps are needed, say 5 steps. So the other way with fixed iteration times can also be used.

The organization of the multi time scale modeling is shown as Fig. 19. First, the output time step should defined according to the interface of other parts of the whole simulation process. For the slowest species whose characteristic time is not smaller than the output time step, one calculation time is needed, and for other groups several calculation times are needed.

In the simulation process, the output time step also can be changed to satisfy the other parts of the whole model. And the maximum number of groups can be controlled easily.

2.5.4. Studies on Homogeneous Ignition of Methane with Air

A mechanism with 53 species and 325 reaction is used. Table 2 shows the calculated ignition delay time and CPU time using MTS compared to the results with other scheme. It is seen that MTS gives the same order of accuracy among MTS and other scheme. For this case, $10^{-8}$ output time step is adapted, and the running time is $5.0 \times 10^{-4}$. The CPU time for VODE is roughly 10 times longer than full MTS.
Table 2. Ignition delay time and CPU time comparison for different schemes with methane/air

<table>
<thead>
<tr>
<th></th>
<th>VODE</th>
<th>EULER</th>
<th>MTS</th>
<th>HBMTS</th>
<th>PIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ignition delay time (s)</td>
<td>3.43E-3</td>
<td>/</td>
<td>3.43E-3</td>
<td>3.43E-3</td>
<td>3.43E-3</td>
</tr>
<tr>
<td>CPU time (s)</td>
<td>7.94E+3</td>
<td>1.2E+5</td>
<td>6.27E+2</td>
<td>3.71E+2</td>
<td>2.43E+2</td>
</tr>
</tbody>
</table>

Figure 20 shows the ignition delay time comparison among these schemes. And Figure 21 shows the CPU time comparison. The results demonstrate that MTS can be used in wide range of initial pressures, and the main parameters are good agreed with other schemes.

3. Conclusions

A new fitted statistical narrow-band correlated-k (FSNB-CK) model was developed and validated for accurate radiation prediction in spherical geometry. The effects of spectral radiation absorption on the flame speed at normal and elevated pressures were experimentally and numerically investigated using the CO₂ diluted outwardly propagating CH₄-O₂-He flames. The results showed that radiation absorption with CO₂ addition increases the flame speed and extends the flammability limit. In addition, it was also shown that, unlike that conventional theory the increase of pressure augments the effect of radiation absorption. The present model not only performs better the the SNB gray gas model and the optically thin model but also showed that prediction of flame speeds for combustion mixtures with high CO₂/CO/H₂O blending requires accurate radiation modeling. Neither adiabatic nor optically thin radiation models can provide kinetic validation at high pressure and near limit conditions.

The effect of cylindrical confinement on the evolution of outwardly propagating flames and the determination of laminar flame speeds was investigated experimentally and theoretically for chambers having a length greater than their diameter. The flame appears to be relatively unaffected by confinement for $r_f < 0.3r_w$. However, for $r_f > 0.3r_w$, the boundary conditions imposed by the confinement induce non-zero burned gas velocities, resulting in a reduction of the radial flame propagation speed from the unconfined case (even for constant pressure). Extrapolation to an unstretched burning velocity using ranges of data for $r_f > 0.3r_w$ yield substantial errors using the unconfined theory, with larger errors incurred at larger $r_f$. 

![Fig.21. (a) CPU time for 1atm initial pressure, (b) CPU time for 20atm initial pressure for different output time steps](image)
A flow correction methodology was developed to account for the non-zero burned gas velocities produced by the cylindrical chamber walls. Under the proposed scaling, the burned gas speed can be well approximated as a function of only $r_f$ for a given chamber geometry – i.e. the correction function need only be determined once for an apparatus and then it can be used for any mixture. The proposed flow correction methodology was demonstrated to allow for flame speed and burning velocity determination for $r_f < 0.5r_w$ with somewhat larger uncertainties. Flow-corrected burning velocities were measured for hydrogen and syngas mixtures at normal and elevated pressures.

Experimental measurements of flame speeds and burning rates, analysis of the key reactions and kinetic pathways, and modeling studies were performed for H$_2$/CO/O$_2$/diluent flames spanning a wide range of conditions: equivalence ratios from 0.85 to 2.5, flame temperatures from 1500 to 1800K, pressures from 1 to 25 atm, CO fuel fractions from 0 to 0.9, and dilution concentrations of He up to 0.8, Ar up to 0.6, and CO$_2$ up to 0.4. The experimental data show negative pressure dependence of burning rate at high pressure, low flame temperature conditions for all equivalence ratios and CO fractions as high as 0.5. Dilution with CO$_2$ was observed to strengthen the pressure and temperature dependence compared to Ar-diluted flames of the same flame temperature. Simulations were performed to extend the experimentally studied conditions to conditions typical of gas turbine combustion in Integrated Gasification Combined Cycle processes, including preheated mixtures and other diluents such as N$_2$ and H$_2$O.

Substantial differences are observed between literature model predictions and the experimental data as well as among model predictions themselves – up to a factor of 3 at high pressures. The present findings suggest the need for several rate constant modifications of reactions in the current hydrogen models and raise questions about the sufficiency of the set of hydrogen reactions in most recent hydrogen models to predict high pressure flame conditions relevant to controlling NO$_x$ emissions in gas turbine combustion.

An updated H$_2$/O$_2$ chemical-kinetic model was formulated to address the difficulties observed in modeling the high-pressure flame data. The model incorporates a number of rate constant expressions that are more consistent with elementary reaction studies, particular for the reactions most important for high-pressure flame predictions such as $\text{H} + \text{O}_2(\pm\text{M}) = \text{HO}_2(\pm\text{M})$, $\text{HO}_2 + \text{H}/\text{O}/\text{OH}/\text{HO}_2$, and $\text{H} + \text{OH} + \text{M} = \text{H}_2\text{O} + \text{M}$. However, substantial fundamental issues and rate constant uncertainties still remain. The updated model reproduces a wide variety of the homogeneous validation targets flame speed validation targets with generally improved agreement against high-pressure flame targets.

Good agreement among multi-time scale (MTS) method and other schemes has been achieved in terms of concentrations of main species and temperature and ignition delay time. And the results show that MTS can be used in a wide range of initial conditions and different output time steps. The CPU time comparisons demonstrate that significant increases in computation efficiency have been gained with the use of MTS compared to some of the other solvers – reaching an order of magnitude in computational speed-up, allowing for more efficient simulations of synthetic gas combustion in gas turbine engines.
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