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Foreword

As we have engaged over the past year in strategic planning for NNSS and NSTec, one of 
the enduring themes that has arisen in our deliberations involves the focus that needs to 
be continually placed on encouraging innovation and creativity in our technology enter-
prise. This will ensure the most effective and sustained collaborations between NSTec 
and multiple National Laboratories across the NNSA and DOE, and will encourage other 
government agencies to seek out the value that accrues 
by partnering with NSTec at our unique proving ground.

The SDRD program is our innovation vehicle for 
tackling national security challenges, which continue 
to change rapidly with the evolving international 
security environment. Our evolving missions in 
stockpile stewardship and global security are pushing 
us into a new era, requiring us to adeptly foresee 
the technological solutions needed for the future. 
Clear vision is required for success, and many of 
our newly instituted strategic efforts are aligned to 
this perspective. SDRD, as such, is one of our most 
effective tools for realizing technical excellence. The program continues to deliver a high 
return on investment. A recent culminating success was the Gemini series of subcritical 
experiments, which demonstrated the transformational capabilities of an SDRD-developed 
optical velocimetry technique. These capabilities are featured in this fiscal year 2012 
annual report. Other successes are being realized in treaty verification and nuclear 
nonproliferation, enabling our efforts to ensure a safe global landscape in the years to 
come. 

We are actively positioning the NNSS to provide the highest level of support possible for 
existing and new missions, relying heavily on breakthrough techniques developed through 
the SDRD program to return maximum value for our customers. Our technical staff is up to 
the challenge and exploits the research and development (R&D) program to exercise their 
creative energy to ultimately fulfill the “unseen possibilities.” The program also strives to 
build strong and effective partnerships—a key attribute in today’s complex scientific and 
technological environment. As illustrated in this report, our R&D investments are making 
an impact and benefiting our missions multifold. We see a bright future for even greater 
outcomes by leveraging SDRD in new strategic ways to support our national and global 
security missions.

Ray Juzaitis
President
National Security Technologies, LLC
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FY 2012 Overview

Now in the 11th year of Congressional Authorization, the 
Site-Directed Research and Development (SDRD) program 
is an essential pillar of the Nevada National Security Site 
(NNSS) technical enterprise. As a primary source for new 
discovery and innovation for our national security missions, 
the program has no equal, and it provides unparalleled 
return on investment. Based on numerous, high-impact 
successes coupled with timely conditions, it became clear 
that the program was well poised to achieve even greater 
potential. Concurrent with a new emphasis on long-term 
planning, SDRD became part of the Strategic Development 
Office (SDO), created in mid-2012. This new venue provides a 
systematic approach for executing critical long-term strategic 
initiatives and helps us realize the U. S. Department of 
Energy’s National Nuclear Security Administration (NNSA) 
vision for the NNSS. Institutionalizing SDRD within the SDO 
was the first step in our plan to leverage the program to its 
fullest extent.

Working within the framework of the SDO, we recognized 
an opportunity to create a separate class of strategically 
directed R&D projects. Primarily, SDRD has used an 
exploratory research concept, soliciting ideas from our staff 
using R&D guidance provided by our annual Technology 
Needs Assessment. Strategic R&D projects will focus on 
initiatives that are vital to the long-term success of the NNSS 
missions. Although the concept of strategic R&D is not new—
similar directed research is funded at other laboratories—our 
program also hopes to use this concept to support advanced 
initiatives and realize strategic outcomes. We anticipate that 
in 2014 we will implement strategic opportunity research as 
a new element to the program. 

As part of an ongoing commitment to SDRD excellence, we 
convened an external advisory panel in November 2011 
composed of subject matter experts from many national 
security science areas. The panel sought to critically review 
the quality and impact of the science and technology 

A Defining Year

Some of the most notable accomplishments to 
date for the SDRD program occurred in FY 2012.  
We received an R&D 100 award for our multi-
plexed photonic Doppler velocimetry system, 
which recently led to a major success in our 
stockpile stewardship program. In addition, 
we launched a new strategic R&D initiative, 
made breakthroughs in treaty verification 
technology, and conducted a highly useful 
external advisory review meeting.

The introduction of this FY 2012 Annual 
Report highlights some of the major 
accomplishments achieved by our SDRD 
researchers who are ultimately the “intellects 
behind the innovation.” Supported by SDRD, 
these individuals exercise their creativity and 
tackle challenging national security issues 
with far-reaching impact. The flexibility 
to undertake key technical problems and 
overcome barriers is the hallmark of advanced 
R&D, and the SDRD program continues to 
achieve successes that support not only our 
missions but also a diverse array of government 
agencies. 

SDRD supports the Nevada National 
Security Site by conducting a vibrant 
R&D program that benefits our major 

missions through enhanced capabilities
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demonstrated by SDRD. In addition, the panel 
provided guidance regarding how the program could 
achieve its highest potential in scientific excellence 
and service to national security. The panel provided 
a wealth of recommendations that since November 
we have systematically examined and implemented 
where possible. Some of the more important 
recommendations were to (1) strive to push the 
technical envelope where possible, (2) seek closer 
ties to universities and develop strong collaborations, 
and (3) leverage the program fully by funding larger 
projects. These recommendations have directly 
contributed to the growth of SDRD over the past year, 
and many new initiatives are in process that directly 
stem from panel ideas. External review of SDRD will 
continue in the future to ensure overall quality, 
enhance outcome, and provide accountability 
and assurance of sound R&D investment. Periodic 
follow-up reviews have already taken place and  
more are scheduled for the FY 2013–2014  
timeframe.

SDRD Advisory Panel 2013

The Advisory Panel reconvened in North Las 
Vegas in January 2013. Unlike the first meeting, 
which considered the SDRD program in general, 
the January 2013 panel focused on future 
directions for the SDRD program. In particular, 
the panel was charged with providing insights 
into the technologies that will be needed by 
customers in the future. The panel consisted of 
technical personnel from several NSTec locations 
as well as national laboratory participants and 
technical advisors.

The panel discussed five strategic thrust areas: 
(1) Stockpile Stewardship/Nuclear Weapons,  
(2) Treaty Verification/Arms Control,  
(3) Nonproliferation/Emergency Response,  
(4) Intelligence/Information Security/Cyber 
Threats, and (5) Safeguarded Energy/Nuclear 
Energy. Strategic challenges of these areas were 
defined. The panel’s deliberations also produced 
valuable insights into future technological needs 
and emerging areas.

Contributed by L. Franks

Cosmic-Ray Imaging Update

We were first introduced to the work Decision Sciences 
Corporation and Los Alamos National Laboratory (LANL) 
were doing in cosmic-ray muon imaging in 2010. We 
saw great potential in this technology, and realized there 
were some gaps in the experimental work to date. In 
particular, no classified imaging had been attempted to 
verify the capabilities or to define the ability to have an 
information barrier by adjusting integration time. We 
submitted a proposal to perform this work under SDRD, 
and our project was funded in FY 2011. Over the 2-year 
life of the project, we experimentally proved the ability to 
image warhead configurations using cosmic-ray muons. 
Further, we demonstrated that one-sided muon imaging 
in coincidence with fission neutrons was viable. 

 
 
 
 
 
 
Our work drew significant 
attention from the U.S.  
Department of State V-Fund with follow-on interest 
from other agencies. We are now funded by the DoS 
to continue studying one-sided muon imaging and by 
NA-22 under a 3-year life cycle to study the capabilities 
of imaging using near-horizontal trajectory muons. 
As of February 2013, NSTec now owns a muon tracker, 
the configurable muon tracker, which is designed to be 
adapted to a wide variety of experimental configurations 
with short setup time. Prior to this, LANL owned the 
only tracker available for government research. We are 
pursuing research in muon imaging, and we have grown 
our collaboration between labs, industry, and academics 
to expand this work.

Contributed by D. Schwellenbach

The NSTec configurable 
muon tracker
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Integrated Sensor and Data Architecture Proves Itself  
for Advanced Response Mission

SDRD developed a concept, architecture, and demonstration system 
to prove the concept of extensible architecture (EA) for radiological 
aerial measurements. The EA concept is a system structure designed to 
simultaneously handle input from multiple real-time data sources and 
seamlessly integrate new sensors and data types. A promising direction is 
the ability to interface multiple high-purity germanium (HPGe) detectors to 
complement higher-sensitivity thallium-doped sodium iodide detectors. The 
EA system is ideal for use as a research platform, as it can rapidly integrate 
new sensor types. This system is the foundation on which future acquisition 
system developments for NNSA emergency response programs at the NNSA 
Remote Sensing Laboratory (RSL) will rest. 

As a result of our SDRD program, the EA Next Generation Aerial System 
includes Microsoft-structured query language data storage for random access, 
onboard data query using RSL’s Advanced Visualization and Integration of 
Data (AVID) software, simple migration to industry standards, integration of 
existing detector systems for immediate results, and an expandable platform/
architecture. AVID has an extensible software architecture. The elements 
added by our SDRD project include a combination of data from individual sensor suites on 
a single acquisition “server,” AVID query and display of data during �ight, and an embedded 
photographic data radiation acquisition system. AVID is a software capability that allows sensor 
fusion and multi-window extractions in real time. It has full spectral mapping, 3-D spectral 
simulation, real-time contouring, telemetry capabilities, rapid production of standard products, 
and signi�cant selection of input/output capabilities. The major innovation of this project is the 
integration of a diverse range of detector types for use with AVID.

Already, AVID has been integrated into the NNSA O�ce of Emergency Response operations. 
The EA system was used for the New Year’s Eve Nuclear Response Team (NRT) support to 
federal and local Las Vegas law enforcement and response o�cials. Incidentally, the NRT team 
transferred nuclear data for this New Year’s Eve response to command centers using NSTec 
technology borne of the SDRD-developed MPCD. Further, the EA Next Generation Aerial System 
was employed to survey the nation’s Capitol building and White House just prior to the 2013 
presidential inauguration. Finally, the SDRD �nal report on the EA concept was of interest to 
Japanese authorities, who are continuing buildup of Japanese technology and capability, with 
assistance from RSL, to perform long-term monitoring around Fukushima.

Contributed by P. Guss, M. Reed, and C. Joines

Operational testing  
was conducted by  
placing the system 
in a vehicle and  
equipping it with  
several detectors 

Partial screenshot 
of AVID display 

showing multiple 
neutron detector data, 
1024-channel waterfall 

display of LN2-cooled 
HPGe detector data, 

and 4096-channel 
mechanically cooled 
HPGe detector data 
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SDRD to Stockpile Success: Development of Multiplexed 
Photonic Doppler Velocimetry, New Data, and a New Paradigm 
for Stockpile Stewardship 

The innovation and development of Multiplexed Photonic Doppler Velocimetry (MPDV) 
has provided experimenters with a diagnostic tool that heretofore was unavailable, the 
ability to characterize materials and experimental performance with hundreds of 
simultaneous optical velocimetry measurements—“high de�nition” 
optical velocimetry. MPDV has its roots in SDRD as an e�ort that 
initially intended to investigate “a better way” to do optical velocimetry, 
then quickly expanded to address a more speci�c challenge: “How 
can we make hundreds of high-�delity velocimetry measurements 
simultaneously within technical, economical, and logistical constraints?” 
We met this challenge because of the innovations and technology 
development that occurred within the SDRD program. This innovation 
enabled solutions for national security needs, answering questions 
that in fact had yet to be asked when the MPDV SDRD project was �rst 
launched. The ability of SDRD to support high technical risk, high-reward 
investigations; to provide researchers with the autonomy necessary 
for success; and to allow �exibility to adjust funding priorities during 
the course of investigations ultimately enabled this new diagnostic 
capability. In December of 2012, 128 data channels of Gen-1 MPDV—
fruition of the original SDRD investigations—allowed experimenters 
from the national weapons laboratories (NWLs) and NSTec to collect 
more high-�delity data from a single integrated experiment than all of 
the previous comparable experiments combined. And the resulting data 
from these experiments have changed the way the nuclear weapons 
community views large-scale experiments within the science-based 
stockpile stewardship strategy.

Over many decades, researchers from the NWLs developed 
very elegant, capable, and often complex methods to make 
velocimetry measurements crucial to understanding the 
physics of materials under shock loading as well as numerous 
other applications. Collaborative relationships developed 
between scientists from NSTec, Lawrence Livermore National 
Laboratory (LLNL), LANL, and Sandia National Laboratories 
(SNL) were foundational, providing both understanding of the 
technological needs as well as strengths and weaknesses of the 
various diagnostic techniques. Historically, techniques in optical 
velocimetry known as VISAR and Fabry-Perot interferometry
were applied to experiments, but with a signi�cant limitation: these techniques could only 
measure a handful of data channels, typically �ve to ten, due to their signi�cant complexity and 
cost. PDV, originally developed at LLNL, leveraged commercially available telecom products, and 
quickly gained in experimental utility. PDV added more velocimetry measurements, sometimes 
as many as 20, within a compact, relatively economical and portable system. The collaborative 
relationships with NWL principal investigators provided the basis for support of future

David Holtkamp (LANL) at the Special Technologies 
Laboratory during MPDV proof-of-concept 
experiments in April 2011

The MPDV won a 2012 
R&D award. The award 
was the second received 
for NSTec.
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Ted Strand (LLNL, foreground) and Carlos Perez (NSTec) at the 
Special Technologies Laboratory with the MPDV demonstration 
system, April 2011

 

developmental e�orts. These collaborations have been reward-
ing, enjoyable, and crucial to the success of the MPDV develop-
ment e�ort. It has been our pleasure to learn from and work 
with such distinguished individuals as Wil Hemsing, David 
Holtkamp, and Matt Briggs of LANL, and David Goosman, Barry 
Jacoby, and Ted Strand of LLNL, to name just a few.

These collaborative relationships provided us with both 
technical experiences and an understanding of potential future 
stockpile needs, and this perspective had a signi�cant e�ect on 
the motivation and goals of our SDRD research. Motivation for 
development of MPDV was as much pragmatic as technical, and 
the goals of our SDRD investigations evolved as we proceeded. 
At the beginning of FY 2010, we intended to simply investigate 
the potential to improve PDV by using interferometric 
techniques in combination with recently developed telecom 
products. This stemmed from our observation that PDV data 
records use only a small portion of the bandwidth and memory 
available in our expensive digitizers. As we evaluated the 

feasibility of time and frequency multiplexing, we became convinced mid-way through the SDRD 
project that some of these techniques were indeed very promising. At that time, two unrelated 
but quite serendipitous events occurred. Following an SDRD project review, it was decided to 
signi�cantly increase the investment in the project and e�ectively “double down” on its future 
potential. Separately, our collaborative relationship with David Holtkamp came into e�ect when 
he stopped by one day to chat about several topics. However, the conversation quickly turned to 
the promising but rather preliminary results from our SDRD investigations. David immediately 
recognized the potential impact of these investigations should they prove out, and was extremely 
supportive during the SDRD and subsequent programmatic development e�orts. We continued 
our SDRD investigations but added an additional challenge: to develop a capability that would 
enable future stockpile stewardship experiments requiring large channel counts (~100) by 
improving the economy—cost per data channel—while maintaining high data �delity and the 
portable, robust and operator-friendly aspects of PDV. In the end, it was the SDRD “doubling 
down” that fueled the rapid advancement of MPDV, and it was the collaborative support of David 
Holtkamp and Ted Strand that paved the way for successful application into a �rst-of-its-kind 
stockpile stewardship experiment.

The adventure that began as a humble SDRD feasibility study had now grown into an accelerated 
e�ort to develop an MPDV demonstration system. We expanded our investigations and built a 
team with the goal of developing an MPDV demonstration system. We subsequently completed 
the SDRD project in September of 2010 having successfully demonstrated feasibility in a  
laboratory environment, and the increased investment also provided for a nearly �eld-ready 
MPDV demonstration system. However, more work remained, and further developments were 
enabled by other collaborative relationships within and outside of NSTec. To complete the MPDV



x

sdrd

 
demonstration system, funding was provided by the Shockwave Diagnostic Development 
program, and the accelerated MPDV development e�ort continued; this provided the means 
to �nalize the demonstration system, develop the control and analysis software, and conduct 
initial testing of what would eventually become the Gen-1 MPDV. At the same time, the scienti�c 
expertise and unique experimental capabilities of the NSTec Special Technologies Laboratory 
(STL) combined with the support and collaboration of both David Holtkamp (LANL) and Ted 
Strand (LLNL) to conduct the initial proof-of-concept experiments using explosively driven 
materials. These experiments both validated the MPDV technique as well as pointed out areas 
for future improvements. During this time, it had also become clear that this technology would 
be necessary if we were to accomplish the goals set forth by LANL in response to the imminent 
experimental challenge initiated by Dr. Cook of the NNSA. Following several weeks of proof-of-
concept experiments in April 2011, we knew three things: �rst, the MPDV technique could work 
for the upcoming experiments; second, we needed to design and build an entirely new Gen-1 
MPDV system to incorporate the required capabilities; and �nally, we needed to get it done in 
approximately 5 months.

Our research and development team had decades of experience both within the weapons 
testing community as well as in private industry. At the end of the SDRD project, when the 
need for this enabling diagnostic technology was becoming clear, it was estimated by our 
sta� that the research and development necessary to produce a “�ight ready” diagnostic 
capability would take about 4 more years under good circumstances. Our team did it in 
18 months. This is a testament to our team’s sel�ess contributions and to the gracious 
contributions and encouragement 
from our NWL collaborators. The 
extraordinarily rapid development 
within the SDRD program, followed 
by programmatic development, 
culminated in large-scale demon-
stration experiments at LANL/
Chamber 8 in August–September 
2011. Immediately after, the MPDV 
was used as a prime diagnostic on 
high-value experiments at LLNL 
CFF in November 2011 and then 
LANL DARHT in December 2011. The 
exceptionally rapid development 
of such a complex technology is 
shown symbolically in the �gure.



xi

sdrd

Without the SDRD program, this capability would not exist today. Many factors 
contributed to this success: the gracious and continuing support from our NWL 
collaborators; the hard work, long hours and can-do attitude of our team; and the 
willingness of program leadership to step out in support of a high-risk, high-reward 
proposition. The rami�cations of this technology have gone well beyond anything 
envisioned when the SDRD proposal was �rst written. Subsequent recognition of the 
widespread utility of MPDV has led to several awards, including the 2012 R&D100. The 
success of MPDV on the Gemini experiment, providing 128 channels of prime diagnostic 
data, has signi�cantly a�ected the future direction of stockpile stewardship programs, 
changing the paradigm in diagnostics for the weapons program.

Contributed by E. Daykin

The MPDV development, assembly and �elding team with the 128-channel Gen-1 system �elded on the Gemini 
experiment in February 2012. From left to right: Ryan Emmitt, Ed Daykin, Martin Burk, Mandy Hutchins, Karen 
Theuer, Anselmo Garza, Michael Pena, Matthew Teel, and Carlos Perez.
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SDRD PIs in the Spotlight

NSTec researchers publish signi�cant works in 
peer-reviewed journals, and are occasionally featured 
on a journal cover. PI Shayla Sawyer Armand and her 
group are working on advanced sensors that will be 
used for integrated bio-photonic circuits. Her article, 
“Photoresponse of indium oxide particulate-based thin 
�lms fabricated using milled nanorods grown by the 
self-catalytic vapor–liquid–solid process,” was featured 
recently in Semiconductor Science and Technology.  
(L. Qin, P. S. Dutta, and S. Sawyer, Semiconductor Science 
and Technology, 27 (2012), 045005-1-045005-6.)

 

The LDRD symposium in June 2012 concentrated on 
national security innovation and addressed contemporary 
topics in stockpile stewardship and homeland security. 
The symposium was attended by a diverse audience that 
included NNSA, the NWLs, and the U.S. Departments  
of Homeland Security and Defense. Ed Daykin, an  
invited speaker, discussed the multiplexed photonic 
Doppler velocimetry system, a recipient of a 2012  
R&D100 award. 
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Cerium Bromide Breakthrough

An FY 2012 SDRD project developed ultralow-activity, 
high-resolution, high-strength, room-temperature 
scintillators through a program of re�ning and 
alloying cerium bromide with aliovalent strengthening 
agents (substituents with a di�erent valence than the 
host lattice). Aliovalent substitution, in which a host 
ion is replaced with an ion of di�erent valence (e.g., 
Cd2+ for Ce3+ in CeBr3) is a far more potent method of 
strengthening when compared to the usual method 
of isovalent substitution (i.e., replacing a fraction 
of ions with like-valence ions). In this approach, the 
formation of intrinsic defects necessary to maintain 
charge neutrality results in complexes with long-range 
interactions in the crystal. The resulting increase in 
hardening rate can be explained in terms of elastic 
interaction (tetragonal distortion) with dislocations 
(Pletka, Physica Status Solidi 39 (1977) 301–311). 

SNL, a partner in this work, demonstrated success 
with this approach, achieving a dramatic reduction in 
fracture in aliovalent alloys compared with pure CeBr3 
crystals. Prototype ingots were compounded with 
the addition of 2% of CeBr2 added to a high-purity 
CeBr3 charge in a closed ampoule before melting and 
solidi�cation in a gradient-freeze process. Remarkably, 
this resulted in the measured energy resolution of 
the 662 keV photopeak for 137Cs to be 3.2% FWHM 
at room temperature. Such high energy resolution 
has never before been achieved with any of the 
established inorganic CeBr3 scintillators (even in small 
sizes) at room temperature. Higher light output and 
proportionality of CeBr3:Ca2+ (compared to NaI:Tl and 
other inorganic scintillators) are responsible for high 
energy resolution. Over the energy range from 100 
to 1275 keV, the nonproportionality of CeBr3:Ca2+ 
was measured to be 5%, which is substantially 
better than that for many established scintillators. 
As discussed by Cherepy (IEEE Nucl. Sci. Symp. Conf. 
Rec. (2010) 1288−1291), the false alarm rate (FAR) 
increases geometrically with resolution, as R3.4; based 
on Cherepy, we can estimate up to a 97% reduction in 
FAR, which is remarkable.

Contributed by P. Guss

(Top) Relative scintillation light yield  
proportionality data acquired for the  
1.9% Ca2+-doped CeBr3:Ca2+ scintillator  
detector material as a function of 
gamma-ray energy.  Nonproportionality 
of response for the crystal over 100 keV  
to >1 MeV gamma ray energy range for  
CeBr3:Ca2+ is ~5%. (Bottom) 137Cs spectra  
collected with NaI:Tl and with 1.9%  
Ca2+-doped CeBr3 crystals coupled to a  
photomultiplier tube. The 662 keV energy 
resolution peak for NaI:Tl (at channel 351)  
is ~6.7% (FWHM) and for CeBr3:Ca (at  
channel 591) is ~3.2% (FWHM). The green 
curves represent Gaussian �ts to the 
CeBr3:Ca2+  photopeak at 662 keV and  
to the low energy tail for this same peak.  
The reported peak resolution of 3.2%  
(FWHM) was derived from this  
parametric �t to the data.
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FY 2012 Proposals

The FY 2012 proposal cycle was especially robust; many PIs “pushed the envelope” 
and focused on emerging technologies, as recommended by our external advisors. 
Special guidance was given to staff in advance of the proposal call that helped them 
steer proposals toward transformational research and overcoming scientific and 
technical limitations. The call also emphasized the importance of collaborations  
and university-based research partnerships. Our staff responded in kind with  
144 high-quality proposals that covered many of our mission areas, such as 
stockpile stewardship, intelligence, information and cyber security, treaty 
verification, and monitoring activities. Twenty-four projects were selected and 
approved for funding, which was a slight decrease over the 26 from FY 2011. 
The selection rate was comparable to last year’s, 1 in 6, thereby ensuring good 
competition, while maintaining proposers’ enthusiasm that their ideas have a 
reasonable probability for acceptance. Our internal and external peer review 
system for selecting winning proposals relies on key criteria, which have remained 
essentially unchanged: high technical innovation, probability of success balanced 
with technical risk, potential for mission benefit, and alignment with our 
mission goals to achieve the best possible outcomes. Average cost per project, 
approximately $250K, was nearly the same as FY 2011. Total funds expended were 
just under $7 million. Administrative and management costs increased slightly due 
to our investment in external advisory activities. Overall, this modest investment 
continues to provide exceptional return on investment based on successes and 
benefits to our mission and programs. 

The NNSS Technology Needs Assessment document continues to be an effective 
tool for proposal submitters and reviewers. It provides a roadmap and guidance 
for technology gaps and challenges facing mission areas. Our directed research 
emphasis areas remained unchanged from last year, and they targeted key 
investment needs, including nuclear security, information security/assurance, 
high-energy density physics diagnostics, integrated experiments, advanced 
analysis, and improvised explosive device threat reduction. The needs assessment 
is developed from a broad base of input from the national security complex, 
including laboratories, NNSA, and other external agencies. Significant revisions 
to the assessment were again made in FY 2012, most notably the “Emerging 
Technologies” section was expanded, as were sections on new challenges in cyber 
security and materials in the extremes. The needs assessment itself is now in the 
ninth year of revision, and its utility and effectiveness continues to improve year  
to year.
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SDRD Performance Metrics

Metrics such as intellectual property and technology transfer are commonly used to gauge the 
output and effectiveness of research and development programs. Other factors—follow-on 
programmatic or external funding received, new methods developed that effectively save 
costs, and overall increased research staff capabilities—are further indicators of innovation 
productivity and are also a direct measure of the investment return. SDRD provides our staff 
with opportunities to explore and exercise creative motivations that ultimately lead to new 
knowledge and realized technologies. The traditional metrics we have used over the past years 
are tabulated below and are a broad measure of R&D performance.  

Invention disclosures are the first step in our intellectual property pursuit and are often 
followed by patent applications when deemed appropriate. Traditionally SDRD has generated 
well over half of all inventions disclosed company-wide since the program began and con-
tinues to do so to this day. On average about one-third of our projects generate new invention 
disclosures, which is a reasonably high ratio given that projects can vary widely from basic 
concept, low technical readiness, to much higher more applied development efforts. In fact, 
our programs benefit from a high rate of technology utilization precisely due to this diverse 
mix of projects. A relatively high percentage of projects, roughly 40%, have technology that is 
subsequently adopted by a direct NNSS program. Another measure of program effectiveness 
and alignment with missions is how well projects address technology needs as identified in the 
annual NNSS Technology Needs Assessment. The ratio of needs addressed to total projects is 
also indicative of a trend that aligns efforts strategically with the NNSS mission.

We continue to strive to have SDRD effectively contribute new technology into key 
programmatic efforts as quickly as possible (as demonstrated by our accelerated TRL 
development of MPDV). New strategic efforts are also providing greater emphasis on forward-
looking needs and efficiently coupling with long term visionary goals. As always, SDRD looks 
to be “ahead of our time by design” and push for SDRD innovations to intersect future and 
evolving missions with the most impact possible.

SDRD Performance Metrics

Year FY03 FY04 FY05 FY06 FY07 FY08 FY09 FY10 FY11 FY12

Number of projects 41 57 55 50 37 27 23 25 26 24

Invention disclosures
11 12 21 11 9 6 11 9 7 8

27% 21% 38% 22% 24% 22% 48% 36% 27% 33%

Technology adopted  
by programs

15 18 12 8 8 8 10 10 9 10

37% 32% 22% 16% 22% 30% 44% 40% 35% 42%

Gap or need  
addressed per  
NNSS R&D Technology 
Needs Assessment

11 14 18 17 18 15 15 13 13 11

27% 25% 33% 34% 49% 56% 65% 52% 50% 46%



xvi

sdrd

FY 2012 Annual Report Synopsis

The reports that follow are for project activities that occurred from October 2011 through 
September 2012. These reports describe in detail the discoveries, achievements, and 
challenges encountered by our talented and enthusiastic principal investigators (PIs). Many 
of the reports describe R&D efforts that were “successful” in their pursuits and resulted in a 
positive outcome or technology realization. As we’ve stated before, and continue to stress, in 
some cases the result is a “negative” finding, for instance a technology is currently impracti-
cal or out of reach. This can often be viewed erroneously as a “failure,” but is actually a valid 
outcome in the pursuit of high-risk research, which often leads to unforeseen new paths of 
discovery. Either result advances our knowledge and increases our ability to identify solutions 
and/or likewise avoid costly paths not appropriate for the challenges presented.

In summary, the SDRD program continues to provide an unfettered mechanism for innovation 
and development that returns multifold to the NNSS mission. Overall the program is a strong 
R&D innovation engine, benefited by an enhanced mission, committed resources, and  
sound competitiveness to yield maximum benefit. The 23 projects described exemplify the 
creativity and ability of a diverse scientific and engineering talent base. The efforts also 
showcase an impressive capability and resource that can be brought to find solutions to a 
broad array of technology needs and applications relevant to the NNSS mission and national 
security.
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National Security Technologies−Operated Sites

Los Alamos Operations (LAO)
P.O. Box 809
Los Alamos, New Mexico 87544-0809

Livermore Operations (LO)
P.O. Box 2710
Livermore, California 94551-2710

North Las Vegas (NLV)
P.O. Box 98521
Las Vegas, Nevada 89193-8521

Nevada National Security Site (NNSS)
P.O. Box 98521
Las Vegas, Nevada 89193-8521

Remote Sensing Laboratory–Andrews Operations (RSL–A)
P.O. Box 380
Suitland, Maryland 20752-0380
(Andrews Air Force Base)

Remote Sensing Laboratory–Nellis Operations (RSL–N)
P.O. Box 98521
Las Vegas, Nevada 89193-8521
(Nellis Air Force Base)

Sandia Operations (SO)
Sandia National Laboratories
P.O. Box 5800
Mail Stop 1193
Albuquerque, New Mexico 87185

Special Technologies Laboratory (STL)
5520 Ekwill Street
Santa Barbara, California 93111-2352
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Acronyms and Abbreviations

A
AC alternating current
ACCEPT A Coupled Combinational Electronic Transport (code)
ACK acknowledge
ADC analog-to-digital converter
Al aluminum
Al2O3 aluminum oxide
ALD atomic layer deposition
AlGaN aluminum gallium nitride
Am-Be americium-beryllium
AMAPS Advanced Microelectronics and Photonics for Space
AMS Aerial Measuring System
ANL Argonne National Laboratory
AODV ad hoc on-demand distance vector
AOFS acousto-optic frequency shifter
AP active parallel (programming)
Ar argon
AS active serial (programming)
AVID Advanced Visualization and Integration of Data
AWR Applied Wave Research

B
10B boron-10
Be beryllium
BF3 boron trifluoride
BGO bismuth germanate
BT back-thinned

C
Ca calcium
CaBr2 calcium dibromide
CC control center
CCD charge-coupled device
Cd cadmium
Ce cerium
CeBr3 cerium tribromide
CeBr3:Ca2+ calcium-doped cerium tribromide
CFI common flash interface
CHN Center for High-Rate Nanomanufacturing 
    (National Science Foundation)
CIPS custom Internet protocol packet substitution
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CLEO Conference on Lasers and Electronics
CMOS complementary metal oxide semiconductor
CMT configurable muon tracker
cps counts per second
Cr chromium
Cs cesium
CsI cesium iodide
CsI:Tl thallium-doped cesium iodide
CTH hydrodynamic code
CuW copper tungsten
CVR current viewing resistors
CZT cadmium zinc telluride

D
DARHT Dual-Axis Radiographic Hydrodynamic Test facility
DAQ data acquisition (device)
DC direct current
DD deuterium-deuterium
DDR double data rate
DFT density functional theory
DNA deoxyribonucleic acid
DOE U.S. Department of Energy
DQE  detector quantum efficiency
DSA digital spectrum analyzer
DT deuterium-tritium

E
EA extensible architecture
E. coli escherichia coli
EDM electrical discharge machining
EOS equation of state

F
FAM fluorescent aptamer molecule
FEM finite element model
FFT fast Fourier transform
FM frequency modulated
FPGA field-programmable gate array
FS frequency-shifted (VISAR)
FWHM full width half maximum

G
Gd gadolinium
GGA generalized gradient approximation
GPS global positioning system
GQD graphene oxide quantum dots
GRH gamma reaction history
GRIN gradient index, graded index
GUI graphical user interface
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H
3He helium-3
HDPE high-density polyethylene
HMI human−machine interface
HOMO highest occupied molecular orbital
HPGe high-purity germanium
HTML hypertext markup language
HVAC heating, ventilation, and cooling

I
ICCD intensified CCD
ICS industrial control systems
ID identifier
IDC identifier-based cryptography
ID-to-MAC identifier-to-medium access control
IEEE Institute of Electrical and Electronics Engineers
In2O3 indium oxide
InGaAs indium gallium arsenide
I/O input/output
IP Internet protocol
I/Q quadrature-phase
ITMR Intelligent Tree Mesh Routing
ITO tin-doped indium oxide
I‒V current-voltage

J
JTAG Joint Test Action Group

L
6Li lithium-6
7Li lithium-7
LA Lewis acid
LaBr3:Ce cerium-activated lanthanum tribromide
LaCl3:Ce cerium-doped lanthanum chloride
LANL Los Alamos National Laboratory
LAO Los Alamos Operations (NSTec)
LED light-emitting diode
lidar light detection and ranging
LiF lithium fluoride
LIFE Laser Inertial Fusion Energy (facility)
linac linear accelerator
LN2 liquid nitrogen 
LPA local polynomial approximation
LPF local polynomial fitting
LSO:Ce cerium-doped lutetium oxyorthosilicate
LTD linear transformer driver
LUMO lowest unoccupied molecular orbital
LVDS low-voltage differential signaling
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M
MAC media access control
MCA microchannel analyzer
MCNP Monte Carlo N-particle
MCNPX Monte Carlo N-particle eXtended
MCP microchannel plate
MCPI microchannel plate intensifier
MCS multichannel scanner
MDA minimum detectable activity
MMF multi-mode fiber
MMT Mini Muon Tracker
MPDV multiplexed photonic Doppler velocimetry
MSM metal-semiconductor-metal

N
NADH nicotinamide adenine dinucleotide
NaI sodium iodide
NaI:Tl thallium-doped sodium iodide
NDA nondisclosure agreement
Nd:YAG neodymium-doped yttrium-aluminum-garnet (crystal laser)
NI National Instruments
NIF National Ignition Facility
NNSA National Nuclear Security Administration
NNSS Nevada National Security Site
NRT nuclear response team
NSTec National Security Technologies, LLC
NUV near ultraviolet
NWL national weapons laboratory

O
1-D one-dimensional
OAP off-axis parabolic (mirror)
OGA other government agencies
OMA optical multichannel analyzer
OPA optical parametric amplifier
OSI open systems interconnection

P
PANI polyaniline
PANI-BF3 boron trifluoride–doped adduct of polyaniline
PBX plastic bonded explosive
PCB printed circuit board
PDE photodetector efficiency
PDV photonic Doppler velocimetry
PHY physical (layer)
PI principal investigator
PKT Peano kernel theorem
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PLL phase-locked loop
PMT photomultiplier tube
pRad proton radiography

Q
QE quantum efficiency
QoS Quality of Service

R
R&D research and development
RadHard radiation-hardened
RADIUS remote authentication dial-in user service
RF radio frequency
RH reaction history
RIE reactive ion etching
RMD Radiation Monitoring Devices, Inc.
rms root mean square
RNA ribonucleic acid
rpm revolutions per minute
RSL Remote Sensing Laboratory (NSTec)
RSL-A Remote Sensing Laboratory–Andrews (NSTec)
RSI Radiation Solutions, Inc. 
RTL register transfer level
RTS/CTS Request-To-Send/Clear-To-Send

S
SCADA supervisory control and data acquisition
SDRAM synchronous dynamic random access memory
SDO Strategic Development Office
SDRD Site-Directed Research and Development
SEB Science and Engineering Building
SELEX systematic evolution of ligands by exponential enrichment
SF6 sulfur hexafluoride
Si silicon
SiC silicon carbide
SMF single-mode fiber
SND spiral neutron detector
SNL Sandia National Laboratories
SNM special nuclear material
SNR signal-to-noise ratio
SPICE Simulation Program with Integrated Circuit Emphasis
SSPM solid-state photomultiplier
START Strategic Arms Reduction Treaty
STK streaked spectrometer
STL Special Technologies Laboratory (NSTec)
STP Standard temperature and pressure at 0°C and 1 atm pressure
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T
2-D two-dimensional
3-D three-dimensional
TCC target chamber center
TCP transmission control protocol
TCP/IP transmission control protocol/Internet protocol
TMDA/CSMA time division multiple access/carrier sense multiple access
TOF time of flight
TOPAS Traveling-Wave Optical Parametric Amplifier Light Source
TRL technical readiness level
TV television

U
UART universal asynchronous receiver/transmitter
UCl3 uranium trichloride
UCLA University of California, Los Angeles
UDP user datagram protocol
UNLV University of Nevada, Las Vegas
UV ultraviolet

V
VASP Vienna Ab-initio Simulation Package
VCO voltage-controlled oscillator
VDC volts direct current
VHDL VHSIC hardware description language
VHSIC very-high-speed integrated circuits
VISAR velocity interferometer for any reflector
VPF velocity per fringe

W
WLAN wireless local area network
WMN wireless mesh network
WOFE Workshop on Frontiers in Electronics

Y
Y2F Feynman variance

Z
ZnO zinc oxide
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Electron Mobility Study in Scintillator Material
LAO-38-12  |  Continued in FY 2013  |  Year 1 of 2

Alden Curtis,1,a Stuart A. Baker,a Kristina Brown,a Jason Young,a William Quam,b Michael Groza,c Arnold Burger,c  

and Larry Franksd

Understanding the physical mechanisms that cause ionizing radiation to create light in 
scintillator materials is important in understanding the nonproportionality of scintillator 
response to different incident particle energies, and for providing a basis for identifying new 
materials. Charge carrier transport dynamics have been shown to be particularly significant in 
these interactions. We used several sources of ionizing radiation to create charge carriers in 
strongly biased, thin scintillator samples and then attempted to measure the transit times of 
the electrons across the material in order to calculate the electron mobility. We successfully 
demonstrated the viability of the technique using a cadmium zinc telluride sample. The 
increase in resistivity by more than six orders of magnitude of the dielectric scintillator over 
that of the semiconductor sample made measurements using the scintillator more difficult.

1 curtisah@nv.doe.gov, 505-663-2067 
a Los Alamos Operations; b Special Technologies Laboratory; c Fisk University; d Keystone International, Inc.
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Background

Despite the use of scintillators for more than a 
half century (Hofstadter 1948), the basic physics 
underlying the operation of inorganic scintillators is 
poorly understood. To gain insight into their opera-
tion, attempts are being made to model the role of 
a number of processes believed to be involved. A 
key ingredient is the carrier mobility, which affects 
the energy transfer process and, in particular, the 
non-proportionality of light output. The measure-
ment of these critical factors is very difficult and 
rarely found in the literature. The difficulty arises 
from the basic nature of carrier mobility in insulators; 
a process very different than that found in semicon-
ductors. In insulators the carriers move by Frankel-
Poole mobility—they move by hopping from trap 
to trap. This movement results in very low mobility, 
many orders of magnitude less than that of semicon-
ductors, making measurement difficult at best.

Project

The project consisted of two major tasks. The first 
task consisted of using different sources of ioniz-
ing radiation to measure electron mobility in the 
semiconductor cadmium zinc telluride (CZT). Electron 
mobilities measured in the CZT range from 700 to 
1350 cm2/ V∙s (Schlesinger 2001). By comparing 
our values to the measured values, we were able to 
gauge whether our techniques were appropriate. 
The second task was to use these same techniques to 
measure the electron mobility of cesium iodide (CsI), 
to be followed by additional scintillator materials if 
the experiment proved successful.

Laser Tests

Because the physical parameters of CZT vary widely 
for different samples depending on the manufacturer, 
we first measured the electron mobility of our sample 
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later peak is caused by the longitudinal diffusion of 
the electron pulse as it travels through the material; 
the peak indicates the highest electron flux at the 
cathode. With longer transit times, the charge cloud 
experiences increasing longitudinal dispersion, 
producing longer tails at lower biases (Fink 2005). 
Overexposure of the sample to laser intensity causes 
these tails to become significantly longer, as well as 
there being a small increase in peak-to-peak duration, 
indicating space charge saturation effects. The results 
shown, without the power amplifier in place, exhibit 
signals in the tens of millivolts.

Measured transit times and a table of calculated 
mobilities for the sample are shown in Figure 4.

using laser excitation following the technique demon-
strated by Burshtein (1993). By measuring the transit 
time, t, of charge carriers as they travel through the 
material, we are able to calculate the mobility, µ, 
using the formula

(1)

where d is thickness of the sample and V is the 
applied bias. Using the formula for different biases, 
we were able to demonstrate the repeatability of the 
method.

The schematic layout for the experiment can be seen 
in Figure 1. In this case, a 10 ns, 532 nm laser pulse 
impinges on one face of the CZT sample, generating 
electron-hole pairs. The electrons are then swept 
across the sample by a negative bias applied to the 
same face as the laser excitation. The CZT sample 
is a 15 × 15 × 10 mm crystal mounted in a Pomona 
shielded box (Figure 2). Both 15 × 15 mm sides 
have been evaporatively coated with 50 nm of gold 
soldered to electrical leads for biasing and signal 
readout. The signal is sent to a Mini-Circuits ZHL-32A 
power amplifier before being viewed and recorded  
on an oscilloscope.

The results for the laser-generated electron mobil-
ity testing can be seen in Figure 3. The value for the 
transit time was taken from the first peak to the 
second peak for each bias value. The spread of the 

Figure 1. Schematic layout for CZT mobility tests

Figure 2. CZT mounted in a Pomona shielded box
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Figure 3. Current waveforms generated in CZT using optical excitation. The duration (mobility) 
measurements were made between the two peaks of the waveforms. Increasing longitudinal di�usion  
is also evident at lower biases.

Figure 4. (a) A linear �t to the laser testing data of CZT shows good agreement for di�erent biases;  
(b) the average of the di�erent values is calculated, showing a 4.3% standard deviation
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The plot shows that the electron transit time  
changes approximately linearly with applied bias.  
The average calculated value for the electron mobility 
is 815 cm2/V∙s. The mobility values show good  
agreement, with a standard deviation of 4.3%, well 
within the 700‒1350 cm2/V∙s range reported in the 
literature.

Radiation Tests

To demonstrate that our techniques were appropri-
ate for both CZT and scintillators, mobility measure-
ments were taken using a variety of ionizing radiation 
sources. The number of electron-hole pairs generated 
in a solid by incident radiation is strongly depen-
dent on the band gap energy: the greater the band 
gap, the greater the energy required to generate an 
electron-hole pair. Because insulators such as CsI 

typically have band gaps of 5 eV or more, compared 
to CZT with 1.6 eV, fewer pairs are generated per unit 
of energy absorbed. These tests were shown to be 
repeatable on the CZT with electrons and x-rays from 
an electron linear accelerator (linac), and gamma and 
alpha radiation from material sources.

The first radiation test was performed using the 
electron linac located at NSTec Los Alamos Operations 
(LAO). The sample was inserted directly into the 
electron beam path. The experimental setup was 
very similar to that shown in Figure 1, but the CZT 
had to be mounted in the vacuum enclosure to be 
in the electron bunch beam path. The DC portion of 
the linac produced 2 ns, 90 keV electron pulses with 
around 0.5 A peak current per pulse. Results for a 
few different biases are shown in Figure 5. Although 
there are fewer data points, a linear fit is evident. The 

Figure 5. (a) Traces from electron impact CZT tests and (b) a plot showing good linear agreement for the 
three test points with the electron beam

Figure 6. Experimental setup for x-ray tests for CZT
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mobility value has changed for this measurement by 
11% from 800 to 900 cm2/ V∙s. We believe this may 
be caused by space charge effects in the material 
that result from the high peak current of the electron 
pulses. The LAO linac has limited tunability when less 
than 0.5 A of current is used. No amplifier was used 
to obtain the traces shown in Figure 5.

Another test was done outside the linac target 
chamber using x-rays generated by the electron pulse 
as shown schematically in Figure 6. To generate the 
x-rays, a copper tungsten (CuW) target was put in the 
path of the electrons, creating bremsstrahlung radia-
tion. The x-rays then passed through a 10-mil-thick 
beryllium window and impinged on the sample. 
Figure 7 shows the resulting current pulses from the 
CZT. The mobility value of 827 cm2/ V∙s agrees well 
with the laser measurement discussed above, and 
the standard deviation of less than half of a percent 
shows good agreement between measurements. 
Unlike the previous direct electron exposure test, 
this configuration allowed for easier tunability of the 
energy deposited on the sample, by changing the 

distance between target and the sample, allowing for 
unsaturated operation.

The test was finally performed using a 5 µCi 137Cs 
gamma source. The schematic for this experiment 
is shown in Figure 8a. The 662 keV gamma rays 
produced a very small signal; thus, an integrating 
amplifier had to be used to acquire the transit time 
of the electrons. Because of this amplifier we were 
not able to see the electrical pulse shape that the 
gamma rays created. The shielding was a piece of 
aluminum foil electrically grounded to the work 
bench. Without the foil shielding, we were unable to 
see a signal above the ambient noise. The calculated 
mobility value of 817 cm2/ V∙s is in good agreement 
with the value obtained using the laser measurement 
(Figure 8b). These tests were performed at the NSTec 
Special Technologies Laboratory with the help of Bill 
Quam and Bob Vogel. A similar test, done with an 
americium alpha radiation source at Fisk University 
with the assistance of Mike Groza, produced similar 
results.

Figure 7. Traces for x-ray tests with CZT show a similar shape and duration to the laser test results  
shown in Figure 3
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Simulations

A number of MCNP simulations, mainly to model 
the x-ray production of the linac, were performed by 
Robert Hilko and Craig Kruschwitz of LAO for various 
parts of the experiment. A diagram of the model used 
and the expected x-ray spectra produced are shown 
in Figure 9. The model used is the same as the setup 
mentioned above, with a thin beryllium (Be) window 
separating the vacuum chamber from the sample. In 
the model, a tungsten target is hit with a 90 keV, 2 ns 
electron bunch to produce the x-rays. The predicted 
spectrum shows a large spike at 10 keV and otherwise 
bremsstrahlung spectra out to 90 keV.

The simulations also examined the photon and 
scattered electron absorption in CZT and CsI samples, 
the results of which are seen in Figure 10. Note that 
for a 90 keV electron pulse, most of the energy per 
incident particle is absorbed in the first few hundred 
microns. This is good for samples over 1 mm thick 
because we know most of the signal is coming from 
electrons that must traverse the entire thickness of 
material, ensuring the correct duration for the transit 
time. The initial simulations assumed linac x-ray 
excitation because we planned to first implement this 
method in tests using scintillators.

Figure 8. (a) The experimental setup for 137Cs gamma-ray test for CZT; (b) the experimental results show good 
agreement with previous measurements

Figure 9. (a) MCNP simulation of x-ray spectrum produced by an electron bunch colliding with a CuW target; 
(b) assumed experimental setup used for the simulation
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Scintillator Testing

The scintillator samples were much thinner than the 
CZT samples. The CsI sample was 250 µm thick, and 
the bismuth germanate (BGO) sample was 150 µm 
thick. These thicknesses were based on consider-
ations of the mean free path, λ, of the carriers and 
the carrier recombination time, τ, related by

(2)

where we have assumed that the values for τ and 
λ are much smaller in the case of the scintillators 
because they are insulators and not semiconductors. 
We posit that if the sample is too thick, the charge 
carriers will recombine well before they traverse the 
entire sample thickness, resulting in a recombination 
measurement rather than a mobility measurement. 
An unfortunate consequence of this geometry is that 
the reduced thicknesses will absorb less incident 
energy, especially if the exciting radiation is highly 
penetrating. Additionally, there has been some 
concern about the structural integrity of the samples, 
which is difficult to evaluate because they are gold-
coated and have a protective plastic layer affixed on 
top of them that holds them to a Teflon mount. When 
this project continues in FY 2013, tests will be made 
using slightly thicker samples, which we hope will 
alleviate these structural concerns.

Although we used both the linac x-ray technique 
and the 137Cs gamma source technique to measure 
the transit time of carriers across both BGO and CsI, 
neither technique produced useful results. MCNPX 
simulations give a good indication of why the 662 keV 
gamma test failed, as shown in Figure 11: a very small 
percentage of the gamma energy is deposited in the 
material. Although some energy is deposited, efforts 

Figure 10. (a) Energy deposited in CZT per electron or photon as a function of sample thickness, and (b) energy 
deposited in CsI as a function of sample thickness. Both plots show a majority of the energy is deposited on the surface 
of the sample for the linac tests.

Figure 11. Energy deposited per incident 662 keV gamma 
ray in a CsI sample. Note that very little energy is deposited 
on the surface of the sample or even in the bulk material. 
Clearly, thin samples of the crystal do not have the stopping 
power to make the Cs source a test source. 
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to locate this signal proved unsuccessful. We believe 
that with such a low activity source and with such 
high-energy gammas, this technique is not viable.

The LAO linac was also employed to generate a 
transit time signal using bremsstrahlung-produced 
x-rays. Different amplifier chains were placed after 
the sample, and different shielding techniques were 
implemented. However, the presence of high levels  
of electronic noise ultimately limited our ability to 
find a signal. More extensive tests will be done in  
FY 2013 to better determine the source of the noise, 
and configure more effective shielding methods. 
We are also considering using shorter, higher peak 
current electron pulses by engaging the RF portion 
of the accelerator (for all previously mentioned tests 
and results, only the DC portion was used) in order to 
more closely follow the work done by Aduev (1998).

Alternative Approaches

We are considering three new approaches to making 
the scintillator measurements. The easiest to imple-
ment would be to acquire alpha or beta radiation 
material sources for a bench-top test. These types of 
sources have a much lower penetration depth than 
the 137Cs source we previously used. More energy 
would be deposited in the material, and most of the 
energy would be deposited on or near the face of the 
sample where the radiation is incident, which would 
be preferable for the experiment. 

We have begun collaborating with Professor Pietro 
Musumeci of the University of California, Los Angeles 
(UCLA) Pegasus Electron Accelerator facility regarding 
a different approach. The Pegasus linac uses an ultra-
short laser pulse incident on the cathode to create 
the electron bunch, as opposed to the 100 kV electri-
cal current pulse of the LAO linac. This should reduce 
noise in the signal. The UCLA linac is also capable 
of creating cleaner (less jitter, deeper modulation) 
several hundred picosecond duration pulses than the 
LAO machine. We plan to test the scintillator samples 
at UCLA in November 2012.

The advanced photon source electron accelerator 
at the Argonne National Laboratory could provide 
another valuable approach to the difficulty of 
measuring mobility in scintillators. In this scenario, 
we would be using photons with sufficient energy to 
promote scintillator electrons into the conduction 
band without having to collide electrons into a bulk 
material or the sample electrodes before reaching the 
sample. It is our suspicion that this will offer a lower 
noise solution than the linac experimental setups.

Conclusion

We have conclusively demonstrated that four differ-
ent types of ionizing radiation measurements agree 
with laser measurements made to determine the 
electron mobility of the semiconductor CZT, proving 
that this is a viable method for measuring material 
electron mobilities. This is the first time, to our 
knowledge, that such measurements have been 
made. Attempts made to measure the mobility in the 
scintillators CsI and BGO with two of these methods 
have been unsuccessful so far, due to sample geome-
tries and electronic noise issues. We plan to continue 
the study with alternate sources, which we hope will 
mitigate those two obstacles. If the measurements 
are achievable with the two scintillator samples, we 
will replicate the measurements on other scintillator 
materials. These measurements will add to our basic 
understanding of the material physics of scintilla-
tors, and hopefully aid in future scintillator material 
design.
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were investigated using the density functional theory within generalized gradient approximation. 
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were calculated, and the results were compared with the available experimental data.
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Background

Cerium-activated and cerium-based crystals appear 
to be particularly promising fast scintillators (Rodnyi 
1997, Harrison 2010). The discovery of cerium-doped 
lanthanum tribromide (LaBr3:Ce) and cerium-doped 
lanthanum chloride (LaCl3:Ce) (van Loef 2000, 2001; 
Dorenbos 2002) and the characterization of their 
outstanding scintillation performance sparked an 
interest in the lanthanide halide family of scintilla-
tors as candidates for replacing thallium-activated 
sodium iodide (NaI:Tl), the industry standard since 
its discovery in 1948 (Hofstadter 1948, 1950). Since 
then, numerous derivatives of this family have been 
explored, including undoped, self-activated cerium 
tribromide (CeBr3) (Shah 2005). Although the scintilla-
tion performance of these cerium-doped and cerium-
based crystals is outstanding, their mechanical 

properties are not generally conducive to growth of 
large single crystals (Harrison 2008, 2009, 2010).

Cerium trihalides possess excellent scintillation 
properties (as do most rare-earth trihalide scintilla-
tors), such as high light output, fast decay time, and 
excellent energy resolution (Shah 2005). Therefore, 
they are widely used in various fields such as high-
energy physics and positron emission tomography, 
as well as some chemical processes involved in 
the nuclear industry (Vetere 2000). The structural, 
electronic, and optical properties of cerium trifluo-
ride (CeF3) have been extensively investigated using 
both experimental and theoretical methods (Wesley 
1971, Olson 1978, Joubert 1998, Tsuchiya 1999, Shi 
2002). CeBr3 shows preferable optical and scintillation 
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interactions in the crystal. The resulting increase in 
hardening rate can be explained in terms of elastic 
interaction with dislocations (Pletka 1977).

Project

Computational Method

Density functional theory (DFT) calculations were 
performed to discern the optical properties of the 
calcium (Ca2+)-doped CeBr3 compound. Introducing 
the Ca2+ dopant (Figure 1a) resulted in calculations 
that provided valuable insight into the increase in 
crystal strength. These calculations may be used to 
compare the differences of doping with different 
dopants or their concentrations and to calculate the 
optical properties of the resultant crystals. One must 
accurately account for the electron densities over the 
space of the crystal. To do this accurately, the calcula-
tions were made for a “super-cell” of 200 atoms with 
well over 1000 electrons (Figure 1). In addition, the 
electron density of states was calculated. If there is 
a crystal defect, or an atomic substitution, then the 
electron density of states will change, leading to 
different results. The presence of a Ca2+ dopant can 
significantly affect electronic properties by distort-
ing the electronic charge density near the Ca2+ atom 
(Figure 1).

The DFT results for both the pure CeBr3 primitive cell 
and the (divalent) Ca2+-doped super-cell were based 

properties; for example, it has a higher light yield 
(Shah 2005, Li 2007). 

CeBr3 is a self-activated lanthanide scintillator, which 
has received considerable recent attention (Shah 
2005) due to proportionality and energy resolution 
for gamma spectroscopy far superior to NaI:Tl. 
Because the material possesses no intrinsic radioac-
tivity, CeBr3 has high potential to outperform scintil-
lators such as LaBr3:Ce or lanthanum-based elpaso-
lites (Guss 2009), making it an excellent candidate 
for gamma spectroscopy (Shah 2004, Guss 2010). 
However, due to its hexagonal crystal structure 
(prototype structure uranium trichloride, UCl3), pure 
CeBr3 can fracture during crystal growth, detector 
fabrication, and subsequent field use. (The prototype 
structure notation denotes coordination geometry 
identical to UCl3.) The fact that this crystal structure 
fractures easily is expected to impact manufactur-
ing yield, and could compromise reliability for large 
crystals (Doty 2007). Therefore, significant gains 
in the practical scale for CeBr3 scintillators will be 
realized by increasing fracture toughness of the 
crystals (Harrison 2010). Aliovalent substitution, in 
which a host ion is replaced with an ion of different 
valence (e.g., Ca2+ for Ce3+ in CeBr3) is a more potent 
method of strengthening compared to isovalent 
substitution (i.e., replacing a fraction of ions with 
like-valence ions). In this approach, the formation 
of intrinsic defects necessary to maintain charge 
neutrality results in complexes with long-range 

Figure 1. (a) Side view of electron charge density (red lobes) in a Ca2+-doped CeBr3 scintillating material. The electron 
density is signi�cantly modi�ed and accumulates near the Ca atom (blue). (b) Top-down view of electron charge density 
(red lobes) in a Ca2+-doped CeBr3 scintillating material. The calcium (blue) lies underneath a Ce atom in the left corner of the 
primitive unit cell.
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on spin-polarized, generalized gradient approximation 
(GGA) methods using Projector-Augmented-Wave 
pseudopotentials (Blöchl 1994) calculated by the 
Vienna Ab-initio Simulation Package (VASP) (VASP 
2012). It was found that the inclusion of a Hubbard 
DFT correction (often denoted as DFT+U) was essen-
tial for obtaining accurate band structures and band 
gaps. This novel DFT method (DFT+U) was used to 
support experimental efforts in understanding both 
the structural and electronic properties of aliovalently 
doped CeBr3 materials. This formalism is essential for 
the Ce-based materials studied here, as conventional 
GGAs fail to describe systems with localized (strongly 
correlated) d and f electrons, which manifests in 
the form of unrealistic one-electron energies due 
to spurious self-interaction. This approach has been 
further modified and applied in many forms by 
Liechtenstein (1995) and Dudarev (1998). In this 
work, the rotationally invariant approach by Dudarev 
is used because the effective on-site Coulomb  
and exchange parameters (U and J) do not enter 
separately, and only their difference (U – J)  
is required. 

Within the Hubbard DFT approach, an on-site penalty 
function is placed on the f electrons for each of the 
cerium (Ce) atoms to prevent spurious over-delocal-
ization of the electrons. Based on benchmarks for 
Ce3+ ions, the Hubbard value (U) for our DFT studies 
was set at 4.5 eV. For the initial study of the  
primitive cell, a very high cutoff energy of 400 eV  

was used for the plane-wave basis set, and the 
Brillouin zone was sampled using a dense 8 × 8 × 8 
gamma-centered Monkhorst‒Pack grid. In addition 
to spin-polarization and dispersion effects, a relativ-
istic spin-orbit coupling treatment was used for the 
valence electrons in the bulk-lattice calculations. 
Geometry optimizations of both the ions and the unit 
cell were carried out. The results of the DFT modeling 
performed at Sandia National Laboratories suggested 
that a 1.9% substitution would result in a suitable 
combination of crystalline structural properties, 
increased strengthening of the lattice, and metrics for 
optical properties and emission spectra. The Fermi 
levels that result at different points in the lattice are 
also different because of the aliovalent substitution.

Structure Determination and Electronic Properties

CeBr3 has a hexagonal structure, where cerium and 
halide occupy 2(a) in (⅓, ⅔, ¼) and 6(h) in (0.375, 
0.292, ¼) sites, respectively (Zachariasen “Crystal” 
1948, “UCl3 type” 1948; Li 2007). Our structures 
are in reasonable agreement with experiments 
(Zachariasen “Crystal” 1948, “UCl3 type” 1948; Sato 
1976, Park 1993). The energy band structure of CeBr3 
is shown in Figure 2. The zero energy is arbitrarily 
taken at the Fermi level. The lowest bands around 
−36 eV consist of 5s states of Ce. The Ce 5p states are 
located at around −19 eV. The bands around −16 eV 
are derived from the 4s states of Br. The energy bands 
in the range from −6 to −2 eV correspond to the 4p 

Figure 2. Band structure of 
CeBr3 in a hexagonal crystal 
lattice. The band structure 
corresponds to the Brillouin 
zone for the CeBr3 hexagonal 
crystal lattice. The Fermi energy 
level is shifted to the valence 
band maximum at zero.
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states of Br that decide the top of the valence band. 
These results are in agreement with CeCl3 experi-
mental data (Park 1993). Above the Fermi level, the 
conduction band consists of the 4f and 5d states of  
Ce (Li 2007). The 4f states have a sharp peak due 
to the strong localization character of the 4f states. 
If the 4f electron is kept in the core, the calculated 
result agrees with other experiments (Skorodumova 
2001, Li 2007).

Detectors

The results above were translated into a work autho-
rization for Radiation Monitoring Devices, Inc. (RMD), 
to build a CeBr3 crystal alloy detector with 2% substi-
tution using the Ca2+ cation. RMD grew a 1-inch-
diameter CeBr3 crystal with 1.9% calcium dibromide 
(CaBr2), as requested. The vertical Bridgman was 
used as the crystal growth technique. Materials were 
purified prior to crystal growth. The charge composi-
tion was 222.14 g of CeBr3 and 2.26 g of CaBr2. The 
resulting crystal is polycrystalline white but transpar-
ent. The crystal structure is columnar or filament-
like. When RMD cut the crystal, it fell apart. Smaller 

crystallites were easily separated from the bulk. 
Samples were then harvested from each ingot as 
available and tested for fluorescence and scintillation. 
The detector crystals produced are shown in Figure 3. 
The small crystallites are clear and transparent, 
but the large sections of crystal are translucent or 
whitish-opaque. Small crystallites are typically  
~2 to 3 mm wide and 10 mm or more in length. 
Adding 500 ppm calcium in a prior run (in 2009) did 
not appear to have a significant impact on the perfor-
mance; however, there was no cracking of that ingot. 
In neither run has the calcium concentration in the 
final ingot been measured.

This investigation involved measurement of the light 
output, the emission spectrum, and the fluorescent 
decay time of the crystals. Preliminary results for 
a select set of samples from the as-grown ingots 
were obtained. Fluorescence emission curves were 
recorded to determine the effect of the solute cation 
on the emission wavelengths of the base compound 
CeBr3. Initial scintillation characterization was 
completed as well. The small crystallites were also 
tested for scintillation properties.

Figure 3. Crystals grown by RMD: (a) CeBr3 ampoule after growth; note the visible cracking. (b) CeBr3 crystals with calcium 
doping. (c) CeBr3 crystals with transmitted light; clear sections are visible.
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Pulse Shape

The time profiles of the CeBr3:Ca2+ crystals grown at 
RMD were characterized. Nanosecond time profiles 
were measured using a standard single photon  
counting method. A decay-time spectrum of a 
CeBr3:Ca2+ crystal was measured using the delayed 
coincidence method (Bollinger 1961). During 
measurements, samples were coupled to a photo-
multiplier tube (PMT) and irradiated with 511 keV 
gamma rays (22Na source). Figure 4 shows the decay-
time spectrum recorded for a CeBr3:Ca2+ sample 
along with a fit (to an exponential rise and decay  
time plus a constant background) to the data. 
The second pulse in Figure 4 is an artifact; it is an 
afterpulse from the PMT. The pulse shape has two 
components, as seen in Figure 4. The decay constants 
for these two components are ~21 ns and ~38 ns. 
These components cover all of the integrated light 
output of the sample. The 21 ns decay component 
can be attributed to optical emission arising from 
direct capture of electron-hole pairs at the Ce3+ sites 
(Shah 2005). Using the data shown in Figure 4, the 
rise time of the scintillation pulse from CeBr3:Ca2+ is 
estimated to be ~0.1 ns. The initial photon intensity, 
a figure of merit for timing applications, is estimated 
to be ~4,000 photons/ns/MeV) for CeBr3:Ca2+, 
which is higher, compared to all common inorganic 
scintillators (including BaF2, a benchmark for timing 
applications).

Fluorescence Measurements

The emission spectrum of the CeBr3:Ca2+ scintillator 
was measured. Fluorimetry and preliminary scintil-
lation are presented here for this aliovalently doped 
scintillator. The CeBr3:Ca2+ samples were excited with 
radiation from a Philips x-ray tube having a copper 
target, with power settings of 30 kVp and 15 mA.  
The scintillation light was passed through a 
McPherson monochromator and detected by a 
Hamamatsu R2059 PMT with a quartz window. The 
system was calibrated with a standard light source 
to enable correction for sensitivity variations as 
a function of wavelength. A normalized emission 
spectrum for the CeBr3:Ca2+sample (2% Ca2+) is 
shown in Figure 5. The observed bands, peaking at 
360 and 380 nm, are characteristic of Ce3+ lumines-
cence. The Ca2+ exhibited little or no change in the 
peak fluorescence emission for 370 nm excitation. 
Fluorescence spectra indicate that the Ca2+ dopant 
is suitable for strengthening CeBr3. The emission 
wavelength spectrum peaks at ~372 nm (Figure 5), 
indicating a nearly imperceptible red shift from the 
370 nm already documented for CeBr3 (Shah 2005). 
The peak emission wavelength for the CeBr3 sample 
is at ~370 nm, and this emission is anticipated to be 
due to 5d → 4f transition of Ce3+. The peak emission 
wavelength of 372 nm for CeBr3:Ca2+ is attractive for 
gamma-ray spectroscopy because it matches well 

Figure 4. Pulse shape recorded for 1.9% nominally  
Ca2+-doped CeBr3. The red line depicts best �t to the  
data with decay times of t1 ~21 ns and t2 ~38 ns.

Figure 5. Emission spectra are shown for a CeBr3 sample 
doped with 500 ppm Ca2+ and 1900 ppm Ca2+. The emission 
spectra peak at ~372 nm. There is essentially no change by 
increasing the Ca2+ content.
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with the spectral response of the PMTs as well as  
the new generation of silicon photodiodes.

Gamma-Ray Total Light Yield

Light output (or luminosity) of the CeBr3:Ca2+ and 
similarly sized NaI:Tl crystals has been measured at 
RMD. Total light yield was compared to NaI:Tl by first 
recording a 137Cs spectrum with a CeBr3:Ca2+ sample, 
then replacing the CeBr3:Ca2+ with NaI:Tl and record-
ing a new 137Cs spectrum with the same system 
settings. Spectra were collected for both the doped 
CeBr3:Ca2+ crystal and a NaI:Tl crystal. Samples of 
doped CeBr3:Ca2+ were submerged in oil and/or 
coupled to the photocathode of a PMT. Then the 
detector system was irradiated with 662 keV photons 
(137Cs source) to record pulse height spectra using 
standard Nuclear Instrumentation Model electronics.  
A similar experiment was then performed with a 
calibrated NaI:Tl crystal under the same conditions. 
The NaI:Tl crystal was wrapped with a Teflon tape, 
coupled to a PMT. Comparison of the 662 keV 
gamma-ray peak position recorded with CeBr3:Ca2+ 
and the NaI:Tl scintillators (Figure 6) provided an 
estimate of the light output of CeBr3:Ca2+. Compared 
to NaI:Tl, the doped CeBr3:Ca2+ ingots produced a 
full energy peak 1.7 times higher. Light output is 

estimated by comparison to the known NaI:Tl  
to be approximately ~58,000 photons/MeV. 
Comparison of the measured spectra is shown in 
Figure 6. Scintillation spectroscopy has thus far 
indicated the doped crystals still excel over conven-
tional NaI:Tl, despite the fact that total light yield 
analysis appears to indicate a loss in light production 
in the measured samples.

Gamma-Ray Scintillation Spectroscopy

Gamma-ray spectroscopy was also performed. The 
CeBr3:Ca2+ crystals grown at RMD were coupled to 
a PMT, and the scintillator (2% Ca2+) was irradiated 
with a 137Cs source (662 keV photons). Note that in 
the resulting spectrum, shown in Figure 6, the energy 
resolution of the 662 keV photopeak was measured 
to be 3.2% FWHM at room temperature. Such high-
energy resolution has never before been achieved 
with any of the established inorganic CeBr3 scintilla-
tors (even in small sizes) at room temperature.  
Figure 6 also shows a 137Cs spectrum recorded 
with NaI:Tl. Energy resolution of NaI:Tl crystal was 
measured to be 6.7% (FWHM). Thus, the energy 
resolution of CeBr3:Ca2+ is twice as good as that for 
typical NaI:Tl detectors. Higher light output and 
proportionality of CeBr3:Ca2+ (compared to NaI:Tl 

Figure 6. 137Cs spectra collected 
with NaI:Tl and with 1.9% Ca2+-
doped CeBr3 crystals coupled to 
a PMT. The energy resolution of 
the 662 keV peak for NaI:Tl (at 
channel 351) is ~6.7% FWHM,    
and for CeBr3:Ca (at channel 591) 
is ~3.2% FWHM. The green curves 
represent Gaussian �ts to the 
CeBr3:Ca2+ photopeak at 662 keV 
and to the low-energy tail for this 
same peak. The reported peak 
resolution of 3.2% FWHM was 
derived from this parametric �t  
to the data.
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and other inorganic scintillators) are responsible for 
high-energy resolution obtained with those crystals. 
It is important to note that energy resolution of 
CeBr3:Ca2+ at 662 keV gamma-ray energy is starting to 
approach that of room temperature semiconductor 
detectors such as cadmium-telluride and cadmium-
zinc-telluride detectors of similar size. The energy 
resolution is not presently understood. The energy 
resolution at 662 keV appears to be much better than 
that typical of CeBr3 (Guss 2009).

Scintillation Light Proportionality

Proportionality of response for a CeBr3:Ca2+ sample 
(with 2% Ca2+) as a function of gamma-ray energy 
was measured. Relative light yield proportionality 
was measured for both doped and undoped samples 
of CeBr3 to ensure that no loss in performance was 
incurred in aliovalently doping the crystal. Over the 
energy range from 100 to 1275 keV, the nonpropor-
tionality of CeBr3:Ca2+ was measured to be 5%,  
which is substantially better than that of many 
established scintillators. For example, over the same 
energy range, the nonproportionality is about 35%  
for LSO:Ce, and about 20% for NaI:Tl and CsI:Tl 
(Guillot-Noël 1999). Proportionality of light yield is 
one area of performance in which Ce-doped and 

Ce-based lanthanide halides excel. Maintaining 
proportionality is important to producing a strong, 
high-performance scintillator. The light output and 
proportionality for CeBr3:Ca2+, however, appear to be 
similar to CeBr3—there was a reduced yield at low 
energy. Relative light yield proportionality measure-
ments suggest that dopants do not significantly affect 
proportionality at higher energies. A plot of the light 
yield proportionality for the doped sample is shown 
in Figure 7.

Conclusion

Relative light proportionality for Ca2+-doped CeBr3 
showed excellent linearity, as expected for undoped 
CeBr3, implying the dopant does not significantly 
affect proportionality. Ca2+-doped CeBr3 exhibited 
little or no change in its fluorescence spectrum, yet 
produced slightly less light. The dopant may also have 
introduced an absorption center, which produces an 
apparent red shift by adding new energy states into 
the CeBr3 band gap without actually altering the 
emission spectra. Ca2+ may have produced self-
absorption in the materials as members of the 
crystal lattice, or perhaps the dopants were present 
in quantities above their respective solubility limits, 
creating secondary phase particles within the crystals 

Figure 7. Relative scintillation 
light yield proportionality data 
acquired for the 1.9% Ca2+-doped 
CeBr3:Ca2+ scintillator detector 
material as a function of gamma-
ray energy. Nonproportionality 
of response for the crystal over 
100 keV to >1 MeV gamma-ray 
energy range for CeBr3:Ca2+ is 
~5%. Even if the energy range 
is extended down to 32 keV, the 
nonproportionality is still better 
than ~20%. 
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that absorbed scintillation light. Finally, as-grown 
crystals may have had a large amount of internal 
strain. Unseen grain boundaries and other disconti-
nuities due to internal strain would necessarily alter 
light propagation within the crystals, potentially 
decreasing the observed light yield.

In summary, the crystal structure, band structure, 
density of states, and optical properties of CeBr3 were 
calculated by means of DFT within the generalized 
gradient approximation. Our structural parameters 
are in good agreement with the experimental results. 
A 3.2% energy resolution was measured. Energy 
resolution at 662 keV appears to be better than CeBr3. 
This result compares favorably with LaBr3:Ce, consid-
ering that LaBr3:Ce also has considerable internal self-
activity. A lesson learned is that 1.9% calcium is too 
much to incorporate into CeBr3. The light output and 
proportionality appear to be similar to CeBr3, so the 
energy resolution is not presently understood. Many 
dopants have yet to be fully tested, let alone differing 
concentrations.

A small extension SDRD project was commissioned in  
FY 2013 to characterize the crystal fragments sent 
to RSL and to recalculate the crystal properties for a 
Ca2+ doping of the crystal below the solubility limit 
using DFT. A draft publication has been prepared and 
is being reviewed by collaborators. Preliminary results 
will be presented at the upcoming SPIE conference in 
August 2013 at San Diego.

Acknowledgments

The authors thank Michael Lukens and Sanjoy 
Mukhopadhyay for their contributions.

References

Blöchl, P. E., “Projector augmented-wave method,” Phys. 
Rev. B, 50, 24 (1994) 17953.

Bollinger, L. M., G. E. Thomas, “Measurement of the 
time dependence of scintillation intensity by a delayed-
coincidence method,” Rev. Sci. Instrum. 32 (1961) 1044.

Dorenbos, P., “Light output and energy resolution of 
Ce3+-doped scintillators,” Nucl. Instrum. Methods Phys. Res. 
A 486 (2002) 208–213.

Dudarev, S. L., G. A. Botton, S. Y. Savrasov, C. J. Humphreys, 
A. P. Sutton, “Electron-energy-loss spectra and the 
structural stability of nickel oxide: An LSDA+U study,”  
Phys. Rev. B 57 (1998) 1505–1509.

Doty, F. P., D. S. McGregor, M. Harrison, K. Findley,  
R. Polichar, P. Yang, “Basic materials studies of lanthanide 
halide scintillators,” MRS Proc. 1038 (2007) 1038-O01-03 
doi:10.1557/PROC-1038-O01-03.

Guss, P. P., M. Reed, D. Yuan, A. Reed, S. Mukhopadhyay, 
“CeBr3 as a high-resolution gamma-ray detector,” Nucl. 
Instrum. Methods Phys. Res. A 608, 2 (2009) 297–304.

Guss, P. P., M. Reed, D. Yuan, M. Cutler, C. Contreras,  
D. Beller, “Comparison of CeBr3 with LaBr3:Ce, LaCl3:Ce,  
and NaI:Tl detectors,” Proc. SPIE 7805 (2010) L-1.

Guillot-Noël, O., J. C. van’t Spijker, J. T. M. de Haas,  
P. Dorenbos, C. W. E. van Eijk, K. Krämer, H. U. Güdel, 
“Scintillation properties of RbGd2Br7:Ce advantages and 
limitations,” IEEE Trans. Nucl. Sci. 46 (1999) 1274–1284.

Harrison, M. J., C. Linnick, B. Montag, S. Brinton,  
M. McCreary, F. P. Doty, D. S. McGregor, “Radio-
luminescence and scintillation results of horizontal gradient 
freeze grown aliovalently-doped CeBr3,” IEEE NSS Conf. Rec. 
(2008) 2850–2855.

Harrison, M. J., C. Linnick, B. Montag, S. Brinton,  
M. McCreary, F. P. Doty, D. S. McGregor, “Scintillation 
performance of aliovalently-doped CeBr3,” IEEE Trans.  
Nucl. Sci. 56, 3 (2009) 1661–1665.

Harrison, M. J., P. Ugorowski, C. Linnick, S. Brinton,  
D. S. McGregor, F. P. Doty, S. Kilpatrick, D. F. Bahr, 
“Aliovalent doping of CeBr3,” Proc. SPIE 7806 (2010) 
78060M–78060M-14.

Hofstadter, R., “Alkali halide scintillation counters,”  
Phys. Rev. 74 (1948) 100–101.

Hofstadter, R., “Properties of scintillation materials,” 
Nucleonics 6, 5 (1950) 70–72.



19

material studies & techniques sdrd fy 2012

Joubert, L., G. Picard, J. J. Legendre, “Structural and 
thermochemical ab initio studies of lanthanide trihalide 
molecules with pseudopotentials,” Inorg. Chem. 37 (1998) 
1984–1991.

Li, C., B. Wang, R. Wang, H. Wang, “First-principles studies 
on the electronic and optical properties of CeCl3 and 
CeBr3,” Solid State Communications 144 (2007) 220–224.

Liechtenstein, A. I., V. I. Anisimov, J. Zaanen, “Density-
functional theory and strong interactions: Orbital ordering 
in Mott-Hubbard insulators,” Phys. Rev. B 52 (1995) 
R5467–R5470.

Olson, C. G., M. Piacentini, D. W. Lynch, “Optical properties 
of single crystals of some rare-earth trifluorides, 5-34 eV,” 
Phys. Rev. B 18 (1978) 5740–5749.

Park, K. H., S. J. Oh, “Electron-spectroscopy study of 
rare-earth trihalides,” Phys. Rev. B 48 (1993) 14833.

Pletka, B. J., T. E. Mitchell, A. H. Heuer, “Solid solution 
hardening of sapphire (α-Al2O3),” Physica Status Solidi  
39 (1977) 301–311.

Rodnyi, P., Physical Processes in Inorganic Scintillators,  
CRC Press, New York, 1997 (Chapter 1).

Sato, S., “Optical absorption and x-ray photoemission 
spectra of lanthanum and cerium halides,” J. Phys. Soc. 
Japan 41 (1976) 913–920.

Shah, K. S., J. Glodo, M. Klugerman, W. M. Higgins,  
T. Gupta, P. Wong, “High energy resolution scintillation 
spectrometers,” IEEE Trans. Nucl. Sci. 51, 5 (2004) 
2395–2399. 

Shah, K. S., J. Glodo, W. Higgins, E. V. D. van Loef, W. W. 
Moses, S. E. Derenzo, M. J. Weber, “CeBr3 scintillators  
for gamma-ray spectroscopy,” IEEE Trans. Nucl. Sci. 52,  
6 (2005) 3157–3159.

Shi, C., G. Zhang, Y. Wei, Z. Han, J. Shi, G. Hu, M. Kirm,  
G. Zimmerer, “The dynamics properties on luminescence 
of CeF3 crystals,” Surface Review and Letters 9, 1 (2002) 
371–374.

Skorodumova, N. V., R. Ahuja, S. I. Simak, A. Abrikosov, 
B. Johansson, B. I. Lundqvist, “Electronic, bonding, 
and optical properties of CeO2 and Ce2O3 from first 
principles,” Phys. Rev. B 64 (2001) 115108, DOI: 10.1103/
PhysRevB.64.115108.

Tsuchiya, T., T. Taketsugu, H. Nakano, K. Hirao, “Theoretical 
study of electronic and geometric structures of a series of 
lanthanide trihalides LnX3 (Ln = La-Lu; X = Cl, F),” J. Mol. 
Struct. (Theochem) 461–462 (1999) 203–222.

van Loef, E. V. D., P. Dorenbos, C. W. E. van Eijk, K. Krämer, 
H. U. Güdel, “High-energy-resolution scintillator: Ce3+ 
activated LaCl3,” Appl. Phys. Lett. 77 (2000) 1467–1468.

van Loef, E. V. D., P. Dorenbos, C. W. E. van Eijk, K. Krämer, 
H. U. Güdel, “High-energy-resolution scintillator: Ce3+ 
activated LaBr3,” Appl. Phys. Lett. 79 (2001) 1573.

VASP, http://cmp.univie.ac.at/research/vasp/, “Vienna 
Ab-initio Simulation Package, What is VASP?” accessed 
April 30, 2012.

Vetere, V., C. Adamo, P. Maldivi, “Performance of the 
‘parameter free’ PBE0 functional for the modeling of 
molecular properties of heavy metals,” Chem. Phys. Lett. 
325 (2000) 99–105.

Wesley, R. D., C. W. DeKock, “Geometry and infrared 
spectra of matrix-isolated rare-earth halides. I. LaF3, CeF3, 
PrF3, NdF3, SmF3, and EuF3,” J. Chem. Phys. 55 (1971) 3866.

Zachariasen, W. H., “Crystal chemical studies of the 
5f-series of elements. I. New structure types,” Acta. 
Crystallogr. 1 (1948) 265–268.

Zachariasen, W. H., “The UCl3 type of crystal structure,”  
J. Chem. Phys. 16 (1948) 254.



20

material studies & techniquessdrd fy 2012

This page left blank intentionally



21

material studies & techniques sdrd fy 2012

Dynamic Conductivity of Shocked Materials
STL-18-12  |  Continued in FY 2013  |  Year 1 of 2

Brandon LaLone,1,a Dale Turley,a Gerald Stevens,a Gene A. Capelle,a and Mike Grovera

Our primary objective was to develop a method to determine the thermal conductivity of materials 
(metals, glue, and transparent windows) that are undergoing shock-wave compression. This 
project was conceived to help support an ongoing effort to reduce the uncertainty in temperature 
measurements of shock-compressed materials. Because the interior of metals cannot be measured 
with optical pyrometry, temperature is typically measured at the interface between the metal and 
a transparent window. The conductivity is an important parameter for relating the measurement 
of a metal/window interface temperature to that of the bulk metal temperature, which can 
differ by 10% or more due to conduction of heat into the window. A method for measuring the 
conductivity was selected that utilizes a short laser pulse to rapidly heat the metal–window 
interface and time-resolved pyrometry to observe the conductivity-dependent temperature 
decay. The thermal conductivity is determined by fitting the measured temperature–time profiles 
with a 1-D thermal conduction computer program that was developed specifically for this effort. 
It was found that this method could not distinguish between changes in thermal conductivity 
and changes in volumetric heat capacity, so it is a better measure of thermal effusivity than of 
conductivity alone. The laser heat method was tested under shock-wave loading on tin. Preliminary 
results indicate a small increase in the thermal effusivity for tin at ~20 GPa shock pressure.
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Background

The temperature of an object is one of the most 
familiar concepts in everyday life, yet is one of the 
most difficult variables to measure in shock-wave 
experiments. This is due, in large part, to a combina-
tion of the short time scales of shock-wave measure-
ments and the slow diffusion rates of heat flow. 
Despite the difficulties in measurement, accurate 
experimental temperatures of the shock-compressed 
state are critical to the development and confirma-
tion of complete equations of state (EOS) of materi-
als. Due to its importance, there has been an ongoing 
effort to improve the accuracy of measured tempera-
tures during shock-wave experiments. Optical pyrom-
etry has been perhaps the most successful tool in 
shock-wave temperature determination. Advances 
in emissivity measurements may enable shock-wave 

pyrometry measurements of temperatures with 
unprecedented accuracies. However, for opaque 
materials such as metals, only the thermal radiation 
emanating from the surface can be collected, hence 
only the temperature of a surface or interface can be 
determined using pyrometry. Because a free surface 
cannot support stress in a shock-wave experiment, 
a transparent window, such as lithium fluoride (LiF) 
or sapphire, is often attached to the surface. The 
window helps to maintain a state of elevated stress 
and temperature and to permit the transmission 
of thermal radiation (typically visible and infrared 
light) emanating from the surface after the shock 
wave exits the metal sample. For several reasons, the 
temperature measured at the sample–window inter-
face will differ from the temperature in the interior 
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films, thermal diffusivity ratios between the windows 
and films were estimated. They reported dramatic 
decreases in the thermal diffusivities of the windows 
at high shock pressures. Aside from the drawback of 
relying on modeled thermal properties of the metal 
films, there were other limitations to their method. 
Because of porosity, the films were shock-heated to 
far greater temperatures than single-shock loading 
of bulk samples, and therefore the temperature–
pressure state in which the measurements were 
made was vastly different from the temperature–
pressure states of interest. Also, the method was 
restricted to materials that could be deposited onto 
windows as thin films, and it is not clear how similar 
the shock properties of the films are to bulk samples 
of the same material. Finally, it is also unclear if 
the effect of extra heat deposited from release and 
reshocking of the window across a vacuum gap 
(Grover 1974) was considered.

More recently, Boness (2012) reported preliminary 
measurements on the thermal relaxation of cesium 
iodide that had been reshocked across a thin vacuum 
gap against a LiF window. Although high-quality 
measurements of temperature decay were obtained, 
the data were not yet analyzed to extract thermal 
transport properties, and the author anticipated that 
only partial or relative quantities could be obtained. 
We suspect that this method could be successful but 
will rely heavily on material EOS to simulate the initial 
temperature profile following shock-wave interactions 
at the interface, prior to the temperature decay.

The purpose of this project was to develop a method 
to measure thermal conductivity, and other thermal 
transport properties, of shocked materials such that 
the sample interior temperature could be determined 
from the measurement of an interface temperature in 
accordance with Equation 1. We sought out a method 
that was applicable to any material and probed the 
temperature–pressure states that are relevant to 
shock-wave experiments.

of the sample. The interior temperature is the most 
useful for EOS studies, and thus developing methods 
to estimate this value from surface temperature 
measurements is highly desired.

Grover and Urtiew (Grover 1974) were the first to 
discuss the multiple effects that the presence of the 
window has on sample temperature measurements 
during shock-compression experiments. The effect 
relevant to this work is related to the thermal trans-
port properties of the metal and window. Following 
shock interaction from an ideal interface (free of 
defects/voids), the sample will be at a temperature 
TS and the window at TA. The measured interface 
temperature, TI will take on the value,

(1)

where � is the thermal conductivity, ρ is the density, 
and C is the specific heat at constant pressure; the 
subscripts S and A denote sample and window 
respectively. The quantity (�ρC)½ is termed the 
thermal “effusivity.” It is clear from Equation 1 that  
to obtain the sample temperature from a measure-
ment of the sample–window interface, the sample 
and window thermal effusivities must be known 
at the elevated temperatures and pressures of the 
shock-wave experiment. For typical metal samples 
and LiF windows, it is estimated that the difference 
between the sample interior and interface tempera-
ture is up to 10% of the sample temperature, but 
because the effusivities of most materials have not 
been measured under dynamic loading, the differ-
ence is generally unknown.

The group led by T. J. Ahrens (Gallagher 1997, Ahrens 
1998, Holland 1998) investigated the thermal trans-
port properties of shock-loaded thin films of iron or 
steel deposited onto LiF and sapphire windows by 
measuring the decay time of the temperature of the 
film with pyrometry. Using the measurements and 
assumptions about the thermal properties of the 
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Project

Pulsed-Laser Heating

Motivated by conversations with Neil Holmes 
(2012), we decided to pursue a pulsed-laser heating 
technique to measure thermal conductivity. The 
technique is based on a method by Beck (2007) for 
measuring thermal diffusivity in static high-pressure 
experiments, and is similar to other flash-heating 
methods for thermal transport measurements 
(Zammit 2011). A schematic diagram of the method is 
shown in Figure 1. A thin emissive layer of chromium 
(Cr) is sandwiched between the sample of interest 
and a transparent window. A dynamic load (high 
explosive or projectile impact) sends a shock wave 
into the sample, which transmits through the Cr 
layer into the window, heating the sample, the Cr 
layer, and the window. After the shock wave exits 
the sample, but before it exits the rear surface of the 
window, a short laser pulse rapidly heats the Cr layer. 
Through 1-D thermal heat conduction, the Cr layer 
heats and cools at a rate determined by the thermal 
transport properties of the surrounding sample and 
window. The temperature of the Cr layer is monitored 
throughout the process with time-resolved pyrom-
etry. To determine the thermal transport properties, 
the measured time-dependent temperature changes 
are fit to a model of the 1-D thermal conduction 
process using a computer code (thermalconduct_
insentropic2.m) that was written for this effort. The 
laser heat method has advantages over previous 

techniques because the amount of heat energy that 
enters the system can be accurately known from a 
measurement of the laser beam energy, and thermal 
properties can be measured at conditions very near 
the single-shock state, within ~200 K.

Example temperature–time calculations of pulsed-
laser heating of the Cr layer are shown in Figure 2. 
The calculations are for a typical sample and window 
materials shock-heated to 1000 K and then heated 
with a 15 ns, 100 mJ/cm2 laser pulse to temperatures 
from 1200 to 1400 K. The temperature rises quickly 
then falls over the next several hundred nanosec-
onds. Calculations were performed with differ-
ing values of conductivity, heat capacity, and laser 
fluence (energy/area) to examine their significance 
on the temperature–time curves. The calculations 
demonstrate that the profiles are sensitive not only 
to thermal conductivity changes, but also to changes 
in heat capacity and laser fluence. Furthermore, the 
calculations show that it is difficult to distinguish 
between a change in thermal conductivity and the 
same relative change in heat capacity. Therefore, we 
decided to explore this technique as a method of 
determining thermal effusivity as it is related to the 
product of conductivity and heat capacity.

Figure 1. Diagram of the laser heat method used for 
determining thermal transport properties of shock-
compressed materials

Figure 2. Calculated temperature–time pro�les of the Cr 
layer surrounded by a typical sample using the laser heat 
method. Calculations are shown for �ve-fold increases in 
conductivity and heat capacity, and reduced laser �uence 
relative to their starting values.
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Ambient Pressure Benchtop Measurements

Initial testing was performed at ambient pressures 
on a preheated nickel sample. This testing enabled us 
to select an appropriate detector and set of optical 
filters that would comprise the single-channel pyrom-
eter used in the shock-wave experiments. It also 
allowed us to test various laser configurations and 
schemes for relaying and attenuating the laser beam. 
Preheating the nickel to ~1050 K proved to be invalu-
able to this intial testing and was done using a high-
temperature electric heater. Without preheating, the 
pyrometer could not detect any thermal radiation, 
as it is insensitive to temperatures below ~800 K. 
Therefore, when the laser was pulsed at ambient 
temperature, any detected signal was a result of laser 
light reaching the detector, and not from thermal 
radiation. Contamination from laser light was highly 
undesirable, and careful selection of optical filters 
was required to eliminate this nonthermal source 
of signal. Feasibility of the method was demon-
strated by recording a clearly defined pulsed-heating 
signal when the sample was preheated, whereas no 
signal was detected when the sample was at room 
temperature. The final configuration of the benchtop 
measurements was used in a set of explosively driven 
shock-wave experiements.

Measurements on Shock-Wave Compressed Tin: 
Experimental Details

A schematic diagram of the shock-wave experiments 
is shown in Figure 3. High explosive, consisting of 
~3 grams of PBX-9501, was used to drive a shock 
wave into a 1 mm thick tin sample that was previ-
ously coated with 100 nm of Cr and glued to a 10 mm 
thick LiF window. The Lebow company in Goleta, 
CA applied the evaporated coating of Cr onto the 
tin samples. The thickness of the applied coating 
was verified to be within several nanometers of the 
nominal value using a white light interferometer 
(profilometer). Although porosity is of some concern, 
we presently do not have any means of determining 
the porosity of the coatings. The tin sample and LiF 
window were ~40 mm in diameter, and the explo-
sive, hence the shock-driven region, was 12.5 mm in 
diameter. After the shock wave reached the tin–LiF 
interface, a pulse from a 1064 nm laser impinged 
onto the center of, and normal to, the sample. 
Thermal radiance from the interface was directed via 
an imaging probe into a 600 µm core optical fiber. 
The fiber relayed the radiance to a stack of “long-
pass” optical filters, which filtered out any light with a 
wavelength shorter than 1150 nm, including the laser 
light, and then it was coupled into a 400 µm core 
fiber. The intensity of the filtered thermal radiance 

Figure 3. Schematic 
diagram of the shock-
wave experiments  
with laser heating



25

material studies & techniques sdrd fy 2012

exiting the 400 µm fiber was recorded with an ampli-
fied indium gallium arsenide (InGaAs) photoreceiver. 
The detector is insensitive to light with wavelengths 
longer than 1700 nm; therefore, the filters and detec-
tor comprised a single-channel pyrometer operating 
in the wavelength band from 1150–1700 nm. A 
photonic Doppler velocimetry (PDV) probe was 
utilized in every experiment to obtain the tin/Cr/LiF 
interface velocity.

The pulsed-laser source used for heating in these 
measurements was the BRILLIANT laser from Quantel. 
It is a flashlamp-pumped and Q-switched Nd:YAG 
laser operating at a wavelength of 1064 nm. The 
output was a 4 ns long pulse with ~200 mJ of energy 
and a ~6 mm beam diameter. The laser beam was 
passed through relay optics, including a waveplate 
and polarizer, to control the energy and direct it onto 
the target. The beam energy at the target was varied 
from 9 to 33 mJ/pulse (300 to 1000 J/m2/pulse) 
depending on the experiment. The beam diameter 
at the target was measured using photographic burn 
paper, which was combined with the measurement 
of the laser energy to obtain a rough estimate of the 
laser fluence. We assumed a large uncertainty of 50% 
in our measurements of fluence with this method. 
The amount of laser fluence used in these measure-
ments is roughly a factor of ten below the threshold 
of plasma formation and damage for typical metal 
surfaces (Benavides 2011), and we did not observe 
any laser-induced damage to the Cr-coated tin 
samples during preshot testing with laser pulses.

The optical filter stack consisted of three different 
filters: an 1100 nm long-pass filter, an 1150 nm long-
pass filter, and a 1064 nm laser-line notch filter. With 
all three filters in place, the 1064 nm light from the 
laser was adequately rejected from the pyrometer 
measurement. The transmission spectra of the filters 
were measured with a double-beam spectrometer 
and later utilized in the conversion of the detector 
signals into temperatures.

The InGaAs detector used for these measurements 
was the TTI-TIA950 made by Terahertz Technolo- 
gies, Inc. The detector was used in the high-gain,  

12,000 V/W setting. The vendor-published detector 
response curves were used in conjunction with the 
filter stack transmission measurements for convert-
ing the measured signals to temperatures. Calibration 
of the entire pyrometer, consisting of optics, filters, 
and the detector, was performed using a blackbody 
source and an optical chopper.

Prior to the laser heat experiments, a dynamic 
reflectivity (flash-lamp integrating sphere) shot was 
performed to obtain the emissivity of the Cr layer in 
the present configuration (Shot 120531_1). This was 
done in order to accurately convert the measured 
radiance values to temperatures using Planck’s law. 
The emissivity of the layer under shock compression 
was determined to be 0.54 for wavelengths detected 
by the pyrometer, and estimated to be 0.58 at the 
laser wavelength of 1064 nm. We have assumed 
here that the dynamic emissivity of the Cr coating 
measured in this experiment is applicable to all exper-
iments. The emissivity of several Cr-coated samples 
was measured under ambient conditions with excel-
lent reproducibility, so it is likely that the dynamic 
emissivity is also reproducible. However, since the 
emissivity of the Cr coating under shock compression 
was only measured in one experiment, this assump-
tion has not been verified. Future experiments are 
needed to verify that the measured emissivity of the 
Cr coatings under shock compression is reproducible.

Measurements on Shock-Wave Compressed Tin: 
Experimental Results

A total of five experiments were performed at the 
Special Technologies Laboratory Boom Box explosive 
testing facility. Three experiments were performed 
using the configuration in Figure 3, a fourth experi-
ment used a smaller-diameter pickup fiber, and a fifth 
experiment was performed without the emissive Cr 
layer. The fourth and fifth experiments had very low 
signal levels with poor signal-to-noise ratios and are 
not shown here. The first three are discussed below.
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Figure 4. Raw signal 
voltages from the three 
experiments performed 
using the con�guration 
shown in Figure 3. 
Note: The expected 
signal from a previous 
experiment performed 
by Holtkamp (2010) is 
shown for comparison.

The raw voltage signals from the three experiments, 
performed using the configuration in Figure 3, are 
shown in Figure 4. The experiments had laser pulse 
fluencies of 0, 923, and 307 J/m2. Also shown are the 
expected signal levels (for no laser heating) based 
on a prior pyrometry experiment utilizing the same 
target configuration (Holtkamp 2010). The three 
experiments had several qualitative features that 
were expected: (1) the finite rise time of the signal at 
shock breakout is due to the shock-wave heated tin 
raising the temperature of the initially cooler Cr layer; 
(2) the overall signal slowly decreases with time after 
breakout, mimicking the shape of the pressure–time 
history from the Taylor wave release; and (3) the 
spikes in signal resulting from rapidly heating the 
interface with the pulsed laser.

Because the Cr coatings were initially cooler than 
the tin at shock breakout, it is unlikely that they 
have any significant porosity. We estimate that if 
the Cr coatings had 10% porosity (90% full density), 
additional heat energy comparable to the 300 J/m2 
laser pulse would be deposited into the coating at 
shock wave breakout. The signal from this deposi-
tion of heat would be very obvious and is clearly not 
present. Therefore, the coatings are likely very near 
to being fully dense.

A PDV spectrogram from one of the experiments is 
shown in Figure 5; the velocity of the tin/Cr/glue/
LiF interface indicates a breakout stress of 24 GPa. 
In addition to the interface velocity, the pulsed-laser 
heating signal is also clearly seen in the spectrogram 
because the PDV detectors are sensitive to the  
1064 nm laser light, which allows for accurate cross 
timing between the radiance and velocity data. This 
record also shows that the velocity of the interface 
is not affected by the laser pulse (i.e., there is insuf-
ficient laser energy to create a detectable pressure 
wave).

Although the voltage signals from thermal radiance 
measurements were qualitatively as expected, there 
were two problems. First, the signal amplitudes were 
more than a factor of 2 lower than expected based on 
a comparison with the Holtkamp (2010) data. Second, 
after the spike in signal from laser heating in the 
923 J/m2 experiment, the signal does not converge 
with the other measurements at late times, even 
though it was expected to do so after several hundred 
nanoseconds.

Both of these issues were determined to result from 
poor optical coupling to the TTI detector. We selected 
a 400 µm optical fiber to collect as much of the 
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sample radiance as possible, but the large-diameter 
fiber overfilled the detector sensor area, complicating 
its time response.

The detector response was measured by inputting  
an optical pulse with a square temporal profile of  
1 µs duration (Figure 6). The voltage output is quite 
distorted and poorly reproduces the square-wave 
input. The detector transfer function determined 
from the measurement in Figure 6 shows that the 
detector output appears as the sum of a relatively 
fast (~0.3 GHz [300 MHz]) detector and a relatively 
slow (~2 × 10−4 GHz [200 kHz]) detector. This detector 

transfer function was used to deconvolve the signal 
output and return a better representation of the 
square-wave input, also shown in Figure 6.

The measured detector transfer function was used 
to deconvolve the raw signals from the three laser 
heat experiments. The deconvolved signals are shown 
in Figure 7 along with the expected signal from the 
Holtkamp (2010) data. Unlike the raw data, the 
deconvolved signals at breakout are now consistent 
with the estimate from the Holtkamp data, and they 
appear to more or less converge at late times. The 
deconvolution seems to have removed the problems 

Figure 5. PDV 
spectrogram 
showing the 
velocity of the tin/
Cr/glue/LiF interface 
and also detecting 
the pulsed laser 
used for heating

Figure 6. The 
voltage output of 
the InGaAs detector 
(red) in response to 
a 1 µs square-wave 
optical input (gray). 
Deconvolution of the 
output (blue) returns 
a waveform that is a 
better representation 
of the square-wave 
input.
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recognized in the raw signals. During the Taylor wave 
pressure release, there does now appear to be a 
more rapid decay of signal in the current measure-
ments than was expected. This could be a detector 
issue, or perhaps the deconvolution of the signals 
introduced nonphysical artifacts into the data.

The deconvolved signals were converted to tempera-
tures using Planck’s law, the blackbody calibration, 

the spectral response of the filters and detector, and 
the previously measured dynamic emissivity of the 
Cr layer. The experimental temperatures are shown 
in Figure 8. The shock-wave breakout temperatures 
from the present experiments and the previous data 
are all consistent within ~25 K.

The “best-fit” calculations in Figure 8 were obtained 
by changing the effusivity of tin in the thermal 

Figure 7. The 
deconvolved 
voltage signals 
from the shock-
wave experiments 
with pulsed-laser 
heating, shown with 
the expected signal 
from a previous 
experiment by 
Holtkamp (2010)

Figure 8. Temperature 
histories from the shock-
wave and laser heat 
experiments on  
tin (solid lines). The  
black, long-dashed  
curves were calculated 
using the ambient  
e�usivity value for tin  
of 12,000 J*m−2K−1s−1/2.  
The short-dashed 
curves are calculated 
temperature−time  
pro�les for a best �t  
for the tin e�usivity of  
14,500 J*m−2K−1s−1/2,  
which is slightly higher 
than the ambient value  
but within the experimental   
uncertainty. 
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conduction code until a reasonable fit (by eye) to 
both of the laser heat spikes was obtained with  
the same effusivity value. A more rigorous fitting 
procedure has not yet been written into the  
computer code. The calculations shown used a  
value of 14,500 J*m−2K−1s−1/2 for the effusivity of 
shocked tin, which is similar to the ambient value  
for tin of 11,800 J*m−2K−1s−1/2 (� = 67 W*m−1K−1,  
C = 230 J*kg−1*K−1, ρhigh pressure = 9100 kg/m3);  
ambient value calculations are also shown in  
Figure 8. The uncertainty in the best-fit value is 
estimated to be 7000 J*m−2K−1s−1/2; this relatively 
large uncertainty is mostly due to an estimated uncer-
tainty in laser fluence of 50%. If the laser fluence 
were accurately measured, we estimate that the 
uncertainty would reduce to less than 20%. As shown 
in Figure 8, calculated curves with the best-fit value 
for the effusivity of tin are only a slightly better match 
to the measured data than calculations using the 
ambient effusivity value, indicating that the thermal 
transport properties of tin do not change significantly 
under shock-wave stresses near 24 GPa.

The temperature–time calculations shown in Figure 8 
were not sensitive to changes in the thermal trans-
port properties of the glue or the LiF window. This is 
because the glue is a good thermal insulator relative 
to the tin layer and would have to undergo substan-
tial property changes to significantly affect the inter-
face temperature–time profiles.

Conclusion

We have developed and successfully demonstrated a 
technique for determining the effusivity of materials 
subjected to shock-wave compression; effusivity is 
the key thermal transport parameter used for relat-
ing the temperature of a surface to the temperature 
of the interior of a sample. The technique utilizes a 
short-pulsed laser to rapidly heat an emissive layer 
attached to the sample of interest that has been 
subjected to shock-wave loading. The temperature–
time history of the layer can be directly related to 
the sample effusivity. The technique was applied to 
tin that was subjected to an explosively driven shock 
wave. While several shortcomings in this initial data 

set have been identified, initial findings indicate that 
the effusivity of tin does not significantly change 
under shock-wave loading. With some improvement 
in diagnostics, the method is capable of effusivity 
measurement with uncertainties of less than 20%.
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Ejecta Transport Chemistry
STL-14-12  |  Continued in FY 2013  |  Year 1 of 2
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Validation and verification of nuclear weapon simulations (specifically transport models) requires 
ejecta transport measurements for comparison. In addition, refining these transport models 
requires data concerning the effects of background gas on ejecta, especially where the background 
gas interacts chemically with the ejecta. We have initiated a study of the effects of chemical 
reactions with background gas to an ejecta distribution. Results from these dynamic experiments 
are presented as well as a path forward for future experiments to be executed in FY 2013.
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Background

A variety of effects may be observed when a shocked 
metal releases from a state of compression into a 
vacuum or background-gas environment. Effects such 
as material damage and failure lead to macroscopic 
irreversible changes such as spall that are readily 
observed via velocimetry and post-shot recovery 
techniques. Subtler, fine-scale changes and phenom-
ena occur due to surface imperfections. Machine 
marks, damage layers, material voids, inclusions, and 
grain boundaries may all interact with a shock-front 
to cause small quantities of material to be ejected 
from the metal-free surface, which are commonly 
referred to as ejecta. Also, macroscopic (many micron 
scale) surface defects such as machined v-grooves 
produce ejecta through jetting processes in quanti-
ties that scale nominally with the defect volume. 
Such large defects may be used in conjunction with 
“integral diagnostics” such as radiography, piezo pins, 
or Asay foils to facilitate comparison against theoreti-
cal models of ejecta formation such as Richtmyer–
Meshkov instability growth (Buttler 2012). These 
diagnostics provide information about the time- and 
area-integrated mass distribution. Initially, theoreti-
cal models were developed to describe experiments 

performed in a vacuum, with the introduction of 
background gas and particle distribution–evolution 
being more recent additions (Hammerberg 2009). 
The effects of chemical reaction with the gas on the 
production and evolution of ejecta is an additional 
complication that has not been addressed experimen-
tally or theoretically in open literature to date. 

We began this project with the difficult decision of 
what material system to characterize. One of our 
primary goals was to perform direct comparisons 
between reactive and quasi-inert gases. Of the well-
known and common gases, oxygen and nitrogen 
were good candidates for our experiments. Oxygen 
is known to strongly react with most metals, and, 
relative to oxygen, nitrogen is fairly chemically inert 
but has similar viscosity and thermal conductivity 
(Lemmon 2004). Most ejecta studies to date have 
been made using tin. Although tin oxidizes, forms 
nitrides, and would have been a reasonable starting 
point, there was limited information on tin oxidation 
(combustion) reactions in the literature. Therefore, 
we decided to investigate aluminum ejecta reactions 
in oxygen and nitrogen background gases.
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temperature) would predict. This is because the burn 
rate is dominated by the rate that the Al vapor can 
leave the surface of the particle, not by the reaction 
time of the gaseous Al and O2 molecules. Equation 1 
suggests that combustion occurs and should be 
observable during the timescale of explosively driven 
ejecta experiments. 

In addition to individual particle burn-up directly 
impacting the ejecta evolution, the chemical reaction 
may also influence particle breakup dynamics due 
to the excess heat that is present. Free particles of 
aluminum (Friedman 1962) and liquid fuels (Wang 
1984) are known to fracture when superheated 
during the combustion process.

Project

Experimental Design

We began our study by characterizing the jet proper-
ties produced by various groove geometries imparted 
on the free surface of an aluminum sample and 
various background gas mixtures. Our experimental 
package was composed of a polycarbonate sample 
holder that holds a 1 mm thick × 40 mm diameter 
aluminum sample within a transparent Lexan cylinder 
that contains the background gas or a vacuum.  
A half-inch right-cylinder of PBX-9501 high explosive, 
with an RP-1 detonator (Teledyne RISI, Inc.), is used  
to drive a shock wave into the aluminum sample. 
Peak stress in the shock-compressed aluminum 
is about 30 GPa, and is measured by applying the 
Rankine-Hugoniot jump conditions to half the break-
out velocity of the aluminum target, as measured 
using photonic Doppler velocimetry (PDV); our  
peak surface velocity at shock-arrival is about  
3 km/sec. A jet of ejecta is formed when the shock 
wave breaks out of the rear surface of the aluminum 
sample. Images of the jet were taken with a time-
gated 9-frame camera, which recorded either self-
emission or a shadowgraph of the jet. Backlighting 
was achieved using a xenon flash lamp. Samples 
were aligned to look either along or perpendicular to 
the groove. Jet velocities were determined from the 
time-gate images. Ten experiments were performed, 

We chose to focus on aluminum jets in oxygen for 
several reasons. Aluminum powders are added to 
rocket propellants and to explosives to increase their 
yield, utilizing the highly energetic aluminum–oxygen 
reactions. Therefore, combustion of aluminum parti-
cles has been heavily represented in the literature 
(Beckstead 2004). Furthermore, the shock properties 
and equation of state (EOS) of aluminum are well 
documented. Aluminum jets and the resulting particle 
distributions had been previously investigated by our 
Los Alamos National Laboratory (LANL) collaborator 
at the Pegasus facility using in-line Fraunhofer holog-
raphy (Sorenson 1996, 2002). Lastly, aluminum is easy 
to machine, holds a polish well, and does not have 
multiple high-pressure solid phases that complicate 
hydrodynamic models.

Aluminum oxidation is a highly exothermic re- 
action. The combustion heat of an isolated atom is  
−2324 kJ/mol, and for bulk aluminum forming Al2O3 
it is −1675 kJ/mol, the difference due to the enthalpy 
of vaporization. Combustion liquefies then vaporizes 
the metal, producing gaseous Al, AlO, and AlO2 in the 
process. During aluminum combustion, AlO emits 
light as unique spectral bands in the visible spectrum 
near 500 nm and provides a spectroscopic signature 
that aluminum combustion has taken place (Miller 
2004, Mamen 2005). These combustion products 
eventually precipitate out of the atmosphere in the 
form of Al2O3 (Beckstead 2004). Studies of the oxida-
tion process performed for differently sized particles 
in various gas mixtures suggest a burning time for 
a stationary particle of diameter D within a gas at 
pressure P and temperature T that scales approxi-
mately with the square of the diameter (Equation 1).

(1)

At the low end of the measured burn times, a station-
ary 10 µm particle takes about 250 µs to completely 
burn. At elevated temperature (6000 K) and pressure 
(1 kbar of pure O2), the same scaling laws predict 
a burn time of 37 µs for a 10 µm particle. The 
temperature dependence of the burn time is consid-
erably weaker than what an Arrhenius law (nearly 
doubling the reaction rate for every 10° increase in 
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with groove full-angles ranging from 90° to 110°. 
Groove depth was varied between 25 and 175 µm. 
A summary of experiments performed is in Table 1. 
Figure 1 is a diagram of a typical experimental 
package.

Figure 1. Typical experimental package for experiments  
in Table 1

In conjunction with the experimental efforts, we built 
a full 2-D model of the aluminum measurements in 
the hydrodynamic code, CTH, using a Mie-Grüneisen 
EOS (with strength) for aluminum, and a SESAME 
table for the background gas (chosen to be air—CTH 
does not handle chemical reactions). This model 
predicts surface and jet velocities close to our obser-
vations, with the surface velocity history matching 
our PDV data quite well. The model also gives us 
initial temperature and pressure estimates that can 
be used for burn time and particle breakup estimates. 

Figure 2 shows simulated results from one of the CTH 
models. The image in Figure 2a shows a pressure 
map of the aluminum sample just before the shock 
arrives at two defects, a small defect with dimen-
sions taken from shot 120815, and a larger machined 
groove defect modeled after shot 120418. The middle 
and right images in Figure 2 show temperature maps 
of the shocked material and background gas at two 
later times after the shock arrives at the free surface. 
The model indicates that the temperatures at the 
base of the defect are at the 933 K melting tempera-
ture of aluminum, and the material at the tip of the 
inverted defect is just above melt. The model also 
shows that the background gas is significantly hotter, 
between 2000 and 4000 K. The right image shows the 
small jet tip fragmenting at later times and becoming 
entrained in the heated shocked gas bow-wake. These 
conditions, small ~1 µm melted particles surrounded 
by 2000–4000 K heated air, are sufficient to cause 
significant combustion of aluminum on the time- 
scales of our experiments (Friedman 1962); therefore, 
combustion of the aluminum ejecta is likely.

Our CTH model predicts jet velocities fairly well.  
The jet velocities estimated from our model are 
4.0 mm/μs and 5.35 mm/μs for the two different 
grooves; the experimental jet velocities for the same 
grooves were 4.05 and 5.02 mm/µs, respectively 
(Figure 3).

Table 1. Summary of ejecta experiments performed in this study

Exp. #
Background 

Gas

Groove 
Depth

(μs)

Groove 
Width

(μs) Half-Angle
Vjet 

(mm/μs)

Vfs at 
Breakout 
(mm/μs)

Peak Stress 
(GPa) Spectrometer

120315 Vacuum 148 344 49.3 5.06 2.7907 27.2 —

120319 O2 93 269 55.3 4.14 — — —

120320_1 O2 91 256 54.6 4.68 3.032 30.2 —

120320_2 N2 112 300 53.3 5.35 3.092 31.0 —

120411_1 O2 165 366 48.0 5.31 — — OMA

120412_1 O2 175 370 46.6 5.22 — — OMA

120416_1 10% O2/N2 138 346 51.4 4.94 3.213 32.6 Late OMA

120418_1 10% O2/N2 156 365 49.5 5.02 3.012 30.0 Late OMA

120810 10% O2/N2 44 55 32.0 4.05 3.090 31.0 Streak

120815 10% O2/N2 26 62 50.0 4.05 3.158 31.8 Streak - Edge

The columns are (from left to right) background gas, groove depth from peak to valley, groove width from shoulder peak to peak, calculated 
groove half angle, jet velocity, free-surface velocity at breakout, calculated peak stress, and what spectrometer (optical multichannel analyzer, 
[OMA] or streaked spectrometer [Streak]) if any was used. Except for the vacuum experiment, the total background gas pressure was at 1 atm.
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Spectroscopic Measurements

Several studies that have measured light produced 
during combustion of aluminum powders indicate 
that the intermediate oxide, AlO, emits visible light 
during combustion. Our initial set of experiments was 
designed to determine whether AlO is produced on 
short time scales (of several microseconds). Our first 
such experiment in pure oxygen (number 120411_1) 
used a 600 µm fiber positioned about 1 inch away 
from the groove to collect light from the entire jet. 
This light was recorded using a microchannel plate–
intensified, gated optical multichannel analyzer 
(OMA). The OMA uses a HORIBA Jobin Yvon CP140 
spectrograph with an Andor iStar Intensified CCD, 
which has ~4 nm resolution and a 100 ns integration 
time that was set to open at 1.5 µs after shock arrival. 
The light emission was intense, but, surprisingly, the 
spectrum of the emitted light was broad and struc-
tureless, with no indication of the AlO emission lines. 

Switching to a 10% O2, 90% N2 mixture in a subse-
quent experiment, we observed line emission.  
Figure 4 shows the spectrum recorded on experiment 
120418 with a 100 ns gate width, 2.7 µs after shock 
breakout. Individual peaks, fit to the spectrum, are 
shown in red at the bottom of the figure, with the 
complete multipeak fit shown in blue. Table 2 identi-
fies the peaks shown in the figure alongside peak 
locations derived from Al flame spectra (Mamen 
2005) and imbedded aluminum particles in PBX 
explosives (Miller 2004). Note that the peak positions 
shift slightly to higher wavelengths with increasing 
temperature, and the PBX spectrum is at the high 

temperature of explosive products (~3500 K). These 
emission lines are from transitions between different 
electronic states (AlO (B2Σ+ → X2Σ+)) with each of the 
five peaks representing transitions between different 
vibrational levels with quantum number v. Rotational 
fine structure within each peak is unresolvable given 
the resolution (~10 nm) of this system. Based on the 
spectroscopic analysis, our findings clearly indicate 
that the aluminum ejecta are reacting chemically  
with the background oxygen gas.

Time-Resolved Experiments

The spectrum in Figure 4 was taken with a fiber 
situated normal to the shocked surface, collecting 
light from the complete jet and shocked surface 
simultaneously. The AlO and other radiant, emissive 
materials in this situation were at a variety of temper-
atures (see Figure 2 for theoretical details on the 
temperatures of various features in jets).

In order to better understand the combustion 
process, we performed two experiments that used a 
spectrally resolved streak camera recording system. 
This system was composed of a Hamamatsu C1587 
temporal disperser, an M1953 slow-speed streak unit, 
a C4742-95 digital camera, and a 0.5 m Jarrell-Ash 
spectrometer with a 150 grooves/mm diffraction  
grating. A 3:1 reducing lens imaged the diffraction 
spectrum from a 600 µm collection fiber on the  
streak photocathode, giving a spectral range of  
~460–700 nm, which was calibrated using two diode 

Table 2. Emission spectrum �t locations and standard deviations from Figure 4. For comparison, �ame-spectra peak 
locations from Mamen (2005) and PBX experiments (Miller 2004) are also listed

Peak Line Source
Location  

(nm) σ
Flame  

Spectra (nm)
PBX  

Spectra (nm)

0 Al (3P-4S) 393.7 3.9 — 395.0

3 AlO (B2Σ+ → X2Σ+) Δv = 2 454.5 0.7 — 457.2

4 (A) AlO Δv = 1 469.9 0.3 464.4 472.1

5 (B) AlO Δv = 0 488.5 0.2 486.6 489.9

6 (C) AlO Δv = −1 516.2 0.1 507.9 517.7

7 AlO Δv = −2 544.1 0.2 — —

9 Na (3S-3P) 589.2 0.1 590.0 —
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Figure 2. CTH predictions of jet velocities and temperatures for two experimental groove 
geometries were produced using blade-electrical discharge machining (EDM) (small groove at  
0.05 cm) and microtooling (large groove with shoulders at 0.15 cm) of experiments 120815  
and 120418, respectively. (a) A pressure pro�le prior to breakout (arbitrary color scale), and  
(b) and (c) material temperatures in Kelvin at two later times (temperature scale at far right).

Figure 3. Images (frame 5 of 9) of light emission in the band from 450 to 550 nm for two experiments (120815 and 
120411_1) similar to the model calculations in Figure 2. These images were taken about 1.1 µs after shock arrival  
at the surface. The dashed white line indicates the location of the aluminum target surface.
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lasers of known wavelengths at 408 and 635 nm. 
We also implemented changes to our sample prepa-
ration to reduce the amount of ejecta produced in 
order to see if we could observe time evolution of 
the AlO line emission, giving us information about 
reaction rates over several microseconds of record-
ing. We modified the tool from a Hylozoic electrical 
discharge machining (EDM) system, using a razor 
blade to etch a surface defect to a desired depth. 
The defect angle is fixed by the razor blade geometry, 
which is manufactured with high tolerances and 
reproducibility. Experiments 120810 and 120815 (see 
Table 1 for sample details) recorded the spectrum 
looking at first normal to the surface as we did with 
OMA experiments, and then perpendicular to the jet 
with a small (~1 mm) sample spot. Temporal profiles 
from the two shots are shown in Figure 5. The left 
figure shows light levels decreasing after a peak level 
near 9.5 µs. This may indicate cessation of material 
ejected from the surface, which is something our CTH 
calculations have suggested may be happening for 
small defects.

On shot 120810, our spectral streak measurements 
showed line emission from about 500 ns after shock-
arrival (at 6 µs) throughout the duration of the streak. 
To better resolve any temporal changes, we reconfig-

ured the probe that collects emission light to collect 
from the side of the jet front (Figure 5b) set 10 mm 
ahead of the aluminum surface. The temporal history 
of the collapsed spectral streak record is also shown 
in Figure 5, which agrees with the photodiode record. 

Figure 6 shows a collapsed integrated spectrum 
of light produced between 8 and 10 µs on experi-
ment 120815. Only three of the AlO lines are appar-
ent, and the fit peaks are shown for reference. The 
rotational-vibrational band intensity is temperature 
dependent, with states being populated due to colli-
sional excitation by a hot background gas. Relative 
amplitudes of these lines have been used to infer 
the temperature of the upper atmosphere from 
line emission from rocket propellant combustion 
by-products (Harang 1966). The relative amplitudes of 
the three peaks shown in Figure 6 (A/B and C/B) were 
used by Servaites (2001) to infer effective tempera-
tures of AlO combustion in CO2 and H2O based on a 
detailed molecular emission model (Colibaba-Evulet 
2000). Applying Servaites’ simplified analysis to our 
measured amplitude ratios, both ~0.5 ±0.15, gives an 
effective temperature of 3300 ±1000 K. This is consis-
tent with the temperatures within the shocked gas 
bow-wake as calculated by CTH (see Figure 2).

Figure 4. Corrected 
emission spectrum from 
experiment 120418 
showing line emission 
from aluminum jet 
combustion 2.7 µs 
after shock breakout. 
The blue curve is a 
multipeak �t of the full 
spectrum, and selected 
peaks from this �t are 
shown in red at the 
bottom of the �gure.
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Conclusion

Using spectroscopic techniques, we confirmed that 
combustion of aluminum ejecta in a mixed (10%  
O2/N2 balance) gas initiates at early times (within  
500 ns of jet formation). Prior work (Friedman 1962) 
at lower gas pressures indicated that combustion 
initiation of ~10 µm aluminum particles required 
hundreds of microseconds.

Figure 5. Temporal pro�les recorded with a diode detector (red) and by collapsing the streak record 
image to its time axis (black) for experiments (a) 120810 and (b) 120815. Shock arrives at the surface, 
producing a jet at 6 µs in both experiments. Inset images show placement of a �ber probe that 
collected emission light either end-on or from the edge (initially 10 mm ahead of aluminum).

Figure 6. Integrated spectrum from experiment 120815, 
with multipeak �t and three peaks. The relative amplitudes 
of peaks A, B, and C may be used to infer an e�ective 
temperature of the AlO.

We have developed a simple, reproducible technique 
for ejecta defect production using a razor-blade EDM 
process. This technique produces small amounts of 
ejecta, and our imaging and spectroscopic measure-
ments suggest that the ejecta is breaking up and 
becoming entrained in shocked gas bow-wake within 
the short (~6 μs) duration of our experiments. Next 
year, we will employ multi-exposure high-resolution 
imaging techniques to observe particle evolution on 
short time scales in both inert and reactive gases.
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The objective of this effort was to evaluate detector designs to improve gamma radiation detection 
capabilities applied to homeland security applications. Improvements in gamma radiation detection 
may also enhance capabilities in high-energy density physics and radiometry diagnostics in 
programmatic stockpile stewardship applications. In FY 2011 we identified a corporate partner to 
design a custom solid-state photomultiplier (SSPM) device capable of back-illuminated detection. 
A small pixel array was designed and wafer fabrication was completed. We also performed optical 
sensitivity tests on front-illuminated SSPMs. In FY 2012 we performed radiation resolution and 
sensitivity comparisons with scintillators on front-illuminated SSPM versus PMT detection. We 
also evaluated results from the SSPM wafer fabrication of FY 2011. Preparations were made 
to back-thin the SSPM device. This process is expected to be completed in early FY 2013.
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instruments, detectors & sensors

Background

We have been studying the current radiation detec-
tion standard of photomultiplier tube/scintillator 
technology. Initially, we pursued an adaptation of 
recent developments in hybrid CMOS image sensors. 
Our past experience with hybrid CMOS imagers 
applied to radiographic imaging (Douence 2005) led 
to investigation of back-illuminated CMOS detectors 
for radiation detection. Our concept is to develop a 
solid-state detector readout that will modernize 
optical and radiation detection into a new era of 
instrumentation. Photomultiplier tubes (PMTs) 
coupled to sodium iodide NaI:Tl are the most widely 
used gamma radiation detectors, and they have 
been the detection standard for over 50 years (Knoll 
2010). PMTs are available in a variety of sizes and can 
accommodate large-area gamma radiation detecting 
scintillators (Mukhopadhyay 2011). Solid-state radia-
tion detection has been shown to be competitive with 
PMT performance (Konnoff 2011), because it has the 
potential to improve detection sensitivity and reduce 
the footprint and power requirements for man-porta-
ble and remote monitoring systems. In previous 

attempts to back illuminate solid-state photomultipli-
ers (SSPMs), performance suffered from poor charge 
collection efficiency in the silicon pixel (Stapels 2009). 
Our design attempts to improve detector quantum 
efficiency and pixel charge collection efficiency.

Project

To design and fabricate our back-thinned (BT) 
detector, we partnered with Radiation Monitoring 
Devices, Inc. (RMD). We developed a basic system 
performance model to evaluate potential perfor-
mance gains with this concept. RMD completed the 
SSPM detailed design and wafer fabrication of the 
pixel array (Baker, 2011, 2012). This FY 2012 effort 
supported evaluation of the test pixels fabricated in 
the wafer run, and back-thinning for evaluation of 
back-illuminated performance and comparison of the 
radiation detection performance of traditional PMT 
detectors with standard front-illuminated SSPMs.
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Detector Readout Solid-State Photomultiplier 
(SSPM) Concept

Detection schemes employing both front-illumination 
and back-illumination are compared to traditional 
PMT detection in Figure 1. Our concept was based 
on a number of potential advantages unique to 
back-thinned SSPMs. The emission spectrum of the 
scintillation material and the absorption spectrum of 
the readout overlap better, a feature crucial for high 

radiation detection efficiency. The quantum efficiency 
(QE) of back-illuminated silicon is well matched to the 
spectral emission of thallium-doped cesium iodide 
(CsI:Tl). SSPM Geiger mode gain on the order of 
~106 is similiar to traditional PMTs. This combination 
predicts a potential for 10X improvement in detection 
sensitivity. Additionally, PMTs operate at high voltages 

Figure 1. (left) SSPM detector pixel layout compared to PMT detection scheme and (right) a PMT (large tube) with three 
SSPMs resting on its top and a smaller PMT (upper left corner)

Figure 2. Detector spectral 
response (squares) is 
compared to scintillator 
spectral emission of CsI:Tl 
(circles). Back-thinned 
CCD QE is superior to 
current PMT photocathode 
response for detection of 
blue or green scintillators. 
The standard SSPM e�ective 
QE is front-illumination 
pixel QE × �ll factor. The 
back-illuminated detector 
�ll factor is expected to be 
100%; the front-illuminated 
�ll factor is ~40%.
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and solid-state detectors operate at low voltages, 
thereby negating power and safety concerns. Finally, 
the small form factor of the SSPM could allow for a 
more compact instrument.

Detector Performance Model 

In Figure 2, detector spectral response is compared  
to the scintillator spectral emission of CsI:Tl, graphi-
cally illustrating the significantly higher quantum 
efficiency of back-thinned CCD relative to current 
PMT photocathode response for detection of typical 
blue or green scintillators.

A number of parameters were used in modeling 
system performance. For modeling the detection 
system, we used scintillator absorption efficiency, 
volume, and spectral emission. For the readout, 
we used optical QE, gain, sensitivity, and area. We 
limited this detection model to the variable scintil-
lator and readout components for basic sensitivity 
comparisons.

The figure-of-merit performance model illustrated 
in Figure 3 is used for first-order approximation of 
detection efficiency. Sample results are shown in 
Table 1. CsI:Tl has higher radiation-to-photon conver-
sion efficiency, rendering it interesting relative to 
detection sensitivity, but a longer decay time, poten-
tially limiting energy resolution. Photo detector 
efficiency (PDE) is the combination of detector QE 
and fill factor.

Visible Light Measurements

This year we collected standard front-side SSPMs and 
PMTs for comparison of sensitivity with visible light, 
simulating scintillator spectral emission. The PMTs, 
loaned from the NSTec Remote Sensing Laboratory, 
were representative of field radiation detection units. 
SSPMs were purchased from SensL of Ireland.

Figure 3. Detector model using MCNP output

Table 1. Detection �gure of merit

Isotope
Energy 
(keV) Scintillator Readout QE Fill Factor PDE

Figure of 
Merit

Signal  
Ratio

137Cs 662 NaI:Tl PMT 0.2 1 0.20 2,983 1
137Cs 662 Csl:Tl SSPM 0.4 0.4 0.16 5,087 1.7
137Cs 662 Csl:Tl BT-SSPM 0.95 1 0.95 30,203 10.1
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Figure 4 compares detector sensitivity in amps per 
watt (A/W) of a front-illuminated SSPM to three 
varieties of field PMT tubes. Each detector was 
flood-illuminated with a blue LED array to provide a 
uniform pulsed illumination over the detector area. 
The detection area of each detector was accounted 
for to calculate detector responsivity (A/W). The 
signal was measured over a range of input light from 
detector noise level through saturation. The SSPM 
is shown to operate over a lower range of input 
light collected, indicating high sensitivity relative to 
the PMTs. The input power (watts) can be directly 
related to the scintillator radiation-to-light conversion 
efficiency.

Sensor Development

It is challenging to design and manufacture back-
illuminated SSPM devices, both in the pixel design 
for efficient charge collection and executing the back-
thinning process itself. Pixel design for back-illumi-
nation requires modification from front-illuminated 
designs. Some design/process modifications have 
been incorporated at RMD to improve front-surface 
QE. Post-processing to reduce the oxide thickness 
over the Geiger photodiode elements has produced 

what appears to be measurable improvement in 
the QE of the SSPM, in preliminary measurements. 
This QE improvement is most significant at blue 
wavelengths.

Earlier back-illumination experiments indicate that 
a near 100% fill factor is possible (Stapels 2009). 
Back-thinning silicon can allow appropriate surface 
treatments to achieve high QEs: green wavelengths 
can reach 90% QE. Back-thinned devices thus far 
have shown improved spatial collection, but have 
not shown improved charge collection from back 
illumination. 

We have worked with RMD to develop a series of 
prototype designs to test pixel design performance. 
Approximately 40 chips with 24 small test arrays per 
chip (Figure 5) have been fabricated for evaluation. 
Fabrication of BT components in small quantities 
requires a thinning process on the sensor die after 
the wafer process. The prototype devices in Figure 6 
show the pixel design regions that exhibit Geiger 
mode operation. Unfortunately the back-thinned 
devices were not available in time to test, and 
further work will be necessary to complete detector 
manufacturing and evaluate performance.

Figure 4. Plot of signal vs 
photons collected. The 
signal input is photons 
collected in the detector 
area. High-gain, low-noise 
SSPMs exhibit better 
sensitivity than larger-area 
PMTs. The front-illuminated 
SSPMs exhibit more signal 
volts per photon collected 
than some of the PMTs 
used for this comparison. 
The units of photons 
directly relate to the 
scintillator radiation-to-
light conversion e�ciency 
(photons/keVγ). 
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Radiation Detection Comparisons

We performed many radiation-detection tests to 
compare the front-side SSPM detection to PMT detec-
tion. We performed several laboratory tests with a 
low-activity 137Cs, 5.1 µCi button source, recording 
energy spectra on an Amptek Pocket multichannel 
analyzer. The PMT was coupled with a NaI:Tl scintil-
lator and the SSPM was coupled with CsI:Tl. For our 

low-activity source, we recorded signals at a close 
distance of 10 cm to lower integration times.

Figure 5. CMOS layout of test structures of Geiger photodiodes and photodiode arrays. The die is 2 × 5 mm and is 
surrounded by 50-micron contact pads. The designations pn# and np# identify the speci�c pixel design; a sample 
design is shown in Figure 6. The rectangular shape of the chip allows the maximum number of contact pads, and  
thus the maximum number of test structures. Table 2 shows RMD measurement of pixel characteristics.

Figure 6. (a) Current–voltage plot indicating Geiger mode operation of pixel design pn6, and (b) the pixel layout

Table 2. RMD pixel characteristics 

Pixel size 3 x 3 mm

Quenching resistance 139.9 to 143.7 K ohm

Series resistance ~230 ohm
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Figure 7 shows the SensL SSPM used in our detec-
tion comparisons. Some tests were performed with 
the pixelated scintillator shown here; those results 
appeared to be susceptible to tight alignment 
constraints. We felt a better coupling mechanism for 
pixel alignment was needed to record dependable 
results.

Figure 8, with monolithic CsI, shows the relative 
energy spectra in the SSPM, comparing detection of 
using a 20 mm thick scintillator to that using a 40 mm 
thick CsI:Tl scintillator. The signal counts are normal-
ized to a common integration time of 9000 seconds 
to show relative signal level over the same integra-
tion period. The 20 mm thick CsI shows better energy 
resolution, indicated by the narrower FWHM in the 
energy peak. Shaping time in the amplifier gain stage 

was tested at 3 µs and 6 µs for the longish 1.2 µs 
decay CsI:Tl scintillator. The 40 mm thick CsI detec-
tion appears to suffer from detector pileup at either 
integration time, as described in Knoll (2011).

The background-corrected energy spectra in Figure 9 
compare radiation detection ability of the SSPM 
and the PMT. Their energy resolutions at 662 keV 
appear to be very similar. The SSPM required more 
time to build the 137Cs spectrum signature, but the 
PMT detector suffered significantly higher Compton 
scattering continua. The NaI scintillator is packaged 
in an aluminum housing, which may increase the 
Compton scattering seen with this detector vs the CsI 
(encapsulated in white epoxy). The high level of the 
Compton edge in the PMT signal more strongly masks 
the low-energy 32 keV 137Cs line, while the SSPM 
required longer integrations to build the signature. 
The slower signal buildup in the SSPM detector made 
it difficult to record the very low activity source, 
such as a 40K, 1.42 MeV line of salt substitute, which 
was seen with several hour−long integrations by the 
NaI:Tl/PMT detector during project tests.

For the detector performance (Knoll 2010, Quam 
2010) in Table 3, we calculate energy resolution, 
intrinsic detection efficiency, and minimum detect-
able activity (MDA) as follows:

Figure 7. Sample 4 × 4 CsI:Tl scintillator array with 3 × 3 mm 
pixels, 40 mm long with 4 × 4 SSPM readout

Figure 8. SSPM recording of 
137Cs energy spectrum with 
20 mm and 40 mm CsI:Tl 
scintillators. The 20 mm 
CsI shows better energy 
resolution. The integration 
times for signal and 
background are shown in 
thousands of seconds (ks).
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(1)

(2)

(3)

Intrinsic peak detection efficiency (εip) is pulses per 
second detected per gamma incident on the detector 
face. Ni is the total number of pulses detected above 
background in the energy peak full width to 1/20th of 
the peak count level. Signal integration time (ti) was 
varied by detector; we integrated signals long enough 
to record over 1000 counts in the peak. Activity is 
given in curies (Ci), 1 Ci = 3.7 × 1010 (disintegrations 
per second); yield for 137Cs 662 keV is 0.852 gamma 
photons emitted per disintegration. Detector collec-
tion solid angle Ω ~= Ad/d2; detector area (Ad) divided 
by distance from source to detector face; d = 10 cm 
for each detector.

MDA is presented in μCi at distance d and time t; σb, 
the standard deviation of the background counts per 
second, is given by the square root of the number of 
counts in the background counts for Gaussian noise 
distribution. We specify MDA at 3σb for false alarm 
rejection of 99.7%.

Conclusion

For this project, the SSPM showed better optical 
and radiation sensitivity than PMTs used. The room-
temperature, front-illuminated SSPM tested had 
slightly more noise in signal levels, reflected in the 
somewhat worse energy resolution and MDA, but 
the high sensitivity and gain of the SSPM show 
better overall peak detection efficiency. The overall 
sensitivity to lower signals appears to allow the 
SSPM to record better statistics in the lower energy 
range below a few hundred keV. The SSPM provided 
adequate identification of the 32 keV line of the 137Cs 

Table 3. Radiation detection comparison. MDA at 10 cm and 1 second. 137Cs photon yield = 0.852 for 662 keV.

Isotope
Energy 
(keV)

Activity 
(µCi) Scintillator Thickness

Detector 
Area (cm2) Readout

Energy 
Resolution

Peak 
E�ciency

MDA 
(Ci)

137Cs 662 5.1 NaI:Tl 25.4 mm 5.06 PMT 9.1% 0.110 1.66E–09
137Cs 662 5.1 CsI:Tl 20 mm 1.44 SSPM 11.3% 0.120 4.92E–09
137Cs 662 5.1 CsI:Tl 40 mm 1.44 SSPM 14.5% 0.095 9.57E–09

Figure 9. Energy spectra 
recordings comparing 
SSPM results with PMT
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source. For this comparison the PMT detector had 
3.5X larger detector face area, providing an advan-
tage in reporting energy resolution and MDA. This  
1" PMT also had the highest sensitivity when 
compared to the ½" and 2" PMTs. This further 
emphasizes the impressive peak efficiency of the 
SSPM. We have not yet received the BT components 
from RMD, but hope to report their performance in 
the coming months.

SSPMs will surely develop into an important tool for 
radiation detection. They show promise in areas of 
active field surveillance, and in real-time dosimeters 
and remote monitoring devices. Using SSPMs will 
potentially reduce package size and power require-
ments in field deployment systems. Future work may 
investigate the performance of cooled SSPM detec-
tors, as we suspect sensor cooling to ~10°C would 
greatly reduce thermal noise and improve sensitivity.
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Pulse-Mode Spiral Neutron Detector
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The spiral neutron detector (SND), developed in FY 2011, was built to detect thermal neutron 
radiation from special nuclear materials. The SND used 10B, a replacement for 3He, and 
employed a scalable concentric spiral design that uses thin (~1 mm) spiral layers, multiple 
windings, and large surface areas to enhance the overall detection sensitivity. However, the 
SND was not optimized for low thermal neutron fluxes and where radiation noise can reduce 
the signal noise ratio. To improve upon the design in the “pulse mode,” we investigated how 
to incorporate wire mesh layers into the SND. A wire grid can improve the time resolution 
of the detector and, in the proportional regime, enables the intrinsic amplification of weak 
signals. Two gridded spiral detectors were successfully built but not tested. However, 
preliminary tests with a planar configuration of the spiral detector components show that 
when a mesh is used, pulse heights can be amplified 14% over the ungridded case.

1 berninmj@nv.doe.gov, 505-663-2032 
a Los Alamos Operations; b Former Los Alamos Operations employee; c University of Nevada, Las Vegas

material studies & techniques

Background

The fundamental mode of the ungridded spiral 
neutron detector (SND) (Berninger 2012) was the 
“pulse mode” in which each unit of radiation that 
interacted in the detector was counted. These radia-
tion interactions occurred when a 10B atom, excited 
by a thermal neutron capture, emitted energetic 
alpha and 7Li particles that ionized a gas along a track 
in the SND. The time resolution, energy resolution, 
and signal-to-noise ratio in the SND were limited by 
a number of factors. The ionization clouds created 
separate electron and ion signal pulses on the 
opposite foil electrodes, but the pulses superimposed 
in the counting circuit, and they were measured as 
a single time-stretched (~ms) pulse. This superposi-
tion lowered the time resolution of the detector. The 
energy resolution of the detector was diminished 
because the amplitude and timing of the ion pulses 
depended on the location and directions of the 
ionization tracks in the detector. Additionally, the 
distance between the electrodes was large enough 
to prohibit the SND from operating in the so-called 

“proportional” regime (Figure 1); thus, the ability of 
the detector to isolate the alpha signal from environ-
ments with significant background radiation noise 
was limited.

Figure 1. A schematic plot of voltage amplitude vs applied 
voltage for an event that ionizes a gas and the electron cloud 
is measured as an electrical pulse height. The proportional 
regime occurs with applied voltages above the plateau that 
signi�es minimal e�ects from charge recombination.
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The principal goal of creating a spiral-shaped neutron 
detector rather than simply stacking planar layers is 
to increase the amount of enriched 10B in a volume. 
For a spiral whose foils measure 5 × 33 cm where  
one foil is coated on two sides with 1 μm thick  
layers of 10B, accounting for losses at the edge, 
we obtain 67 mg of 10B. A detector constructed of 
stacked planar disks with the same layer spacing and 
the same cylindrical volume would contain 60 mg 
of 10B. Therefore, a spiral could ideally include 10% 
more boron than a cylindrical detector with stacking 
planes.

Theory

When a 10B atom captures a thermal neutron, it 
undergoes a 10B(n,α) reaction (cross section of  
3840 barns) (Sutton 1947, Garber 1976). The 10B 
nucleus becomes 11B, which is highly unstable  
and quickly decays with the following process:  
10B + 1n → (7Li + γ) + α. The α-particle has energy  
Eα = 1.47 MeV, the 7Li atom has 840 keV kinetic 
energy, and the gamma has 480 keV of energy 
(McGregor 2000). 

The neutron capture is detected when the alpha and 
the 7Li particle ionizes a gas such as argon (Ar). Due 
to its small cross section with the gas, the gamma 
passes largely undetected through the detector and 
contributes only to the background signal. It takes 
25.4 eV of energy to ionize an Ar atom (Fermi 1949). 
The number of electrons liberated in the ionization 
process is directly proportional to the energy of the 
α-particle or 7Li. A 1.47 α-particle will generate about 
40,000 electron and ion pairs if all of its energy goes 
into ionizing a volume of Ar gas. This charge produces 
a triangular ~1 nA current pulse that typically flows 
through a resistor and generates a voltage pulse in 
the counting circuit. The amplitude of the voltage 
pulse, proportional to the energy deposited in the 
gas, is then recorded with a pulse-height spectrum.

To identify the proper wire grid for the chamber, we 
used a gridded ion chamber theory (Bunemann 1949) 
to analyze the SND with various grid geometries 
and different voltage biases on opposite sides of 
the grid. The graph in Figure 2 plots the detector 

Our objective was to improve the SND’s ability to 
measure thermal neutron signals in the pulse mode 
by converting the SND to a gridded detector. Wire 
grids (or meshes), long known to enhance the opera-
tion of vacuum tubes, photomultiplier tubes, and 
ion chambers for specific applications (Sharpe 1964, 
Knoll 2010), were installed in the SND to improve the 
detector’s time response and allow the detector to 
operate in the proportional regime.

The primary advantage of placing a grid between the 
electrodes of the detector is that it creates a virtual 
ground. This ground plane improves the detector in 
two ways: it screens the ion component of the signal, 
and it masks the initial location of the source track 
due to the fact that the signal does not start to form 
on the charge-collection electrode until the charge 
cloud crosses the grid. The net result is a faster 
response time and some modification of the signal 
bandwidth that improves counting statistics. The 
counting efficiency of the detector is often reduced 
by the lower transparency of the mesh.

Another advantage is that the close proximity of 
the mesh and collector can magnify the effect of 
the voltage bias used to collect the signal, allowing 
the detector to better distinguish the pulses from 
background radiation and other sources of noise. 
When the fields are strong enough, the drifting free 
electrons obtain enough kinetic energy to ionize 
additional gas atoms, creating the conditions for an 
electron avalanche, which amplifies (multiplies) the 
amplitude of the charge pulse and allows the detec-
tor to operate in the proportional regime.

The SND project was motivated by the need to detect 
neutrons with a material alternative to 3He, of which 
there is a dwindling supply. Candidates for a replace-
ment material were 6Li, 10B, and Gd. 6Li and Gd are 
typically used in powder form and doped into scintil-
lators that have trouble discriminating gamma rays. 
Although it is not as efficient as 6Li and Gd for captur-
ing neutrons, 10B was chosen because it is readily 
available from suppliers and can be coated onto 
surfaces with different geometries and porosities.
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inefficiency—how much signal is blocked by a particu-
lar grid geometry—versus the efficiency of the electri-
cal fields for causing a fraction of the electrons to 
bypass the grid. Each point on the graph represents 
the efficiency-state of the detector for a different  
combination of parameters: mesh-hole size, wire 
diameter, distance between the mesh and collector, 
and ratio of the voltages on opposite sides of the  
grid. To operate in the proportional regime, it is 
necessary for the electrical fields to have a magnitude 
E ≥ 1 kV/mm. The orange circles in Figure 2 represent 
the specific cases where the efficiency of the detec-
tor is maximized and the field strength between the 
mesh and collector is greater than 1 kV/mm. Using 
these more optimal parameters, we built detectors 
with grids whose predicted inefficiency was σ = 0.1, 
the voltage ratio was 1.5, and the field strength would 
be about 1.2 kV/mm.

Project

The goals were to determine how to best incorporate 
wire mesh layers in a spiral thermal-neutron detec-
tor, and then verify improvements with the detector 
performance. 

After the optimized mesh parameters had been 
identified with the gridded detector theory, we 
prepared two grids. The grids were fabricated by 

Buckbee-Mears Co. using nickel wire. The first mesh 
had a square-hole pattern with 0.06 mm diameter 
wires and holes 0.5 mm on each side; it was 80% 
transparent. When placed 1 mm from the collec-
tor and biased with a voltage ratio of 1.5 such that 
the field strength E = 1.2 kV/mm, the predicted 
inefficiency was σ = 0.1. The second mesh also had 
a square-hole pattern with 0.11 mm diameter wires 
and holes 1.2 mm on each side, but this mesh was 
83% transparent. When located 1 mm from the 
collector with a bias ratio of 1.5, the field strength 
was also E = 1.2 kV/mm, but the gridded detector 
theory predicted the detector would have an ineffi-
ciency of σ = 0.24.

The gridded spiral was assembled as follows: Two 
swatches of mesh were cut 30 cm long by 5 cm wide. 
Two titanium foils 33 cm long by 5 cm wide and  
50 μm thick were also prepared for each spiral.  
A wire lead was soldered to each of the foils and 
meshes. One of the titanium foils remained bare.  
The other titanium foil was coated (by Ktech, Inc.) 
with a layer of enriched 10B on two sides, using a 
300°C electron-beam coating technique. Three differ-
ent thicknesses were deposited: 225 nm, 500 nm, and  
1 µm. This report does not review data collected  
with the different thicknesses of the 10B coatings.  
We also experimented with coating boron onto differ-
ent metallic substrates: titanium, aluminum, and 

Figure 2. A plot of the �eld-
line e�ciency vs the geometric 
ine�ciency in the SND for a  
number of voltage ratios and  
grid geometries. The red line 
is the threshold for achieving 
optimal �eld-line e�ciency. The 
orange circles represent the cases 
where the SND can minimize the 
ine�ciency of the detector while 
still achieving the proportional 
regime.
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copper. Each metal proved to be a good substrate 
for the boron. The coatings had a dark grey or black 
appearance (Figure 3), and they did not flake in a 90° 
bend test, but they could be scratched or rubbed off 
the substrate if enough force was applied. The copper 
and aluminum foils tended to be soft and developed 
numerous dimple and wrinkle defects. In a high-
voltage application, these defects collect field lines 
that increase the chances of an uncontrolled electri-
cal breakdown in the detector gas that would eclipse 
the neutron signal. The titanium foil was stiffer and 
remained very smooth. Once spiraled, the titanium 
had a tendency to sag more, due to its higher tensile 
strength.

A number of spacer techniques were attempted 
(Figure 4): spiral frames, permanent spacers with 
arrays of holes, small strips of Kapton laid out side  
by side like a “bamboo blind,” and ribbons made  

with shoestring. The most successful technique 
used three layers of shoestring ribbons. The other 
techniques failed for various reasons. A number of 
rapid prototype 3-D printers were employed to print 
spiral frames into which the foils could be slid, but 
the edges were too sharp and would have scraped 
the boron coating off the foil. Two permanent 
0.5 mm thick Kapton sheets were fabricated with 
close-packed arrays of 0.25- and 0.125-inch holes. 
The Kapton, too brittle for the tight interior curves 
of the spiral, began to delaminate and poke holes 
through the mesh. Small Kapton strips, 1 mm thick, 
were laid out in a row and spiraled with the mesh 
and a shoestring ribbon. These spirals tended to be 
mechanically unstable, and the mesh sagged and 
collapsed once the strips were removed.

Using ribbons as spacers, we successfully built two 
spiral detectors with two mesh layers. Three ribbons 

Figure 3. The copper foils  
coated with 10B

Figure 4. (a) Spiral forms,  
(b) Kapton spacers with  
array of holes, (c) Kapton 
spacer strips in a “bamboo 
blind” con�guration, and  
(d) ribbons
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were necessary: one was 66 cm long by 5 cm wide 
and 2 mm thick; the other two were 33 cm long by 
5 cm wide and 1 mm thick. The spiral was created by 
stacking the foils and meshes with the spacers and 
clamping them together in a spindle. The stack was 
then wound around the spindle and secured with 
tape. After removing the spiraled assembly from the 
spindle, the spacer ribbon was removed, string by 
string, until about half the string was removed  
(Figure 5a). Then the “empty” end of the spiral was 
epoxied to a depth of about 3 mm. The remaining 
ribbon was removed, and the other end epoxied 
(Figure 5b). The distance between boron-coated 
foils and the mesh averaged 1.8 mm. The distance 
between the mesh and the collector foil was about 
0.8 mm on average. The total outside diameter of  
the detector was about 5 cm.

The epoxy used on the SND needed to be mechani-
cally strong enough to hold the foils and mesh 
together, and dielectrically strong enough to 
withstand biases greater than 1 kV without arcing  
and breaking down. The epoxy also had to be a 

dielectric insulator with resistivities on the order of 
1014 Ω-cm or greater to minimize leakage currents 
below a satisfactory level. At the time that the first 
gridded SNDs were fabricated, Duralco 4461 epoxy 
appeared to be the only epoxy that could satisfy all 
the mechanical and dielectric requirements. (It  
had a dielectric strength of 18 kΩ/mm with reputed 
resistivity of 1013 Ω-cm; however, measurements  
with an electrometer measured the resistivity at 
≥1.6 × 1014 Ω-cm.) Since building these detectors, 
we have identified another epoxy, Aremco 2318 
(dielectric strength 18 kΩ/mm with resistivity 1015 
Ω-cm), that could potentially be a better candidate to 
use in building the detectors. The primary drawback 
with using epoxies is that variable mixing and curing 
conditions can cause the epoxy properties to change 
significantly from one batch to the next.

The SND is not structurally sensitive to high pressure; 
yet, the chamber around the SND must be able to 
withstand pressures up to 250 psi (this includes a 
safety margin—operating pressures were below  
200 psi). The challenge with building a high-pressure 

Figure 5. The spiral assembly 
at two di�erent stages: (a) 
after 1/3 of the spacer ribbon 
was removed and (b) after all 
the ribbon was removed. The 
uniformity of the spacing is 
remarkable considering the 
complexity of the layering 
and the lack of mechanical 
strength in the mesh.

Figure 6. (a) A cutaway 
view of the high-voltage 
feedthrough. The housing 
was grounded and the center 
of the tube was plugged with 
Macor. (b) A feedthrough 
after construction.



52

instruments, detectors & sensorssdrd fy 2012

chamber was to design and test a high-voltage 
feedthrough (Figure 6) that would hold the required 
pressure and meet stringent electrical requirements 
for minimizing leakage current with its associated 
noise. The feedthrough materials were required 
to have a dielectric strength of 19 kΩ/mm with 
resistivity 1016 Ω-cm. Two materials satisfied these 
requirements: Aremco 2315 epoxy (19 kΩ/mm with 
resistivity 1016 Ω-cm) and Corning’s Macor ceramic 
(31 kΩ/mm with resistivity 1016 Ω-cm). Wire-to-wire 
distances were optimized to reduce field strengths 
on the metal surfaces and to provide additional noise 
shielding; the feedthrough was designed with a guard 
ring. In Figure 6a, the light grey plug was made of 
Macor, the guard-ring tube was made of brass, the 
gaps were backfilled with Aremco epoxy, and the 
housing was stainless steel.

Microphonic noise is electrical noise caused by 
mechanical vibrations. Gridded chambers are 
especially prone to microphonic noise because the 
meshes have less mechanical stability than continu-
ous foils, and they tend to vibrate like a drumhead 
when the ion chamber experiences even slight 
mechanical disturbances (footsteps and sounds). 
These vibrations cause the electrical fields in the 
detector to fluctuate, which in turn appears as 
low-frequency noise pulses on the counting circuit. 
This form of noise is mitigated in the SND in the 
following ways: (1) the long narrow shape of the 
foils causes the energy in the mechanical vibrations 
to be weighted with the lower frequencies that are 
more easily filtered, (2) the vibration amplitudes are 
damped due to the tensioning caused by the spiral 

curvature, and (3) the long edges of the foils are fixed 
with epoxy. Microphonic noise was further dimin-
ished by placing the ion chamber on a piece of foam.

Preliminary Tests

Technical difficulties arose while constructing the ion 
chamber, and we were unable to collect data with 
the gridded SNDs, but preliminary tests on the detec-
tor components prior to spiraling showed that the 
gridded SND can operate in the proportional regime.

In these tests, the SND foils and meshes were laid 
out in a flat configuration inside a box ion chamber 
(Figure 7). The mesh with larger transparency and 
holes, σ = 0.24, was installed in the detector in a 
stainless steel frame. Different thicknesses of G-10 
spacers (dielectric strength 22 kV/mm and resistivity 
1016 Ω-cm) were used to place the mesh at differ-
ent distances between the 10B-coated (500 nm thick) 
foil and the uncoated signal collector. The data were 
collected with the 2 Ci PuBe source in Dr. Culbreth’s 
laboratory at the University of Nevada, Las Vegas.

A sketch of the electrical layout is shown in Figure 8. 
The detector was powered with a series of 300 V 
batteries (Eveready 493 NEDA 722). Great care was 
taken to design a power-supply circuit that would not 
fail if a short circuit occurred in the experiment. It 
was necessary to select passive electrical components 
that could withstand up to 900 VDC. An ORTEC 142IH 
preamplifier was used to precondition the signals 
because the pulses typically had a current of about  
1 nA, too small for a standard amplifier to amplify.  

Figure 7. (a) The box chamber is seen with interior exposed. The mesh was installed inside a stainless steel frame. (b) The 
detector was exposed to the source through a 25.4 mm diameter porthole. (c) The detector was placed on foam, and 
moderator blocks were stacked nearby to thermalize the fast neutrons from the PuBe source.
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A Canberra digital spectrum analyzer (DSA-1000) with 
a multichannel scaler (MCS) tallied the pulse-height 
spectrum. Data were displayed on a laptop.

To better demonstrate the effects of adding the  
mesh to the neutron detector, pulse-height data 
were collected before and after installing the grid 
(Figure 9). The ungridded pulse-height spectrum (red 
line) was a reference spectrum where the emitter 
and collector were biased with 324 V (emitter at the 
ground potential). After the mesh was installed  
1.5 mm away from the emitter (boron-coated foil) 
and 0.81 mm away from the collector, two sets of 
data were collected: first (green line) the detector 
was biased as in the ungridded case, and second 
(blue line) the detector had a more optimal (but not 

maximized) biasing scheme. The ungridded data  
(red) was much smoother than the gridded cases 
(green, blue) because the collection period was  
significantly longer.

The ungridded detector pulse-height spectrum 
(red line) shows two well-defined peaks; the taller 
peak centered on channel 92 is from α-particles 
(1.47 MeV). The energy resolution of the alpha peak 
is 20%. The 7Li peak (480 keV) centered on channel 
34 has an energy resolution of 70%, worse than the 
α-particle’s peak because 7Li loses a larger fraction of 
its kinetic energy while escaping the boron coating 
than its less massive partner. As seen in Figure 10, 
a bias of 324 V places the ungridded detector in the 
saturation-current regime where the pulse-height 
spectrum is relatively insensitive to the detector bias.

When the gridded detector was biased at 324 V 
while the mesh was disconnected, the pulse-height 
spectrum (green) was significantly altered from the 
ungridded case. Although the 7Li peak appeared in 
the same location (channel 34), the α-peak shifted 
to a lower position (channel 84); 10% below the ion 
saturation plateau (Figure 10). The α-peak shifted 
down because the angles of the alpha ionization 

Figure 8. A simpli�ed schematic of the wiring diagram for 
the gridded chamber

Figure 9. Pulse-height data without the mesh (red) were 
collected prior to installing the grid. A pulse-height 
spectrum (green) was collected after the grid was installed, 
but only the emitter and collector were biased; the mesh 
wire was left disconnected. Finally a pulse-height spectrum 
(blue) was collected with the mesh at ground. 

Figure 10. The locations of the peak channel for a range 
of biases without a mesh installed. The y-axis scales with 
the ampli�er gain in the MCS unit; therefore, it is arbitrary. 
However, the voltage dependence of the ion–current 
saturation plateau is insensitive to this ampli�er gain.  



54

instruments, detectors & sensorssdrd fy 2012

tracks were distributed more uniformly over 2π in the 
detector. Alpha tracks traveling nearly parallel with 
the emitter surface typically generated the largest 
pulse heights in the spectrum (i.e., counts in higher 
channels) because the ions did not interfere with the 
electron cloud as it drifted to the collection electrode, 
but the more perpendicular tracks did suffer from 
recombination and produce smaller-amplitude pulses. 
With the mesh installed, the parallel electron tracks 
were reduced by up to 24% while the pulse heights 
from the  perpendicular tracks were less affected. 
Thus, the high-energy side of the alpha peak was 
shifted to lower channels in a greater proportion than 
the low-energy side, and the net effect was that the 
entire peak was shifted to a lower channel by ~10%.

After connecting the mesh to ground and applying a 
net 805 V bias, the pulse-height spectrum (blue) was 
similar to the ungridded case, but the energy axis 
(channel number) was scaled-up by a factor of 1.14; 
this was the expected trend for a detector entering 
the proportional regime. This 14% gain is significant 
because it is much larger than the ~4% variation in 
pulse heights seen with the saturation plateau  
(Figure 10). In this case, the detector had a net field 
strength of 817 V/mm, which was strong enough to 
cause a small percentage of the drifting electrons 
to produce secondary ionizations near the collec-
tor. When biased at 800 V, the ungridded SND was 
still on the saturation plateau because it only had a 
field strength of 444 V/mm, too small to produce an 
electron-cascade effect.

Conclusion

In this project, wire grids were added to the SND 
to improve the time resolution of the detector and 
amplify weak signals in the proportional mode. 
Numerous challenges were encountered: high-voltage 
biases were applied over small distances (1‒3 mm), 
small signal levels <1 nA required special consider-
ation for minimizing noise, high pressures (250 psi) 
needed to be contained, and microphonic noise 
needed to be minimized. Two gridded spiral detec-
tors were successfully built. Preliminary tests with 
a planar configuration of the detector components 
show that when a mesh was used, pulse heights were 

amplified 14% over the ungridded case. These data 
strongly suggest that introducing a grid can cause the 
SND to operate in the proportional regime.
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We developed a metallization process to improve gated imagers by dramatically thickening the 
photocathode underlayment of fiber-optic faceplates without attenuating the incident light. 
Metal thickness was increased by as much as 1 µm (from the usual 50 Å) to a full skin depth of the 
driving electrical gate pulse, thereby allowing much greater charge conduction and ultrafast gate 
speed, even on large devices. The process we developed employed photolithographic methods of 
photoresist spin coating, exposure, and etching, but relied on the faceplate pattern itself as an 
inherent mask. A prototype 75 mm microchannel plate intensifier with an expected gate speed 
limited by drive signal, faster than 100 ps for low-impedance high-voltage drivers, was fabricated.
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Background

There is a growing demand for fast-gate, large-area 
imagers in several areas of actinide science, high-
energy density physics (Buckles 2012), and ignition 
diagnostics (Fittinghoff 2011), as well as in general 
high-energy, high-resolution gated particle detection 
(Beaulieu 2009). For example, high-resolution imaging 
with neutron time-of-flight spectral resolution can 
be greatly improved by faster gate speeds, which are 
presently limited to about 30 ns for 75 mm designs. 
Faster gate speeds offer better energy discrimination 
and the ability to use shorter drift times and smaller 
experiments (presently 28 meters at the National 
Ignition Facility [NIF]). 

Historically, nanosecond-gated imaging devices have 
been limited to small diameters (18 mm) and dimin-
ished quantum efficiency (<10%). Photocathode 
charging on this fast time scale requires more conduc-
tion than a thin (50 Å) film can allow, while thicker 
metal films attenuate the incident light beyond 
acceptable limits. Thick metal-mesh underlayments 
are a common fallback; they allow greater bulk 
conduction, with local charge distribution provided 

by the thin metal film. However, the mesh obscures 
the image data. One researcher (Thomas 1990) 
attempted to resolve this quandary toward the end 
of the nuclear testing era by fabricating a honeycomb 
mesh embedded around the individual fiber-optic 
elements that blocks none of the light and is invisible 
in the image. However, the demand for fast, high-
resolution tubes suddenly ceased, and the work was 
discontinued, until today.

Our aim is to improve on Thomas’ process, apply-
ing it toward a large-format gated imager. The photo 
processing, although seemingly straightforward, 
contains nontrivial limits on contrast, exposure, 
processing times, and metallization techniques. 
Although Thomas’ photo processing was a totally 
subtractive one using an acid etch, we find greater 
contrast with a combined subtractive and additive 
process, using negative photoresist techniques to 
employ metal channel shaping during the electroplat-
ing process. This microstructuring of the electron-
emitting cell provides some confinement and control 
over the electron ballistics and greater resolution in 
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a microchannel plate (MCP). For this reason, we have 
named this method the intagliated photocathode 
after Thomas’ analogous work on phosphor screens.

Project

Intagliated Photocathode Process

The intagliated concept uses a thick mesh gold 
electrode over a 5 µm core with 6 µm pitch in a 
hexagonal packing, commensurate with Incom 
BXI87-6 fiber faceplates. The gold can indeed be  
sharply intagliated as shown in Figure 1, by 
using the faceplate itself as the photo exposure 
mask. In this case, the light is incident from the 
front of the faceplate (bottom in the figure). The 

photo-development process is similar to semicon-
ductor and circuit techniques but without a masking 
and alignment step. Once the photoresist is exposed 
and developed, we proceed with metallization. Both 
additive and subtractive metallizations are used.

We also anticipate some ballistic focusing of the 
photoelectrons due to electric field lines, which must 
have a component radially inward on each cell. The 
effect can be beneficial in counteracting the resolu-
tion degradation inherent with MCP imagers. After 
conducting some field modeling, we concluded that 
the focusing is quite extreme, and that the ideal 
shape and thickness of the gold wall is somewhat 
apodized, about 1–2 µm thick. Figure 2 shows a 
finite element model (FEM) comparison between 

Figure 1. Intagliated 
photocathode concept:  
UV light exposes the top-
surface photoresist through  
the optic itself, eliminating a 
mask and providing a fully clear 
aperture for the incident light 
(bottom)

Figure 2. Photoelectron  
ballistic modeling with  
Comsol Multiphysics shows 
ideal collimation with 
trapezoidal wall pro�le (lower) 
and 1 µm thickness, as opposed 
to straight wall, which over-
focuses (upper)
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straight wall and trapezoidal wall profiles, where 
the beam from a straight-walled cell is over-focused 
and expanding across the photocathode‒MCP gap, 
while a trapezoidal cell has a longer softer focus and 
achieves collimation. Thicker meshes accentuate the 
over-focus and are unnecessary in terms of charge 
conduction, as the skin depth for gold is 2 µm at  
1 GHz.

The select method for achieving thicker metalliza-
tion involves electroplating onto a thin seed layer 
of nichrome and nickel. We typically deposit about 
10 and 50 Å of each, resulting in 50% light attenu-
ation. However, within the thick-webbed mesh, we 

require only a few atomic layers. Some metalliza-
tion is necessary to provide surface extraction of the 
photoelectrons, and the 10 Å tie coat is sufficient for 
good adhesion and surface field, without significantly 
attenuating the light transmission. However, plating 
shops prefer to have a 2000 Å (0.2 µm) seed layer, 
which is too thick for our application. Therefore, we 
undertook some plating simulations and found a 
shop to perform trial plating on samples we prepared 
with optically thin seed layers of 20, 30, 40, and 50 Å. 
Figures 3–5 show a Comsol Multiphysics calculation 
of the voltage and current distribution around a 50 Å 
thick gold layer on a glass substrate. For a relatively 
high-conductivity bath (20 Ω-cm resistivity, sea water 

Figure 3. Electroplating voltage distribution around 50 Å layer on 40 mm diameter glass optic in 20 Ω-cm 
bath resistivity (equivalent to sea water).

Figure 4. Current density along the optically thin layer, showing good uniformity, at 1 A/cm2 for a 1 V 
deposition. The sharp rise at the right is due to the electrode attachment and is a possible concern. The 
graininess of the simulation is due to the �nite cell size and was the best achievable given the huge aspect 
ratio in the �nite element simulation.
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equivalent), the field and current density is uniform 
and not overly large at the plating electrode, which 
can be insulated. However, the current density  
(1 A/cm2, at 1 V discharge) would require 10 hours  
to apply plating that is 1 µm thick.

The vendor, Inta Technologies of Santa Clara, found 
that it was difficult to electroplate on such a thin 
seed layer, even after making several plating adjust-
ments, and they did not complete all the samples. 
We tested the layer thickness of one electroplated 
sample and measured a 1500 Å gain, but it was not 
uniform. However, we are determined to find other 
methods to achieve a thicker seed layer, on the order 
of 1500–2000 Å before plating again.

We ran initial photoresist trials using a negative 
photoresist for metal buildup with two goals in mind: 
(1) optically thin tie coats and (2) trapezoidal wall 
profiles. By controlling the exposure of the resist, in 
principle, we could cause the cured thickness to be 
conical, cylindrical, or inverted conical with increasing 
exposure. The cured resist would build up over the 
fiber cores, and then the walls would be plated up 
around the resist. We leased a UV exposure source 
for the project with characteristic mercury-vapor-
lamp spectra (OAI model LS30/5). We expected 
enough power to transmit through the fiber-optic 

faceplates (attenuating below 400 nm), for exposures 
of a few seconds or more. We chose Transene PKP 
Type II Negative Photoresist, and we used PKP 
Thinner to determine the correct viscosity for our 1 
µm thickness. PKP Developer was used to rinse away 
the unexposed region of photoresist, and Transene 
NRR-001 Negative Photoresist Stripper was used to 
remove photoresist once the process was completed.

Figure 6 shows the class 100 cubicle laboratory setup 
for mixing, spin coating, and drying the photoresist. 
All chemicals were mixed in the filtered fumehood, 
and 2 mL of solution spun onto 40 mm optical 
substrate samples. The optics with photoresist were 
then baked for 20 minutes at 82°C, then slowly cooled 
to avoid cracking the optics. A spin-coating test was 
performed at 6000 rpm to ascertain the proper 
concentration of photoresist and thinner to produce 
a 0.5 µm and 1 µm layer thicknesses. Concentrations 
of 20%, 30%, 40%, 60%, and 100% (by volume) were 
mixed and placed into Erlenmeyer flasks for the 
trials. After baking, photoresist film thicknesses were 
measured using a Tecom profiler. Figure 7 shows 
the data plot along with regressions. A single power 
law fit is quite optimal below 70%, transitioning to 
exponential upwards toward 100% concentration. 
Concentrations of 60% and 40% seemed ideal targets 
for 1 µm and 0.5 µm thickness, respectively.

Figure 5. Current density along (bare) electrode path, the circular ring on the top outer edge in Figure 3. 
The spike at the left is a simulation error at a �eld convergence where the ring touches the surface, and 
should have zero �eld. The increase at the right is truly an increase in the �eld at the electrode outer 
diameter, and should be insulated.
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Next, a thickness versus spin speed experiment was 
performed to better refine the spin rates at specific 
concentrations. Figure 8 shows thickness for spin 
rates of 30% and 60% concentrations, respectively.  
A power law fit and second-order regression analysis 
were performed for each concentration. The error 
bars indicate random measurement error with the 
profiler, on the order of 100 nm. Later trials reduced 
the error with practice.

We anticipated an exposure length anywhere from 
2 to 200 seconds to achieve the proper exposure for 
the inverted conical resist profile. To limit the amount 
of samples needed to fine-tune the exposure, a linear 
stage was used as a sliding shutter, varying exposure 
across a test optic diameter. Using LabVIEW to control 
and document the different timed exposures and 
motion profile, we were able to quickly ascertain 
proper exposure time. Starting with a 1 µm thick layer 
of photoresist, a 10-second timed profile was found. 

Using the Tecom profiler we were able to measure 
the thickness of the resist and the height of the 
individual pillars. This was done with 300, 500, and 
800 nm thick samples as well. Yet, it was discovered 
that light scatters within the cladding and exposes the 
photoresist where we wish to deposit gold. As such, 
only a very short exposure could be used without 
exposing the cladding and limiting the thickness of 
the resist layer. The maximum exposure that left the 
cladding free of negative resist was only 2 seconds 
long at reduced power (10 mW/cm2) and would only 
create a 300 Å pillar. Any longer of an exposure would 
cure the photoresist in the cladding region, and we 
would not be successful using a multistep process 
with such thin coverage. Therefore, we adopted 
an alternative (positive resist) process to enhance 
the contrast between cladding and core; in making 
this change, we departed from the process used by 
Thomas (1990) and, we believe, improved it. 

Our second process was subtractive, starting with 
a uniform gold vapor deposition, a spin coating of 
positive resist, and relatively long UV exposures 
through the fiber core. We used AZ Materials AZ 1505 
Positive Photoresist to protect the gold deposition, 
and AZ 300 MIF Photoresist Developer to develop and 
rinse the exposed resist from above the fiber cores. 
The contrast between core and clad was greatly 
enhanced with thicker gold coatings and longer 
exposure. Based on past experiments it was known 
that blue and green light would still transmit thick 
layers but with significant attenuation. To experiment, 
we coated three optics with varied thicknesses of 

Figure 6. Clean room 
photo processing 
equipment included 
the (a) portable 
chemical fume hood, 
(b) photoresist spinner, 
and (c) process oven 

Figure 7. Thickness versus photoresist concentration at 
6000 rpm
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gold: 1000, 1500, and 2000 Å. The optics were coated 
with a 0.5 µm layer of positive photoresist and then 
exposed through the optics. The optic coated with 
1000 Å of gold was able to transmit enough light to 
pattern the optic within 22 minutes at full intensity. 
The thicker gold coatings required exposures of  
2 and 8 hours, respectively. However, we discovered 
 that too long a process would allow the resist to 
self-cure, even without exposure, leaving a thin 
skin of cured photoresist, which would clump, tear, 
or bubble instead of rinsing away, and damage the 
gold pattern. Once exposed, developed, and rinsed, 
we applied, for approximately 70 seconds, type TFA 
gold etchant, purchased from Transene Company. 
This would completely remove all gold from above 
the core region, leaving the photoresist-covered 
gold protected. The unexposed photoresist was then 

stripped with AZ KWIK STRIP, leaving just the gold 
honeycomb structure in the cladding regions (and the 
original nickel tie coating over the cores).

Figure 9 shows a resulting gold microstructure. The 
effort was quite successful in that a continuous thick 
film of gold could be deposited without obscuring 
the input light. However, we would desire a perfectly 
uniform honeycomb structure. We surmise the 
reason for the apparent defects are misshapen fibers 
in the glass fiber array, mostly at the boundaries of 
the hexagonal bundles, causing bright scattering 
spots. These misshaped fibers can be pressed so close 
to their neighboring fiber that the clad region almost 
disappears. Other bright spots exist as well, and one 
can see these visually in the glass, likely due to inter-
nal defects, but these spots only cover about 0.01% 

Figure 8. Thickness versus spin rate for (a) 30% and (b) 60% photoresist concentrations indicate the spin speed preferable 
for this work

Figure 9. Gold microstructure (a) broad view and (b) �ne view
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of the surface. The large holes appear to be defects 
in the gold coating process. The gold is significantly 
thinner in these areas, thereby allowing more light 
through during the photo exposure. These overex-
posed regions are then rinsed away, leaving a larger 
area for the etchant to remove the gold. We believe 
irregularities in the vapor deposition apparatus to be 
the culprit, but another possibility is surface contami-
nation. Given further effort, we believe the defects 
can be suppressed with optimal exposure, but the 
metallization should be fully functional as is.

The final microstructure with 1 µm thickness and 
trapezoidal wall profile should then be achieved 
with the negative resist process developed earlier. 
The 1000–2000 Å vapor deposited film provides 
the necessary contrast for exposing the negative 
resist just within the core, and exposure duration is 
no longer critical. During electroplating, the resist 
prevents gold from filling in the core holes and 
maintains optimum clearance and transmission.

Large Microchannel Plate Intensifiers (MCPIs) 
Design and Construction

Subnanosecond 50, 40, and 18 mm designs of large 
MCPIs were made in prior years, but a 75 mm MCPI 
has not been attempted. Legacy 75 mm intensifiers 
are proximity-focused diodes that cannot be gated, 
and due to their large area and 500 pF capacitance, 
they have no temporal specification. However,  
75 mm MCPIs, sold by Photek, Ltd., are currently 
used in large-area gated detection applications such 
as the NIF neutron imager. Faster speeds on the 
order of 1 ns are desired, and this project sought to 
demonstrate the high-speed concept with the most 
demanding load. Furthermore, it seemed simpler to 
start from scratch on a new design rather than adjust-
ing a work in progress. This also gave us a chance to 
correct some obvious mistakes in the existing larger 
tube designs.

One deficiency we have noted in commercial tubes 
is a strict adherence to form factor between quartz 
window designs and fiber-coupled designs in which 
the photocathode thickness is much thinner than 
the phosphor faceplate, leading to poor coupling 

and mechanical failure when butt-coupled to fiber-
optic systems. Partly, this is an oversight of the 
faceplate mechanical requirements, made correctly 
for quartz windows, but applied incorrectly to fiber 
faceplates. One cannot simply remove atmospheric 
deflection of the faceplate by repolishing. The physi-
cal coupling should add 1–2 psi and further distort 
the faceplate. Rather, one should adopt the same 
mechanical requirements for both the phosphor and 
photocathode faceplates. Therefore, we performed 
a stress analysis of the legacy 75 mm image intensi-
fier, using the FEM program Comsol Multiphysics. 
Figure 10 shows the calculated von Mises stress and 
deflection for our legacy 75 mm image intensifier 
for 16.7 psi loading (atmosphere + coupling force), 
and a net deflection of nearly 3 µs, which is several 

Figure 10. Stress analysis and de�ection of legacy 75 mm 
image intensi�er without the MCP, where (b) photocathode 
de�ection at center is 1 µm
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interference fringes. We repeated for 14.7 psi, reveal-
ing (Figure 11) a net loading deflection of 400 nm, 
a full wavelength. This seems slight, but surface 
flatness can be on the order of λ/10 with good polish-
ing. Coupling stability is even more important than 
actual deflection. To meet this stability requirement 
the phosphor faceplate specified in our new design 
has a thickness of ¾ inches (Figure 12).

Also noted in Figure 10b are high stress points in the 
glass. In fact the stress seems to exceed the yield 
stress, and could explain why leakage failure modes 
occur in large-area intensifiers, where helium leak 
detection has been noted around these points. To 
reduce the possibility of leakage, we thickened the 
ceramics and radiused the metal parts to take up the 
deflection without building up extreme stress.

The rest of the tube design, from the tabbed 
electrodes (for low-impedance parallel-plate trans-
mission line drive) to the spring-finger contact  
(Figure 13a) are fair extrapolations from a previous 
design; however, two improvements were made:  
(1) a thicker indium cup electrode to relieve the glass 
stress, and (2) a lower-profile MCP retainer ring, 
employing 00-90 countersunk flat-head socket cap 
screws, which should provide a flush MCP drive struc-
ture and eliminate parasitic resonances.

We made parts for three tube bodies expecting less 
than unity yield, but, remarkably, the tube bodies 
assembled without difficulty, and all three passed a 
leak check. Self-indexing parts, fixtures, and attention 
to tolerance stack-up are essential to achieving good 
yield. Figures 13b‒13d show the MCPI fixtures and 
parts in various stages of assembly. Aside from long 

Figure 11. Calculated de�ection 
curves of the older 75 mm 
intensi�er with thin photocathode 
faceplates. The phosphor is 
designed for �ber-optic butt-
coupling, but the photocathode is 
only intended for lens coupling.

Figure 12. Schematic of 75 mm 
MCPI faceplate LOP12-355-022, 
with ¾-inch thickness, designed  
for butt-coupling to �ber-optic 
system like the phosphor output
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delivery schedules, there were no difficulties in the 
construction.

The MCP was another area for improvement, and we 
chose to compare novel atomic layer deposition (ALD) 
microcapillary MCPs (Mane 2012) to conventional 
lead silicate MCPs. Figure 14 shows microscope views 
of two designs, a standard 60:1 aspect ratio and a 
46:1 aspect ratio, but both made from microcapillary 
with individually optimized conductive and second-
ary electron emission layers. Figure 15 is a conven-
tional lead-silicate glass MCP; an aspect of 60:1 was 
the only type we could purchase in the required 
diameter. Some advantages of ALD include higher 
gain and broader range of design parameters. The 
ALD MCP can be made quite large and thin as well 
without suffering from warping. Note, however, that 
the surface quality of the ALD MCPs could use some 
improvement, but we insisted on having them in time 
for the project completion, even though polishing 

was non-ideal. We intended to compare gain images 
in our phosphor test station, but could not obtain 
the phosphor welding heat sink fixture needed for 
assembly.

Conclusion

Great strides were made in developing a new 
intagliated process, which uses both positive and 
negative photoresists, vapor deposition, and electro-
plating. We completed the process on sample optics 
but not on the production faceplates. We designed 
and constructed a 75 mm MCPI body, incorporat-
ing the latest design advances for minimal faceplate 
deflection and wideband response. We also procured 
one standard and two advanced-prototype ALD MCPs 
for comparative tests in the three bodies. Further 
work will be required to complete the assembly of 
the processed photocathode and phosphor faceplates 
onto the tube bodies and test the gate speed. We 

Figure 13. The 75 mm MCPI (a) ceramic and metal parts, (b) graphite assembly �xture, (c) assembled parts, and 
(d) body parts in the hydrogen furnace 
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Figure 15. A conventional lead-silicate glass MCP, 60:1 L/D MCP (a) �ne and (b) broad views

Figure 14. Initial samples of ALD MCPs: (a) �ne and (b) broad views of 46:1 L/D, and (c) �ne and (d) broad views 
of 60:1 L/D. Later samples promise greatly improved polish and uniformity. 
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expect the large tubes to have subnanosecond 
response, only limited by drive current and propaga-
tion speed across the tube diameter.
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Time-Resolved Hyperspectral Fluorescence Spectroscopy using 
Frequency-Modulated Excitation—Applications
STL-41-12  |  Continued from FY 2011  |  Continuing in FY 2013  |  Year 2 of 3

Gene A. Capelle,1,a John Di Benedetto,a and Mary O'Neilla

During the first phase of this project in FY 2011, the use of modulated light sources and 
synchronous detection was demonstrated as an alternative to the use of pulsed-laser 
systems for time-resolved hyperspectral applications. An intensity-modulated excitation 
source was used together with a microchannel plate–intensified CCD detector gated at a 
slightly different frequency to generate a beat frequency. The addition of a spectrograph 
produced a hyperspectral data product where the resulting beat frequency can be detected 
with the low frame rate–CCD camera. The measured beat wave gives not only spectral data, 
but also information on the radiative lifetime of a particular emission feature. In FY 2012, 
we demonstrated the applicability of this new “optical lock-in” technique to several optical 
challenges in the Special Technologies Laboratory’s current suite of activities from the nuclear 
nonproliferation, work for others, and environmental portfolios. Specifically, we demonstrated 
applications in microscopic analysis, remote sensing measurements, and remote serial number 
detection. The results of these experiments are described and discussed in this report.

1 capellga@nv.doe.gov, 805-681-2252  
a Special Technologies Laboratory
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Background

Time-resolved systems are used for trace detec-
tion and/or identification in a multitude of applica-
tions (Lakowicz 2006). Time-resolved fluorescence 
spectroscopy techniques can generally be categorized 
as either time domain or frequency domain. For 
most remote sensing applications, pulsed-laser time 
domain systems are used. These systems require 
high peak-power lasers and short integration times 
to detect weak returns in high ambient light-level 
backgrounds. The second general approach towards 
fluorescence detection is based on frequency-domain 
techniques (Lakowicz 2006). Sine or square-wave 
intensity modulation of the excitation light causes a 
corresponding modulation of the returned fluores-
cence light that can be phase shifted and intensity 
demodulated relative to the excitation wave. 
Advantages over pulsed laser systems include greatly 

decreased nonlinear effects due to lower peak excita-
tion power; smaller size, weight, and power require-
ments; and excellent optical background rejection. 
Standard (and now commercially available) methods 
exist to detect frequency-modulated (FM) fluores-
cence spectra using a single detector. These systems 
can operate over a large frequency range, obtaining 
lifetimes in the picosecond range. However, they 
require a scanning monochromator and acquisition 
times unsuitable for remote sensing applications. In 
this work, the beat pattern for the entire spectrum 
was recorded over multiple CCD camera acquisitions, 
and the lifetime of the spectrally dispersed emission 
was calculated both from the phase shift and 
(independently) from the demodulation of the beat 
wave. The absolute phase shift was determined by 
measuring the phase shift of the emission spectrum 
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relative to the unshifted excitation peak that is also 
recorded through the spectrograph. The FM method 
described in this report records the modulation as 
a beat pattern generated when an excitation source 
and a spectral detector gate are operated at slightly 
different frequencies. As the excitation source and 
the detector gate slowly pass out of phase and then 
back into phase again, a beat wave is produced 
within multiple (wavelength versus intensity) images 
collected by the spectrograph/intensified CCD (ICCD). 
The beat pattern for the entire spectrum is recorded 
over multiple CCD camera acquisitions, and the 
lifetime of the spectrally dispersed emission can be 
calculated both from the phase shift and (indepen-
dently) from the demodulation of the beat wave. 

In the FY 2011 project (Di Benedetto 2012), the basic 
experimental technique was proven to work very 
well in the laboratory, and various algorithms and 
data processing techniques were tested, leading to 
the development of an effective method for extract-
ing the decay time of the material under study. 
This year, experimental efforts applied the new 
technique to three separate problems of interest 
that are part of NSTec’s current portfolio of business. 
First, the technique was applied to microscopic 
analysis of very small particles: part of the NA-22 
nonproliferation effort that requires identification 
of the emission characteristics (such as lifetime and 
emission spectrum). Second, and also part of the 
NA-22 nonproliferation effort, is detection/identifica-
tion (again through measurement of optical radia-
tive decay time and emission spectrum) of materials 
at large standoff distances (remote sensing). Third, 
and related to NA-22 safeguards and other efforts, 
is remote serial number detection (marking appli-
cations), specifically to demonstrate 3-D serialized 
codes (excitation/emission/lifetime) measured at a 
distance. Each of these applications is discussed.

Project

Theory

A detailed theoretical discussion may be found in the 
FY 2011 SDRD report (Di Benedetto 2012); however, 

a brief review follows. In most optical frequency 
domain systems, the primary method for determining 
the lifetime of a sample is to measure the phase shift 
and/or modulation of the fluorescence return with 
respect to the laser excitation. Figure 1 shows the 
change in depth of modulation and the phase shift 
of fluorescence relative to the excitation, where φ is 
the phase shift of fluorescence return relative to the 
excitation signal, ω is the modulation frequency in 
radians/second, τ is the lifetime in seconds, and m is 
the modulation, with signals as defined in Figure 1. 

The equations (Lakowicz 2006) used in determination 
of fluorescence lifetime from modulation and phase 
shift are

(1)

and

(2)

For our hyperspectral data, the phase shift of the 
beat wave at the fluorescence wavelength of interest 
is measured relative to the (unshifted) beat waveform 
at the excitation wavelength, 405 nm for the experi-
ments to be described.

Experiments

Figure 2 is a simplified schematic that represents the 
technique. All demonstrations carried out this year 
were variations on this schematic. The first demon-
stration uses a microscope between the exciter/
detector system, and the target and the distance 
is very small; the second demonstration uses a 
telescope between the exciter/detector system, and 
the distance is very large.

Microscopic Analysis

The first experimental demonstration was built 
around a Leica Ergolux AMC microscope with a  
10X objective. The microscope was modified to 
accept a 405 nm diode laser excitation source. The 
laser output beam was diffused (1500 grit diffuser) 
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just before injection by means of a 45° mirror reflec-
tive at 405 nm into the microscope’s optical path.
  
The beam was thereby ultimately imaged through  
the microscope objective and onto the sample slide. 
The laser light completely illuminated the field of 
view. The microscope had a flip mirror to allow  
light collected from the sample slide to be sent to 
port 1 (for viewing with the eye or a camera) or  
port 2. Parts were machined to allow a fiber-optic 
probe to be connected with an SMA905 connec-
tor and positioned at a real image plane in port 2 
(optics were placed at the port in front of the fiber). 
This fiber, a single 400 μm core fiber, carried light 
collected from a 70 μm (measured) spot on the 
sample slide back through a lens assembly (to convert 

the beam to parallel space so optical filters could 
be inserted as needed) and then back into a fiber 
bundle that led into the spectrometer/ICCD detec-
tor. For better resolution, some measurements were 
made with a 200 μm core fiber; this change gave a 
35 μm observation spot with the 10X objective. A 
more powerful objective could accomplish the same 
results.

A mount was made to hold a filter in the microscope 
return optical path (above the point of laser injection) 
to block most of the back-scattered 405 nm light from 
reaching the detector and the observer. A Semrock 
BLP01-405R was initially used for setup, but it exces-
sively attenuated the 405 nm return light needed as a 
reference for the beat frequency technique, so it was 

Figure 1. Phase shift and 
change in modulation 
depth of the �uorescence 
return relative to the 
excitation

Figure 2. Experimental 
setup
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replaced by a 2 mm thick GG-420 filter for the actual 
measurements. The excitation source was normally 
operated at an average output power near 100 mW 
onto the diffuser; the power on target was much less. 
The laser and detection system were operated as 
described previously (Di Benedetto 2012).

Targets were made using standard 1" × 3" glass 
microscope slides. The first sample slide was made by 
shattering a small ruby crystal with a hammer, then 
securing some of the smaller chips to a blank slide 
with cellophane tape. The second slide was made 
using ruby spheres from diamondanvils.com, measur-
ing approximately 14 μm in diameter, and the third 
slide was made from powder collected from a sample 
of autunite [Ca(UO2PO4)2•10H2O], a naturally occur-
ring mineral containing uranium oxide.

Remote Sensing

The second experiment was built around an exist-
ing in-house remote sensing light detection and 
ranging (lidar) system. This system consisted of a 
gimbal-mounted 14-inch diameter telescope with 
a large, pulsed Nd:YAG laser source and various 
detectors, all mounted in a trailer. The optical train 
behind the telescope was reconfigured to include 
a through-the-telescope TV camera and optics to 
launch telescope-collected light (with a 1.5 milliradian 
field of view) into a fiber-optic bundle. The bundle 
in turn carried light to the standard (i.e., common to 

all these experiments) spectrometer/ICCD detector. 
A modification was added at the fiber-optic input to 
add filters as needed to adjust the intensity of the 
returned excitation light on the detector, to keep 
both the collected excitation light and the collected 
fluorescence light on scale. When modifications were 
completed, the trailer was moved to the Special 
Technologies Laboratory (STL) outdoor laser range, 
and measurements were made on the range midday 
(sunny days) with targets at a distance of 43 meters.

A rigid frame was added to the telescope, to which 
five 405 nm lasers were mounted. Each laser was 
fitted with elevation-azimuth adjustment capability 
(for alignment) and custom optics, which were built 
in-house, to reduce each laser’s divergence to less 
than 1 milliradian. The lasers were all connected to 
a common power supply and were controlled by a 
single square-wave signal generator.

A number of different targets were used at the 
43-meter standoff (Figure 3): (1) a frame containing 
uranium glass tubing (approximately 12" × 14" active 
area), (2) a 1" × 3" glass microscope slide with three 
ruby crystals held in place by black photographic 
tape, and (3) a large target (three 4-inch squares), 
one containing a phosphor (PhosphorTech YOSR05, 
5 grams mixed in a clear epoxy [EPO-TEK 301-2] and 
flowed onto the surface), one a blank, and the third 
ruby sand (15 grams of ruby, crushed, mixed in clear 
epoxy, and flowed onto the surface).

Figure 3. Remote sensing targets: (a) uranium glass tubing, (b) three small ruby crystals on 1" × 3" microscope slide, and 
(c) three 4-inch squares on white painted aluminum honeycomb containing (left) phosphor, (center) blank, and (right) 
ruby sand. 
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3-D Serialized Codes

For this demonstration, the remote sensing system 
from the second experimental setup was used, as 
well as the phosphor target, placed at the 43-meter 
position. The primary difference was that a 355 nm 
laser excitation source was used alternately with the 
405 nm source.

Results and Analysis

As the 405 nm excitation source and the microchan-
nel plate (MCP) gate (the electronic shutter on the 
detector) slowly pass out of phase and then back 
in phase again, a beat wave is produced. At the 
405 nm readout wavelength of the detected excita-
tion source, the beat wave is a triangle wave (the 
convolution of the two square waves passing over 

one another), which serves as a built-in zero phase-
shift reference wave. An experimental data set for a 
particular target material is collected at several exper-
imental excitation frequencies, which range from well 
below f' = 1/τ (where τ is the radiative lifetime of the 
sample) to approximately f'. 

Parameters were normally adjusted to achieve nearly 
40 frames (“snapshots”) per cycle of the beat wave 
to ensure a reasonable representation of the wave, 
and data were collected for multiple cycles of the 
beat wave, typically 800 frames. Because our ICCD 
is limited to a frame rate of 20 to 40 frames per 
second, we were limited to beat frequencies of 1 Hz 
or less, and collection times were tens of seconds. 
The results of applying this beat frequency technique 
to a 70 μm ruby crystal chip on a microscope slide 
are shown in Figure 4, taken at a frequency f = 64 Hz 
and a beat frequency F = 0.2 Hz. Figure 4a is a single 
CCD frame of the data collection. Both the excitation 
pulse around 405 nm and the ruby emission near 
694 nm are clearly visible. The structure between 
400 and 500 nm is fluorescence from the translucent 
cellophane tape we first used; switching to clear 
tape reduced this problem. Figure 4b shows frames 
27 through 107 of the same data collected through 
the microscope, and the effects of the ruby lifetime 
are quite evident. While the excitation light peak 
shows the fully modulated triangle-wave pattern as 
the frames advance, the fluorescence light signal has 
become more rounded, the modulation depth has 
decreased, and there is already a clear delay or phase 
shift with respect to the excitation wave. These 3-D 
data are reduced to two dimensions by taking a slice 
through multiple successive CCD frames at a single 
wavelength.

Examples of intensity at a single wavelength versus 
frame number are plotted in Figure 5 (data from  
FY 2011) for both the excitation light at 405 nm (the 
triangle wave) and for several wavelengths around 
the maximum ruby emission. Data at this wavelength 
are shown at four different excitation frequencies. 
Note that the phase shift increases and the modula-
tion depth decreases as frequency increases.

Figure 4. (a) Single CCD frame showing 405 nm excitation 
light (left peak) and ruby �uorescence signal (right peak); 
(b) frames 27 through 107 of the same collection
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Reduction of these waveforms into target material 
lifetimes was done using a digital implementation of 
the common quadrature-phase (I/Q) phase detec-
tion method (Lakowicz 2006) as shown in Figure 6. 
The incoming signal (in our case the fluorescence 
return with phase shift, φ, relative to the excitation-
wavelength beat wave) is mixed with both in-phase 
reference (excitation return) and quadrature-phase 
reference (excitation return shifted by 90°) signals.

The low-pass filter removes the high-frequency 
components such that the DC levels of I and Q are 
measured. The ratio of Q to I is directly related to the 
phase shift φ and the lifetime τ by

(3)

and

(4)

This analysis requires knowledge of the excitation 
wavelength and the beat frequency. The data analysis 
method results in a single lifetime even if multiple 
lifetimes are present. Note that for I/Q calculations, 
the AC coupling of the signals removes offsets that 

would skew the phase calculation. Also, data must be 
full cycles or there will be a skew in the I or Q value, 
resulting in an incorrect phase calculation. In addition 
to using phase to compute lifetime, the lifetime 
from the modulation was also computed (based on 
Lackowicz 2006) from the demodulation as

(5)

However, the I/Q method was found to give better 
results and is now the exclusive method used for data 
analysis.

Microscopic Analysis

Several different samples were analyzed with our new 
technique; all samples were small particles mounted 
on 1" × 3" slides and placed under the microscope. 
The first sample measured was a 70 μm ruby chip; 
data collected from this particle are shown in Figure 
4. A lifetime near 5 ms was measured from the 
data; for our purposes (i.e., to separate materials by 
lifetime) this is in sufficiently good agreement with 
the true lifetime of around 4 ms. We were also able 
to collect usable data from a 14 μm diameter ruby 
sphere.

Figure 5. Superposition of 
signal collected at 405 nm 
(unshifted sawtooth) and 
at several wavelengths 
around the maximum ruby 
emission; data are shown at 
four di�erent frequencies
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Figure 6. I/Q block diagram. 
The incoming signal with 
a phase shift, φ, is mixed 
(multiplied) by in-phase and 
quadrature-phase reference 
signals resulting in I and Q 
respectively. By de�nition, 
tan(φ) = Q/I = ωτ, where ω is 
the frequency in radians/sec 
and τ is the lifetime.

Figure 7. (a) A single CCD frame from the 45-micron autunite particle; (b) 60 CCD frames of 100-micron autunite �ake, 
taken through a microscope at 16,380 Hz and ½ Hz beat frequency 

Autunite was our second test sample; very acceptable 
 and usable data were collected from a 100 μm flake 
of autunite, and later from a 45 μm flake. Autunite 
differs greatly from ruby in two ways. First, the 
fluorescence emitted is spread out over a number of 
bands and over a broad spectral range, rather than 
concentrated primarily in a single spectral line as is 
the case for ruby, so it is more difficult to discern the 
signal in the presence of background noise. Second, 
the radiative lifetime is about three orders of magni-
tude shorter than ruby, or about 5 µs (Geipel 1999), 
which was slightly beyond the limits of our instru-
mentation to measure comfortably. The short lifetime 
means that a much faster frequency must be used 
to achieve an observable phase shift in the collected 
data. For these measurements, data were collected 
at frequencies up to 25 kHz, which is the upper limit 
of our instrumentation (specifically, the MCP repeti-
tion rate). Figure 7a shows a single frame collected 
from the 45 μm autunite flake; the characteristic UO2 
bands in the green are quite prominent, while the 
small peak near 405 nm is the laser excitation light  
(a filter was used to reduce the intensity of the signal 

from this laser light and thus keep it from saturating). 
The broader blue feature (highest peak in Figure 7a) 
at slightly longer wavelength than the laser is due to 
the clear cellophane tape used to hold the autunite 
chunks in place; it had a very fast lifetime compared 
to autunite, so could actually also be used as a refer-
ence beat if the laser signal became too weak to 
measure accurately. 

Figure 7b shows 60 frames of a data collection taken 
on the 100 μm sample at an excitation frequency 
of 16,380 Hz, with a ½ Hz beat frequency. Note the 
demodulation of the fluorescence beat wave, as  
well as its phase delay (in the figure, the excitation  
at 405 nm is zero and beginning to rise, while 
the fluorescence peaks in the green region of the 
spectrum are still decreasing in intensity as the 
frames advance over the next five or so frames). 
While it was not possible to take data at a high 
enough frequency to achieve a 45° phase shift, it 
was still possible to establish magnitude estimate of 
lifetime, which is the goal for these experiments.
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Table 1 shows the phase shift expected at a given 
experimental frequency (based on the literature 
lifetime value of 5 µs), the actual phase shift 
measured from our data, and the lifetime calculated 
using the I/Q method.

Remote Sensing

Data from a number of different targets placed  
43 meters down the laser range were collected 
between 10 a.m. and 2 p.m. on sunny days, but  
with targets placed in the shade. Figure 8a shows  
the lifetimes calculated for the microscope slide‒ 
sized ruby target located 43 meters away; agreement 
with the nominal 4 ms decay time is good. Similarly, 
for the uranium glass tubing target (Figure 8b),  
the calculated lifetimes are in agreement with the 
200 µs range we have measured in the past using 
other methods. Results calculated from the data 
collected from the phosphor target are shown in 
Figure 8c; the calculated values of just below 0.4 ms 
agree with the “true” value stated by the supplier 
(Menkara 2012) to be around 350 µs. Figure 9 shows 
the signal returned from the phosphor target.

Frequency  
(kHz)

Expected Phase  
for 5 µs Lifetime 

(degrees)
Measured Phase 

(degrees)
Apparent Lifetime 

(µs)
Lifetime Error 

(µs)

2.0 4.0 9.1 12.8 ±10.4

4.0 7.2 15.9 11.3 ±4.8

16.0 26.7 36.8 7.4 ±2.0

25.0 38.1 39.5 5.2 ±1.4

Table 1. Microscope autunite data analyzed at various frequencies

3-D Serialized Codes

The idea of 3-D serialized codes involves measure-
ments of three "orthogonal parameters," and for 
remote serial code detection, this measurement is 
preferably made at a significant standoff distance. 
The measurements described under Remote Sensing, 
above, demonstrate the technique in two dimen-
sions: they are made at a distance, and the two 
“dimensions” characterized are spectral output 
and radiative lifetime. While there was insufficient 
time to procure a diode laser of shorter wavelength 
than the 405 nm that has been used in the forego-
ing measurements (although they are available 
commercially), the 355 nm pulsed Nd:YAG laser that 
was part of the lidar system was available for use, 
and it provided a demonstration of the third “dimen-
sion” of the (emission, lifetime, excitation) matrix. 
Figure 10 shows the variation that can be achieved by 
changing the excitation wavelength. The data of that 
figure were collected from the phosphor target at the 
43-meter standoff distance during midday using two 
different excitation wavelengths.

Figure 8. Results calculated from data taken at a 43-meter stando� from (a) ruby, (b) glass tubing, and (c) phosphor targets
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Conclusion

This year’s project successfully demonstrated the 
application of the hyperspectral beat frequency 
technique to three different challenges in NSTec’s 
portfolio. We have shown that emission spectra and 
lifetimes of microscopic particles can be measured 
using the technique through a microscope, avoid-
ing the high peak power of pulsed systems that can 
damage the sample. While the smallest particles we 
measured were 16 μm in diameter, this was not an 
inherent limit, but was only dictated by the available 
equipment. The technique was also demonstrated to 
be capable of measuring a range of radiative lifetimes 
from 4 ms down to the 5 µs region with the existing 
hardware; shorter lifetimes would be measurable 
with a faster system, or perhaps with the existing 
system with more complex analysis algorithms.

We also demonstrated that spectra and lifetimes 
of materials can be measured using the hyperspec-
tral beat frequency technique in a remote sensing 
scenario, with a standoff of 43 meters under daylight 
conditions. Again, this is not an inherent limit, but 
was dictated by the maximum length of STL’s outdoor 
laser test range. All indications are that the technique 
should work at much longer standoff distances. 
(Note: At the time of writing this report, the instru-
mented trailer was transported to the Mojave  
Desert, and data were collected at longer standoff 
distances at an outdoor range there. Targets were 
large [40" × 40"] versions of the 4" × 4" phosphor 
and ruby sand targets. Analysis of the data has just 
begun.) Finally, 3-D serialized measurements (excita-
tion, emission, and lifetime) at a distance have been 
demonstrated with the technique; this has obvious 
implications to remote serial code detection work.

For remote sensing (outdoor) measurements, a much 
faster CCD detector system would permit increasing 
the beat frequency to mitigate the effects of some 
noise, because background noise (solar, atmospheric 
fluctuations, etc.) is worst at lowest frequencies. A 
lock-in could also be used to recover weak signals 
(Gardner 2005). A faster detector would also extend 
the lifetime measurement range to shorter lifetimes.

Figure 9. Signal as collected from phosphor target at  
43 meters; 400 Hz, 60 CCD frames, ½ Hz beat frequency 

Figure 10. Emission spectrum of phosphor target collected 
using (a) 405 nm excitation and (b) 355 nm excitation
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For purposes of material characterization, this 
method gives a reasonable measurement of the 
radiative lifetime of a sample; the accuracy is suffi-
cient to provide discrimination between fluorescent 
targets of reasonably different lifetimes. By collect-
ing data at multiple frequencies, target materials 
can be analyzed not only by spectral output, but also 
simultaneously by their radiative lifetime and also by 
response to different excitation wavelengths.
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Advanced High-Speed 16-Bit Digitizer System
LAO-33-12  |  Continued from FY 2011  |  Year 2 of 2

Michael Jones,1,a Andrew Smith,a Sean Leffler,a Bradley Delamarter,a and Dennis Martinb

In FY 2011, this project began development of a single-channel, PCB-level prototype digitizer 
system capable of digitizing frequencies greater than 1 GHz with a throughput of ~1 GS/s. 
This in-house solution may pave the way to creating low-cost, expendable data acquisition 
systems. It can be used for collecting data in a variety of traditional (stockpile stewardship) 
and nontraditional mission applications. Three PCBs (analog front end, clock distribution, and 
clock phase shifting) were designed in FY 2011. Testing these PCBs in FY 2012, we found that 
the frequency response of the analog front end was not as flat as expected, the clocking circuits 
failed to generate a clock output, and problems exist implementing the Marvell 88E1111 PHY. 
The PHY is the physical layer, or layer one, in the seven-layer open systems interconnection 
model of computer networking. A new analog front end was developed in addition to new 
clocking circuits, and a Nios II processor system was programmed into a field-programmable 
gate array (FPGA). Two-way communication was established between the FPGA and a web 
browser running on a computer. All major pieces required to create the advanced 16-bit digitizer 
system have been designed and tested; however, the PCB-level prototype was not achieved.

1 jonesmj@nv.doe.gov, 505-663-2126 
a Los Alamos Operations; b Great Basin Technology, Inc.
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Background

Historically, the NNSS and government laboratories 
rely on large numbers of high-speed oscilloscopes 
or digitizers to perform analog-to-digital conversion 
and data storage. These oscilloscopes only offer 8-bit 
resolution, can cost over $100,000 each, and are large 
and bulky. Companies such as Tektronix Component 
Solutions, formerly Maxtec, offer stand-alone digitizer 
modules, but these 8- to 10-bit resolution units 
require additional circuitry and packaging, and cost 
over $75,000. Migrating to 16-bit technology theoret-
ically improves sensitivity by a factor of 256; however, 
commercially available 16-bit analog-to-digital 
converter (ADC) chips only operate at ~200 MS/s. 
In order to achieve a reasonable sample rate, multiple 
ADC chips would have to be interleaved. This method 
requires an analog fan-out circuit to impedance-
match the input signal to each ADC chip, a complex 

clock circuit to phase shift the ADC sample points, 
digital processing to realign the digital data into a 
single time domain, a storage medium to store the 
digital data, and a mechanism to retrieve the digital 
data.

Project

The initial 16-bit digitizer concept (Figure 1) was 
developed in FY 2011 (Jones 2012) in addition to 
three PCBs. The PCBs include the analog front end, 
clock distribution, and clock phase shifting (Figure 2c). 
The analog front end accepts a 50-ohm analog input 
signal, splits it eight ways, and is impedance-matched 
for the ADC chips. The clock distribution circuits are 
responsible for creating eight low-jitter 160 MHz 
clocks that are in phase with each other. The clock 
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Figure 1. Conceptual system block diagram for the advanced high-speed 16-bit digitizer system. The analog front end 
takes a single input signal and fans it out to multiple ADC chips. The timing circuit creates multiple phase-shifted,  
low-jitter clocks to o�set the ADC chips’ sampling point, thereby allowing multiple time-shifted samples to be 
digitized within a single clock period. The data pipe realigns the interleaved data back into a single time domain to  
be stored into memory. The Nios II processor provides the web-based server for system control and data retrieval.

Figure 2. (a) The analog 
front end designed using 
the Besser method (Besser 
1993) fans out a single 
analog input signal to  
eight analog outputs; its 
50-ohm input impedance 
drives a load of 6.8 pF 
series capacitance and 
20 ohms to ground (the 
6.8 pF 20-ohm load is the 
calculated input impedance 
of the ADC chips). (b) The 
FPGA clocking board 
(shown without the phase 
delay PCB) was designed  
to test clocking circuits, 
Nios II processor systems 
inside the FPGA, and, 
ultimately, Ethernet via 
FPGA. (c) The redesigned 
clocking circuit PCB 
(green) with the attached 
phase delay PCB (orange); 
together these boards 
generate eight unique 
phase-shifted clocks at  
160 MHz.
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for an alternate development path in case problems 
were encountered using the P33 flash memory 
beyond FPGA configuration. Two different develop-
ment paths for creating a system for Altera FPGAs are 
readily available within the Quartus II (Quartus 2013) 
development suite. They are Qsys and SOPC Builder. 
A simple Nios II processor was developed to test all of 
the various memory devices. This processor system 
was designed with Qsys (Altera 2013) and operated 
from memory internal to the FPGA. SOPC Builder 
can still be used to develop processor systems. Both 
Qsys and SOPC Builder are still part of the Quartus II 
software from Altera as of version 11.0 service pack 
1; however, it is important to note that SOPC Builder 
will soon be obsolete. After the processor system was 
designed, testing of the memory devices proved very 
difficult. Each memory interface has unique problems, 
which are described below.

A ‒3 ns phase shift on the 50 MHz clock to the 
SDRAM chips was required to make them function 
properly. The ‒3 ns phase shift also worked when 
clocking the SDRAM at 100 MHz. Additional problems 
were encountered using the Qsys component decla-
ration template for VHDL code. The read, write, and 
chip select signals for each flash memory device were 
defined as “std_logic_vector (0 downto 0)” (Figure 3). 
This prevents the signals from being mapped to the 
top level of the hierarchy. This problem seems to 
only affect VHDL code and does not appear to affect 
Verilog code. This problem can be seen by using the 
register transfer level (RTL) netlist viewer in Quartus 
II, which will show the signal pins on the Qsys system 
component not connecting to the top level of the 
FPGA project. To correct this issue, we changed the 
signal type in the component declaration from “std_
logic_vector(0 downto 0)” to “std_logic”. With all 
changes in place, all memory chips were thoroughly 
tested and passed successfully.

When the circuits for the FPGA clocking board were 
initially developed, very little was understood about 
how the Nios II processor communicates to a terminal 
device. Given this lack of understanding, an RS-232 
port was included in the design. We now know that 
the terminal connection to the Nios II processor is 

phase shifting board, also called a phase delay board, 
creates a 45° phase shift from channel to channel 
across all eight clocks. Testing of these PCBs began in 
FY 2012.

Three different methods of programming the FPGA, 
Joint Test Action Group (JTAG), active serial (AS), 
and active parallel (AP), were tested, and all modes 
performed as expected. JTAG and AS are relatively 
standard ways to program an FPGA, but this was the 
first time AP mode was used by the team. The MSEL 
pins on the FPGA select which programming method 
is used, the power-on-reset delay, and the configura-
tion voltage standard. The downsides of using the 
AP method are that the mode is not supported by 
all FPGAs, and the interface to the configuration 
memory is distributed across four different input-
output (I/O) banks in the FPGA. These I/O banks 
must use the same voltage standard, which may be a 
concern in a design where multiple I/O voltages are 
required. Using this type of FPGA programming strat-
egy is very appealing when using a processor inside 
the FPGA that uses a common flash interface (CFI). By 
selecting a configuration memory device larger than 
what is needed to configure the FPGA, the designer is 
provided with non-volatile memory that can be used 
to store system configuration parameters, proces-
sor instruc-tion code, read-only file systems, or web 
pages. The FPGA configuration file is a known size and 
well documented by the manufacturer; this informa-
tion is very helpful in determining minimum memory 
device requirements.

The FPGA clocking board was designed to handle 
multiple types of memory. Two IS42S16320B synchro-
nous dynamic random access memory (SDRAM) chips 
(Synchronous 2013) are configured in parallel to 
achieve 128 MB of high-speed memory used by the 
Nios II processor to execute programs and for general 
purpose memory. The heap, stack, and exceptions for 
the processor are normally mapped to this memory. 
The 16 MB P33 flash memory (P33 2013) uses a single 
memory chip to store the FPGA configuration in AP 
mode, processor code, the read-only file system, and 
web page code. The 8 MB S29 flash memory (S29 
2013) uses a single memory chip and was intended 
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typically established through a JTAG-UART [univer-
sal asynchronous receiver/transmitter]. The FPGA 
programmer is attached to the FPGA JTAG port, and 
a JTAG-UART is defined in the Nios II system. The 
Nios II software application, which is part of the 
Quartus II software, is used to develop software for 
the processor. It has a terminal program that uses this 
JTAG-UART to communicate with the Nios II proces-
sor. Even though the RS-232 circuits are not needed, 
they were tested successfully with and without 
hardware flow control. 

A new FPGA program was written to test the clocking 
circuits. This program implemented an I2C interface 
to configure the clocking circuits. We found that a 
critical connection needed for the voltage-controlled 
oscillator (VCO) was missing in the design. Given 
the technology used, we were unable to correct 
this issue on the PCB. We isolated the VCO from the 
clock fan-out chip via the coupling capacitor and 
injected 1.28 GHz directly into the clock fan-out chip. 
This allowed us to continue testing. Changes were 
required and implemented into the FPGA to correct 
configuration issues with the clock fan-out chip. As 
we continued testing, we discovered that the clock 
fan-out chip was introducing unpredictable phase 
shifts of 180° each time the circuit was powered. This 
behavior is unacceptable in this design, and a new 
solution would be required. Even though the clock-
ing circuits did not function as desired, they did allow 
us to do some initial testing on the clock phase delay 
board.

The clock phase delay board was designed to take 
eight identical clocks at 160 MHz and phase shift 
them 45° from channel to channel. Initial measure-
ments showed that we achieved a phase delay of 

Figure 3. The highlighted areas on this code fragment from the Qsys system component declaration template are not 
correct, which caused the signals associated with the two di�erent �ash memory components not to be mapped to the 
top level of the VHDL code. To correct this problem we changed “std_logic_vector(0 downto 0)” to “std_logic.”

Figure 4. The simulated (a) and measured (b) characteristics 
of the 8-way splitter designed using the Besser method 
(Besser 1993). The frequency response shown in green is 
not as �at as we had hoped.
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(Figure 8) of this circuit yield a ‒3 dB bandwidth from 
190 to 762 MHz. Additional efforts would improve 
the low-frequency response. One of the challenges 
in quantifying this circuit is the load requirement of 
the 6.8 pF series capacitance with 20 ohms resistance 
to ground, the calculated input impedance for the 
ADC. If this impedance is used in the circuit and then 
connected to the Agilent 8702E network analyzer for 
characterization, an impedance mismatch results. 
The impact of this impedance mismatch is not fully 
understood at this time. If the output impedance of 
the circuit is set to 50 ohms (Figure 9), then there is 
no impedance mismatch with the Agilent network 
analyzer; however, this configuration is not repre-
sentative of the designed configuration. A reliable 
characterization of this circuit would require it to 
drive the ADC chips as designed and then character-
ize the digital output, which may contain errors in  
the analog-to-digital conversion.

The final piece in the puzzle for the advanced 16-bit 
digitizer system is an Ethernet connection via the 
FPGA. Solving this challenge required substantial 
effort. Communication was eventually established 
between an FPGA and a web browser beginning with 
the establishment of a simple web server on the 
Cyclone III 3C120 Embedded Systems Development 
Kit (part number DK-EMB-3C120) (Cyclone 2013). 
This kit is very similar to the Cyclone III FPGA 
Development kit (part number DK-DEV-3C120). At  
this time, the files related to DK-DEV-3C120 are out  
of date and should be avoided. Both of these kits 
have much support on the Altera forums and function 
with the simple web server (RGMII) template within 
the Nios II application.

Two different Ethernet systems were tested on the 
DK-EMB-3C120 kit. One system was designed with 
SOPC Builder, and the other was designed with Qsys. 
Each system is implemented differently inside the 
FPGA and uses completely different clocking schemes, 
rendering their inclusion highly valuable for learning 
purposes. Both systems served web pages to a web 
browser using gigabit Ethernet (often referred to as 
Gig-E or T-1000). Working with these two Ethernet-
based systems greatly enhanced our ability to create 

52.7°. The four-layer phase delay board was manufac-
tured using RO3010 PCB material, which is typically 
used for one- or two-layer PCBs. During manufactur-
ing of the PCB, the glue used to add the additional 
layers to the PCB had a dielectric constant that was 
different than the RO3010 material. This ultimately 
changed the dielectric constant of the entire PCB 
and caused the phase shift of the clocks to change by 
an additional 7.7°. This problem can be resolved by 
shortening the PCB traces or redesigning this PCB in 
a different material where the dielectric constant of 
the glue and PCB material are more closely matched. 
Either way, achieving the consistent channel-to-
channel phase shift proved this approach to be viable.

Testing of the 8-way splitter using the Besser method 
(Besser 1993) (Figure 4) was disappointing. We 
had predicted the frequency response to be ±4 dB 
between 100 MHz and 1 GHz. We cannot explain 
the difference between our simulated and measured 
results at this time. Given the unexpected results for 
the analog front end and clocking circuits that failed, 
new circuits were designed.

The new clocking circuit (Figure 2c) utilizes the 
CDCM61002 two-output, integrated-VCO, low-jitter 
clock generator (CDCM61002 2013) from Texas 
Instruments that is driven with a 24 MHz high-
stability oscillator (24 MHz oscillator 2013). The clock 
generator produces a low-jitter 160 MHz clock that 
is fed into the CDCLVD1208RHDT 2:8 low-additive 
jitter, low-voltage differential signaling (LVDS) buffer 
(CDCLVD1208RHDT 2013) from Texas Instruments. 
This buffer outputs eight nearly-identical 160 MHz 
clocks. These clocks enter the phase delay PCB, which 
creates the final eight unique phase-shifted clocks 
(Figure 5). Jitter measurements show the new clock-
ing circuit has 3.248 ps of random jitter (Figure 6), a 
significant improvement over the 300 ps jitter specifi-
cation on the phase-locked loops located in the FPGA.

A new analog front end was designed using the 
Lumped Element Wilkinson Power Divider method 
(Lumped 2013). The assembled PCB is shown in  
Figure 7 along with the schematic for a single 1:2 
power splitter. The measured output characteristics 
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Figure 5. A channel-
to-channel phase shift 
of 52.7° generated 
through the clock 
delay board. Each 
measurement was 
taken in reference to 
channel 1. The desired 
phase shift is 45°; 
however, given the 
channel-to-channel 
phase shift is the same, 
the concept of using 
PCB traces to perform 
phase shifts was 
proven viable.
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the Nios II processor system. With the information 
learned here, we were able to establish an Ethernet 
connection on the Altera DE2-115 development and 
education board, which contains two Ethernet ports, 
ETH0 and ETH1. Solid Ethernet connections were 

established on the ETH1 port. The ETH0 port has 
issues that were confirmed in testing and lack good 
documentation. All of these Ethernet systems have 
limited functionality. The most important features 
that need to be improved are detecting whether an 

Figure 6. The new clocking circuit has 3.248 ps of random jitter. This is a signi�cant improvement over the  
300 ps jitter speci�cation on the PLLs in the FPGA.

Figure 7. (inset) The assembled 8-way splitter circuit is designed with 50-ohm input impedance, and impedance-
matched to drive a load of 6.8 pF series capacitance and 20 ohms to ground. The 6.8 pF 20-ohm load is the 
calculated input impedance of the ADC chips. The schematic for a single 1:2 stage used in the 8-way splitter  
uses a 1:8 power divider with ampli�ers to boost the low-end frequencies.
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Ethernet cable is plugged in and enabling all three 
supported speeds: T-10, T-100, and T-1000. Currently 
the design only supports T-1000 and the Ethernet 
cable must be plugged in before the development 
kits are powered up. The Ethernet system that 
was used on the DE2-115 kit was modified for our 
SDRD-developed FPGA clocking board. An Ethernet 
connection could not be established on our board; 
however, the MAC [media access control] inside the 
FPGA successfully communicated with the Marvell 
88E1111 PHY. A nondisclosure agreement (NDA) 
is required from Marvell to obtain a datasheet for 
the 88E1111 Ethernet PHY. We are in the process of 
obtaining the NDA. We know that there are issues 

with the component footprint that we used on our 
PCB. Without the data sheet it is difficult to get the 
correct footprint or to confirm if there are any other 
challenges. Given that the PHY could not properly 
drive the LEDs connected to it, the PCB footprint and 
actual component are in question.

At this point the code inside the Nios II processor was 
modified to allow the 18 switches on the DE2-115 
board to be read and displayed on the web page. 
Using dojo.js, a free Javascript program, we retrieved 
information on the switch positions, which were then 
displayed on the web page. We successfully modified 
the code again with Adobe Flex to retrieve the switch 

Figure 8. The simulated (a) and 
measured (b) characteristics of 
the 8-way splitter. These results 
may be �awed, given the 
Agilent 8702E network analyzer 
requires a 50-ohm impedance.
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positions. Both of these code modifications required 
designing new web pages and modifying the read-
only file system for the Nios II processor. 

Finally, we were able to prompt the web browser to 
automatically open a “save” dialog box. When a web 
browser requests a particular file from the Nios II 
processor, a function is called to create the required 
HTTP header that is sent back to the web browser 
along with the file. This function was modified to 
create a HTTP_CONTENT_TYPE of “application/ 
x-download” for all files containing an .exe extension. 
This trap can be applied to almost any file extension, 
but only .exe was tested. The web browser does not 

Figure 9. The simulated (a) and 
measured (b) characteristics of 
the 8-way splitter designed to 
have a 50-ohm load and a –3 dB 
bandwidth of <10 to 782 MHz

understand what “x-download” is, so it presents the 
save dialog box.

Conclusion

We engineered the analog front end, clocking circuits 
with phase delay, and an FPGA processor system to 
provide an Ethernet connection: three key compo-
nents of the advanced 16-bit digitizer system. All 
PCBs were tested in FY 2012. The analog front end 
using the Besser method gave disappointing results. 
The frequency response of the circuit was not as 
flat as we had hoped, so a better analog front end 
was designed using the Lumped Element Wilkinson 
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Power Divider. This front end has a ‒3 dB bandwidth 
from 190 to 762 MHz. We are confident that the 
low-frequency response of this analog front end can 
be improved; however, we believe that fast apertures 
that are used in track-and-hold circuits would reap 
even larger benefits and should be explored. The 
clocking circuits failed to function, and new clock-
ing circuits were developed and tested. The circuits 
yield 3.248 ps of random jitter, which is very good. 
The target phase shift of 45° was off by 7.7°. Even 
though the phase shift is off, we proved our concept 
given the channel-to-channel phase shift was 52.7° 
across all channels. The PCB manufacturing process 
and the materials used were found to significantly 
impact the dielectric properties of the PCB; an under-
standing of this is required to correct the phase delay 
error. The Ethernet circuits that we designed failed 
to make an Ethernet connection, but the MAC was 
able to communicate to the PHY, which tells us that 
we were very close to achieving the goal. We had an 
incredible level of success using two different FPGA 
development kits to implement, test, and modify 
three unique Ethernet systems. Even though these 
systems have limited functionality, their foundation 
is stable to continue development. With the informa-
tion that should be contained in the datasheet for the 
Marvell 88E1111 PHY, we should be able to correct 
our Ethernet problems with a new PCB.

We believe that sufficient progress has been made 
on all major fronts to warrant further effort to build 
a PCB-level board for the advanced 16-bit digitizer 
system, a goal that we did not quite achieve this 
year. Ultimately this SDRD project greatly expanded 
our ability to design and build Nios II processer 
systems inside FPGAs. This knowledge and experience 
increases the complexity and capabilities of FPGA 
designs that NSTec can now offer its customers.
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Better diagnostics are needed to observe the fusion process during the National Ignition 
Facility fuel burn cycle. Fusion gamma-ray diagnostics are relatively unobtrusive, but they 
do not presently provide adequate energy resolution. The current NIF gamma reaction 
history diagnostic uses a cluster of four instruments, each with a different detection 
threshold obtained by varying the fill gas and its pressure. It is possible to obtain very limited 
understanding of the gamma-ray spectra by subtracting the signals from pairs of these 
detectors. To improve the resolution we have designed a time-integrated gamma spectrometer 
that uses a multiple-ring detector to discriminate different energy bins of gammas.
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Background

Time-resolved recording of gamma radiation at 
the National Ignition Facility (NIF) provides fusion 
reaction history (bang time and burn width) and 
yields of various nuclear reactions (total deuterium-
tritium [DT] neutron yield and plastic ablator areal 
density [ρr]). Bang time is used to establish laser 
energy coupling to the target. Burn width provides 
tuning information. Since the branching ratio for DT 
fusion gammas is extremely low, about 4.2 × 10–5 
relative to 14 MeV neutron emission (Kim 2012), DT 
fusion gammas have been studied only rarely, but 
the large NIF fluxes make fusion gammas a useful 
diagnostic with far less time-of-flight dispersion than 
for the 14 MeV neutrons. In this project we address 
a need for a spectrometer to monitor the different 
energy ranges of the gammas. 
 
The NIF gamma reaction history (GRH) diagnos-
tic (Malone 2008, 2009, 2010 “Overview,” 2010 
“Design”) converts some of the gammas to high-
energy electrons in a Compton converter at the 
entrance to the diagnostic. Interactions of these 
electrons in the fill gas produce 0°–6° Cerenkov 
light. The GRH can detect gammas ranging in energy 

Figure 1. Four GRH instruments are clustered together 
onto the NIF target chamber
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Cherenkov light in each channel is collected into the 
1 cm diameter PMT detector as shown in Figure 2. 
This sample ray trace shows five gamma rays origi-
nating from a point at the target chamber center 
(TCC), located 5.9 meters from the detector. The 
gamma rays hit five field positions on the converter, 
producing Compton electrons shown at −2°, 0°, and 
+2°. Cherenkov light is emitted along each of these 
electron trajectories, and the detector collects light 
within a ±1° cone centered about each electron 
trajectory. Three off-axis parabolic (OAP) mirrors and 
one flat turning mirror relay the Cherenkov light into 
a 1 cm diameter, high-speed PMT detector. (The PMT 
detectors for the four GRH channels are arranged in 

Figure 2. Ray tracing through 
the NIF GRH diagnostic.  
W is tungsten, OAP is o�-axis 
parabolic mirror, TCC is target 
chamber center. The converter 
is beryllium or aluminum.

Figure 3. The calculated 
prompt gamma-ray energy 
spectrum from indirect-drive, 
cryo-layered implosions is 
complicated. Components of 
the target assembly produce 
neutron-induced gammas.

from 3.5 to 20 MeV, depending on the fill gas and 
its pressure. Each of four diagnostic channels is set 
to detect gammas above a different energy thresh-
old. For example, 200 psi of SF6 gives a 3.0 MeV 
Cherenkov threshold, and 100 psi of CO2 has a  
6.3 MeV Cherenkov threshold. Each channel 
measures all gammas above its threshold. By normal-
izing the sensitivities of a pair of channels and then 
subtracting one channel from another, the number 
of gammas in the energy range between their two 
thresholds can be determined. In this way we achieve 
three energy bins from the differences between 
adjacent detector pairs plus a fourth bin comprising 
data for the highest-threshold detector. The four  
GRH units are attached to a support frame attached 
to a NIF chamber port, as in Figure 1.
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the middle of the cluster so they experience similar 
shielding environments.) The combination of mirrors 
OAP2 and OAP3 is used to compress light from the 
large emission volume onto the small detector. This 
10:1 demagnification limits the collection angle 
within the gas to ±3°, which can be summed up from 
any combination of electron and photon angles  
Figure 2 shows ±2° electrons and ±0° photons.

Figure 3 shows the calculated gamma spectra that 
need to be measured. More channels of gamma 
energies are needed for an adequate spectral 
measurement. Currently there is no instrument that 
can resolve more than four energy bins on the same 
DT experiment.

Project

Cherenkov light is produced with an angular distri-
bution that is a function of the Compton electron 
energy, which is itself a function of the energy of the 
gamma ray which produced Compton electrons. In 
an imaging optical system, angular information from 
emitting light sources is imaged at the stop position, 
which is insensitive to the positioning of these 
emitting sources. Therefore, a multiple-ring detector 
positioned at the stop will measure the angular distri-
bution of the Cherenkov photons and, so, infer the 
gamma energies.

The form of the proposed diagnostic was similar to 
the first part of the existing GRH, with a gas volume 
and an OAP. We performed many design studies to 
determine the optimum angle for the OAP and the 
most compact geometry for light collection. The 
best design is shown in Figure 4. For the redesigned 
detector we eliminated the large pressure window 
shown in Figure 2 because it is a source of unwanted 
Cherenkov light. This places the detector inside the 
pressurized gas.

Detailed ray tracings in Figure 5 show an overlay of 
Cherenkov light generated from six different source 
planes of the gas volume. Light from five electron 
tracks (in different colors) is traced. The ray trace 
includes the effect of gammas striking the converter 
at a range of angles from −0.4° to +0.4°, and the 
electrons emitted by the converter at a range of 
angles from −2° to +2°. Both angular spreads cause 
broadening of the angular discrimination at the ring 
detector.

Angular blurring produced by the gammas depends 
on the diameter of the converter. Making the effec-
tive converter size smaller reduces the blur, but it 
also reduces the overall signal available for record-
ing; therefore, this blurring cannot be completely 
eliminated. However, if the electron scatter can be 

Figure 4. Ray tracing 
of a 20° OAP used to 
collect light for the 
gamma spectrometer
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Electron Scattering Issues

A charged particle traversing a medium is deflected 
by many small angle scatterings (Highland 1975, Li 
1995). These scatterings are due to the coulomb 
field of the individual electrons on the atoms and are 
assumed to be elastic. In each scattering the energy 
of the particle remains nearly constant, but the 
particle direction changes. Thus the charged particle 
beam, the Compton electrons in our case, is gradually 
broadened.

Figure 5. Overlaying 
Cherenkov light 
emitted by six 
di�erent source 
planes. Compton 
electrons scatter  
at −2°, 0°, +2°.

Figure 6. Overlaying 
Cherenkov light 
emitted by six 
di�erent source 
planes. Electron 
scatter is ignored.

reduced to zero, then excellent angular discrimination 
at the ring detector is possible, as shown in Figure 6. 
In addition, if there is minimal electron scattering, 
then the outer edges of the OAP allow larger angles 
of Cherenkov light to be recorded.

The time delay between prompt gammas hitting the 
gated-off detector and the arrival of the Cherenkov 
light ranges from 5.5 to 6.0 ns. The delay is useful in 
allowing the detectors to recover from the gamma 
flash before the Cerenkov arrives. The range is due to 
the detector tilt relative to the optical axis.
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The radiation length is an important quantity 
describing energy loss of electrons traveling through 
material. An expression accurate to within a few 
percent is:

(1)

where Z is the atomic number for the absorber 
material and A is its atomic weight.

In the simplest model of multiple scattering, we 
ignore large angle scatters. In this approximation, the 
distribution of electron scattering angle, θplane, after 
traveling a distance x through a material with radia-
tion length Lr, is approximately Gaussian,

(2)

with

(3)

In Equation 3,
p = momentum of incident particle,
z = charge of incident particle,
x = electron path length,

pressure = gas pressure (psia), 
density = density at STP (g/cm3),
ϐ ≡ ν/c = √1 ‒ 1/γ2,

γ = E + 0.511/0.511, where E is the kinetic energy 
   of the electron in MeV, and 
pc = √(E + 0.511)2 ‒ (0.511)2.

The average scattering angle <θplane> = 0, but the RMS 
scattering angle <θ2

plane>1/2 = θ0.

Equation 3 is still an approximation, accurate to a 
few percent. Equation 1 was input into Excel to plot 
a family of curves relating the electron scatter angle 
versus gas pressure for He, CO2, and SF6. Figure 7 
shows such curves for He gas at different gas 
pressures. To minimize the electron scatter, lower gas 
pressure is required. However, high gas pressures are 
required for detection of low-energy gammas.

Cherenkov light is emitted whenever the velocity of a 
charged particle exceeds that of light in the medium 
through which it is passing, or βn >1. In Cherenkov 
generation (Figure 8), a particle (red arrow) travels 
in a medium with speed vp, and we define the ratio 
between the speed of the particle and the speed of 
light as ϐ = vp/c, where c is speed of light. The refrac-
tive index of the medium is n, and so the emitted 
light waves (blue arrows) travel at speed vem = c/n. 

Figure 7. Plotting Compton 
electron scatter angles vs 
their energy as they transit 
pressurized He gas
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ACCEPT Calculations

A Coupled Combinatorial Electron Photon Transport 
(ACCEPT) is a Monte Carlo code that includes multiple 
elastic electron scattering. The entire spectrometer 
design was verified using this code (used by both 
Sandia National Laboratories and Los Alamos National 
Laboratory). The code ran Monte Carlo simulations 
to model gamma rays emitted at the target chamber 
center and traveling to the converter material, the 
conversion of these gamma rays into Compton 
electrons, electron transport and multiple scattering 
in the convertor material and gas cell, conversion of 
electrons into UV/visible photons by Cherenkov radia-
tion, and ray tracing of these photons through the 
system optics into the detector. The code provided 
direction cosines, angles, wavelengths, and proba-
bilities of the Cherenkov photons generated and 
detected.

New Cherenkov visualization capabilities were 
created and added to the output of the ACCEPT code 
to enable 3-D viewing of the Cherenkov ring patterns. 
An example is shown in Figure 10. The ACCEPT code 
was modified to allow turning the electron multiple 
scattering on and off to observe how it broadens the 
Cherenkov angles arriving at the detector plane. After 
comparing electron multiple scattering calculations, 
we found that hydrogen gives better discrimination 
than either helium or CO2.

Figures 11 and 12 show example outputs from the 
ACCEPT code; a 6.5 cm beam of electrons is passed 
from the converter through a 330 psia H2  
gas toward the OAP, using the geometry shown in 
Figures 4 and 5. Figure 11 provides results for 13.0 
MeV electrons and Figure 12 for 16.5 MeV electrons. 
Both figures plot the number of Cherenkov photons 
versus the radius of the detector. These are time-
intensive calculations with coarse bins on the detec-
tor plane. Even with this crude binning, there is 
adequate angular discrimination between these two 
electron energies. Other gas pressures need to be 
calculated.

Figure 8. Diagram of Cherenkov generation. During the 
same time interval, the electron travels a distance βct and 
the photon travels a distance ct/n. If the electron velocity 
increases, the Cherenkov photon angle increases.

Therefore,

(4)

Equation 4 states that as the electron velocity 
increases, the Cherenkov light angle increases.

Inputting Equation 4 into Excel yielded a family 
of curves relating the Cherenkov angle versus gas 
pressure. Figure 9 shows an example of CO2 gas at 
pressures ranging from 31 to 247 psia. The family of 
curves is independent in the type of gas used and 
only depends on the index of refraction.

Ideally, light angle would be a linear function of 
electron energy for constant angular resolution. 
However, as shown in Figure 9, actual curves are far 
from linear, indicating a need for multiple channels, 
as in the GRH, to sufficiently resolve gamma energy 
across the total energy range of 3.5 to 20 MeV.  
Figure 9 indicates that a 3–10 MeV spectrum  
can be measured using CO2 at 247 psia, and the 
10–20 MeV spectrum can be covered by CO2 at  
46 psia.
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Figure 9. Plotting Cherenkov-
generated angles versus 
Compton electron energy 
as the electrons transit 
pressurized CO2 gas.

Figure 10. 3-D intensity map of 
light at the detector plane. This 
shows H2 gas at 330 psia with 
electron scattering turned on. 
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Conclusion

Significant progress was made towards defining the 
design of a gamma spectrometer. We designed and 
optimized a single instrument operating as a time-
integrated gamma spectrometer able to discriminate 
fewer than five different energy bins of gammas. 
This instrument would utilize a multi-ring integrat-
ing detector to provide the capability to record 
spectroscopic data available at the stop position of 
a modified GRH. A real system utilizing this design 
would likely have to be entirely contained within a 
large pressure vessel and employ baffling to block 
Cherenkov light generated outside the region of 
interest. 

Models using pressurized H2 gas were found to exhibit 
the best angular discrimination in the presence of 
multiple electron scatter. We examined H2, He2, CO2, 
SF6 gases; although C2F6 is currently being evaluated 
for a new design of the Gas Cherenkov Detector for 
the Omega laser facility, we did not evaluate this 
gas. Future work would require further modeling 
using H2 gas and development of calculations needed 

for better gamma spectrometer designs. Modeling 
using finer energy resolution would be necessary to 
fully characterize and potentially mitigate multiple 
electron scatter issues. Other programs are benefit-
ting from the work done on this SDRD project. The 
electron scatter calculations are currently being 
applied to the “Gamma Compton Spectrometer” 
LDRD project being conducted at Los Alamos National 
Laboratory and will continue in 2013.

Our optimized design for a single instrument was 
unable to achieve the desired angular discrimination 
of greater than 10 bins in the energy range of 3.5 to 
20 MeV. However, further discussions with principal 
investigators from NIF now suggest that a minimum 
of 30 bins of energy discrimination will be necessary 
to adequately resolve the gamma spectrum for the 
DT burn cycle. It is possible that a system employing 
four channels, similar to the current GRH diagnostic, 
could provide the initially required ten bins; further 
work would need to be done to determine whether it 
could achieve thirty.

Figure 11. Number of Cherenkov photons created by  
13.0 MeV electrons passing through a 330 psia H2 gas that 
arrive onto the detector surface. 

Figure 12. Number of Cherenkov photons created by  
16.5 MeV electrons passing through a 330 psia H2 gas that 
arrive onto the detector surface. 
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Miniaturized Multiband Antenna via Element Collocation and 
Inductive Feed Loading
RSLN-04-12  |  Continued from FY 2009  |  Year 2 of 2

Ryan Martin1,a

Although much research has been performed on a driven element parasitically loaded by another 
element shorted to ground for dual frequency operation, the novel concept of two or more 
coplanar-driven elements in close proximity designed for multiple frequency operation has not 
been represented in the literature. Because each higher-frequency antenna is built into the lower-
frequency elements, the largest element controls the structure’s total size. Furthermore, by using 
the self-resonant frequency inherent in reactive elements due to device packaging, the aperture 
of each antenna, due to a low insertion loss path at the frequency of the larger element, will 
include that of all smaller radiators. This configuration provides a large standing wave ratio at the 
shorter wavelengths via several series capacitive-inductive connections. Therefore, each antenna 
element provides the required surface area for the frequency of operation while being isolated 
from the larger radiators. For this study, a dual 2.45/5.8 GHz microstrip patch encompasses a 
small surface area of 9 square inches and provides circularly polarized electromagnetic radiation 
in excess of 6 dBi. A further investigation into the inclusion of additional radiators covering the 
frequency ranges of 9.3–10.8 GHz and 24.05–24.25 GHz was explored with exceptional results.

1 martinrp@nv.doe.gov, 702-295-8758 
a Remote Sensing Laboratory–Nellis

instruments, detectors & sensors

Background

In the FY 2009 SDRD project, “Advanced Microwave 
Antenna Array and Multiband Receiver” (Martin 
2010), four separate antennas were designed to 
receive signals of interest covering a broad range 
of frequencies. While the elements provide excel-
lent gain, beam width, impedance bandwidth, and 
tolerance to objects in the near field, the antenna 
array footprint is substantial at 3.5" × 6". Research 
performed by the University of Colorado Microwave 
Active Antenna Group led by Zoya Popovic, in 
collaboration with the Remote Sensing Laboratory 
(RSL), showed promise in realizing a reduced struc-
ture (Martin 2010). This work, which expands on 
this previous research, challenges the limits of the 
antenna aperture while maintaining acceptable 
directivity.

Project

The resonant frequency of a microstrip patch antenna 
may be further reduced by adding slots as in Chen 
(1998). Expanding upon this concept in favor of 
a significant reduction in the tuned width of the 
radiator, nearly 60% of the antenna metallization 
is removed as seen in Figure 1, where the radiating 
element and ground plane are represented in red and 
green, respectively. To facilitate an increase in the 
gain of the antenna as in Guha (2010), the radiator is 
suspended over the ground plane by an air substrate 
at a height of 0.250 inches while being mechani-
cally supported by 0.030-inch-thick Rogers RO4003 
laminate in the same profile as the element.
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While the entire surface of the antenna (shown 
in red) provides 2.45 GHz operation with insignifi-
cant negative effects on performance due to the 
material removal, the smaller square microstrip in 
the middle must be isolated from the additional 
aperture in order to afford higher-frequency opera-
tion. A low insertion loss path centered at 2.45 GHz 
may simultaneously provide considerable attenuation 
at additional frequencies through the implementa-
tion of a series-parallel resonant reactive path. As 
seen in the graph in Figure 2a, the resonance at 
5.8 GHz of a 12 nH inductor with its parasitic self-
capacitance presents isolation in excess of 40 dB; 

this, however, permits a lower-frequency energy 
to propagate across the intended discontinuity. To 
mitigate this, a 0.2 pF capacitor is introduced in series 
with the inductor, generating a path at 2.45 GHz 
with minimum forward transmission loss. Four of 
these reactive pairs are placed between the coplanar 
elements shown in Figure 1. Therefore, the aperture 
of the lower-frequency outer segment includes the 
smaller radiator while the higher-frequency section 
is isolated from the additional material. Extrapolating 
this technique to other frequency ranges of interest, 
the series connection of a 0.3 pF capacitor, a 6.2 nH 
inductor in parallel with 0.2 pF capacitance, and a  

Figure 1. The coplanar dual band antenna negates the requirement for a separate antenna

Figure 2. Less than 1% of the signal is transferred at (a) 5.8 GHz with only 1 dB of loss at 2.45 GHz and (b) 10.05 GHz  
with 0.8 and 1.1 dB of loss at 2.45 GHz and 5.8 GHz, respectively
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6.2 nH inductor present a low insertion loss path 
at 2.45 and 5.8 GHz while providing significant 
attenuation at X Band (9.3–10.8 GHz), as can be 
seen in Figure 2b. Excellent correlation between the 
measured results in red and the simulation in blue is 
exhibited in Figure 2a. Modeling was performed with 
the Applied Wave Research (AWR) Microwave Office 
software package.

In order to avoid cross-polarization losses due to the 
orientation of a transmitter or receiver in reference 
to the antenna, circular polarization is realized by 
a quadrature coupler for each collocated antenna 
as seen in the bottom view in Figure 1. To generate 
electromagnetic radiation concentrically rotating 
about the direction of propagation, ideally one-half 
of the power must be delivered to the output of 
each branch with a phase shift of 90° and identical 
in amplitude. These conditions are met by placing 
the lines λ/4 apart and from the design equations of 
James (1989),

(1)

where Z0 is the characteristic impedance of the line, 
Za is the impedance of the shunt line, and Zb is the 
impedance of the series line. In this instance, an 
impedance of 50 Ω on a 0.030-inch-thick RO4003 
results in a ~0.074-inch (Z0) wide line. Similarly, the 
shunt and series elements are roughly 0.072 inch and 
0.120 inch, representing 48 and 33 Ω impedances, 

respectively. From Equation 1, we can calculate the 
normalized admittances as 0.98 for the value of a 
and 1.39 for the value of b. From the matched and 
coupling conditions of Equation 2, the output of the 
coupler is well matched to the characteristic imped-
ance of 50 Ω with a value of 0.97, and 50% of the 
energy is coupled to each port with a value of 0.498.

(2)

From the results of the AWR simulation, these condi-
tions are indeed met at 2.45 GHz and the ports are 
in phase quadrature with a phase of 33.084° and 
−57.185° at ports two and three, respectively. Similar 
results follow for the 5.8 GHz frequency band. By 
choosing one of the two feed locations, each antenna 
can present either right- or left-hand circularly polar-
ized radiation, depending on the input port. 

However, geometrically scaling this concept up in 
frequency while obtaining a wide bandwidth of 
9.3 to 10.8 GHz will not be effective, due to the 
narrow regime where 90° phase deviation is kept at 
a minimum. This is due to the quarter wavelength 
separation of the feed lines. Through the addition 
of shunt elements or open/short circuited stubs, 
one may increase the impedance bandwidth of the 
quadrature coupler. In this study, the widths of the 
series lines from the ideal design equations were 
increased by 22.4% from 42.93 to 52.583 mils  

Figure 3. Modifying the width of the coupler’s shunt elements increases the frequency response
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with the shunt and Z0 lines having a width of  
24.8 mils (near 50 Ω impedance) on a 0.010-inch-
thick RO4003 substrate. Figure 3a illustrates the 
impedance bandwidth of nearly 35% from 8.5 to 
12 GHz while maintaining phase quadrature over  
the frequency band as shown in Figure 3b.

The antenna is connected to the feed lines by means 
of a 0.047-inch-diameter coaxial cable 0.250 inches 
in length at the circular drill locations as illustrated in 
Figure 1. Accordingly, one can see the antenna is well 
matched to the system impedance by examining the 
reflection coefficient expressed in dB from Figure 4, 
where over 95% of the power is delivered to the load 
at 2.45 GHz and 5.8 GHz, corresponding to a voltage 

standing wave ratio of less than 1.4. By connecting 
the S Band antenna to the coupler, the impedance 
moved to the capacitive region of the Smith chart. 
This was resolved by adding a parallel inductor 
between the feed lines and ground, resulting in a 
counterclockwise rotation on the constant-conduc-
tance circle of the admittance Smith chart, restoring 
the reactive match to approximately 50 Ω.

As shown in Figure 5, the simulated axial ratio is at an 
acceptable level, below 3 dB for the 5.8 GHz antenna, 
revealing that the antenna is circularly polarized. The 
deviation from circular polarization is at most 2 dB 
over the frequency range of interest with an accept-
able simulated absolute gain in excess of 8 dBi, as 

Figure 4. Simulated re�ection coe�cient for the two antennas shows at least 90% of the available power is delivered  
to the antenna

Figure 5. Simulated axial ratio and gain pattern for the C Band antenna
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shown in the 3-D model in Figure 5b. Similar results 
follow for the S Band antenna. Furthermore, Figure 6 
illustrates that the measured results of the diver-
gence from circular polarization is 1.8 dB for the  
S Band and 1.5 dB for the C Band when rotating the 
antenna from the co-polarization to the cross-polar-
ization orientations.

In order for the fringing fields at the exterior of the 
higher-frequency element to proceed to an appropri-
ately placed ground potential (Balanis 1982) and not 
perturb the radiation pattern, a local square ground 
plane of 1.3 inches on a side (as seen in Figure 1) was 
placed 0.185 inches below the antennas. The ground 
plane was then soldered to the outer conductor of 
the interior coaxial cables. This improved the directiv-
ity of the C Band antenna with little to no effect on 
the S band antenna.

Prior to the incorporation of additional higher-
frequency radiators, it is prudent to observe the 
electric field vectors in the proximity of the coplanar 
antenna design in its simplest form. By representing 

the electric field vector, E, as a traveling wave in 
phasor form as

(3)

one can derive a solution to E in free space by solving 
the time-domain differential form of Ampère’s 
circuital law with Maxwell’s correction. The curl of the 
magnetic field intensity (H) is a function of time equal 
to the sum of the current density (J) and the deriva-
tive of the electric flux density (D), with respect to 
time. Equivalently, this can be stated as

(4)

Because the structure is excited at a discrete 
frequency or at ω = 2πƒ with ƒ as the frequency of 
oscillation, the time-domain representation can be 
converted to a phasor form as

(5)

Figure 6. The simulation matches the measurements with less than 1 dB variation
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Considering that the electric flux density is equal to 
the complex permittivity multiplied by the electric 
field strength (D = εE), and that the current density is 
equal to the multiplication of the conductivity with E 
(J = σE), one arrives at

(6)

In Equation 6 one can approximate the conductivity 
as zero because we are calculating the result for free 
space or interior to non-conductive material (e.g.,  
the substrate dielectric). Finally, expressing H as 
a function of E and utilizing the free space wave 
number (k0 = ω �μ0ε0), leads to one equation with 
one unknown: the electric field vector.

(7)

(8)

(9)

By dividing the three-dimensional antenna structure 
into hundreds of thousands of tetrahedra as seen in 
Figure 7b, the wave equation can be solved at each 
tetrahedal node. To facilitate this, the resultant nodal 
equations are transformed into a matrix and solved 
using traditional numerical methods for all points 
enclosed by the boundary conditions. Using this 
methodology, the E field was calculated for a single 
patch antenna in the image in Figure 7a. One can see 
the E field density is greatest at the ends of the patch 
with a null about the center. Due to the truncation 

Figure 8. Placing additional metallization exterior and coplanar to the single patch does not greatly disturb the electric �eld 
vectors when the antenna is excited from either the (a) interior C Band or (b) exterior S Band antenna feed locations

Figure 7. (a) Electric �eld vectors are computed from the (b) tetrahedral mesh via the �nite element method
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of the metallization at the edge, the fields fringe and 
create large standing waves at the boundaries. This 
results in the transmission of electromagnetic energy 
orthogonal to the surface.

Furthermore, an additional radiator is placed copla-
nar and exterior to the smaller higher-frequency 
radiator previously simulated as seen in Figure 8.  
As shown in Figure 8a, the interior 5.8 GHz antenna 
is driven via the associated quadrature coupler. The 
E field density appears similar to that of the isolated 
microstrip patch antenna. However, in Figure 8b 
the exterior lower-frequency antenna has several 
perturbations when viewing the electric field vectors. 
Consequently, the radiation pattern is diminished 
somewhat from nominal with a loss in total gain 

Figure 9. A truncated corner patch antenna was placed at 
the edge of the S Band ground plane to achieve quad band 
performance

at the lower frequency. Moreover, the E field has 
a rather large magnitude where the null is ideally 
maintained. Due to this result, not all four antennas 
could be located coplanar to one another as shown 
in the quad band layout of Figure 9. With the colloca-
tion of more than three radiators in the same plane, 
the electric field density located at the null region 
becomes prominent and disturbs the directivity and 
radiation pattern. In the figure, the lower copper 
plane provides a ground reference for both the S and 
C Band quadrature couplers. The upper substrate’s 
metallization performs the same function for both 
the X Band coupler and the S Band radiator as well as 
for a truncated corner patch antenna with a center 
frequency of 24.15 GHz. For the C and X coplanar 
radiators, a local ground plane is incorporated at the 
appropriate height beneath and concentric with the 
antenna elements.

The S and C Band reflection coefficient measurements 
were similar to the previously mentioned results 
and are not repeated for brevity. However, as can be 
seen in Figure 10a, the X Band antenna is very well 
matched to 50 Ω while increasing the broad imped-
ance bandwidth to nearly 40%. Likewise, the K Band 
antenna accepts nearly 99% of the available power 
from the driving source.

With a measured axial ratio less than 0.5 dB, as illus-
trated in Figure 11b, the X Band antenna is circularly 
polarized nearly approaching the theoretical limit of 

Figure 10. All four antennas are well matched to 50 Ω as exhibited by a return loss less than −10 dB. Similar results were 
found for the S and C Band antennas (not shown).
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0 dB. As one would expect from the aforementioned 
results, the C Band main lobe, as shown in Figure 
11a, is somewhat skewed but still performs accept-
ably for direction-finding purposes. Similar results to 
the measured C Band radiation pattern are observed 
for the S Band. The K Band antenna maintains good 
directivity orthogonal to the antenna similar to that 
demonstrated by the X Band, as the K element is 
merely collocated on the total system ground plane 
and not coplanar to the other radiators.

Conclusion

It has been shown that coplanar elements can be 
collocated in the reactive near field and provide excel-
lent directivity and absolute gain in excess of 6 dBi 
while maintaining an acceptable impedance match. 
However, with the addition of more than three co- 
planar elements, the absolute gain and the shape 
of the radiation pattern is diminished from ideal. 
This is the result of a high E field density located at 
the center of the structure between the radiating 
element and ground. In this investigation, a quad 
band antenna was simulated in software, fabricated 

Figure 11. As seen in the previous analysis of the electric �eld vectors, the (a) C Band patch radiation pattern is slightly 
skewed from receiving maximum signal at 0° while the (b) most interior X Band patch exhibits the best cross- and co-polar 
radiation patterns

to the model, and evaluated for impedance match, 
gain, and axial ratio in a 3" × 3" × 0.5" design space.
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Electronic Veto and Software Partitioning of Cosmic Neutrons
RSLA-10-12  |  Year 1 of 1

Sanjoy Mukhopadhyay,1,a Ronald S. Wolff,a Ryan B. Detweiler,a Ethan Smith,b Stephen Mitchell,c Paul P. Guss,d  
and Richard Maurera

Neutron counting using large arrays of pressurized helium-3 (3He) proportional counters in an 
aerial system or maritime environment suffers from the background counts from the primary 
cosmic neutrons and secondary neutrons caused by cosmic ray–induced mechanisms like 
spallation and charge-exchange reaction. This report describes work and results obtained in 
attempting two different methods to reduce the cosmic neutron background in real time. Both 
methods used shielding materials with a high concentration (up to 30% by weight) of neutron-
absorbing materials, such as natural boron, to remove the low-energy neutron flux from the 
cosmic background as the first step of the background reduction process. The goal of the first 
method was to design, prototype, and test an up-looking plastic scintillator to tag the cosmic 
neutrons and then create a logic pulse of a fixed time duration (~120 μs) to block the data taken 
by the neutron counter (pressurized 3He tubes run in proportional counter mode). The second 
method examined the time correlation between the arrivals of two successive neutron signals to 
the counting array and calculated the excess of variance in the neutron count distribution from 
Poisson distribution. The first method removes approximately 87% of the cosmic neutrons, while 
the second method constantly partitions between cosmic and non-cosmic neutrons qualitatively.
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Background

When using passive detection of special nuclear 
materials in aerial or maritime environments from 
large standoff distances, we focus on neutron signals 
because neutrons penetrate through common (high 
atomic number, Zeff) construction materials like 
lead, tin, and aluminum and have a high probabil-
ity of reaching the detectors. Fast neutrons from a 
plutonium source can be detected at a far distance 
because scattered in air their free path is long 
(>100 m for 2 MeV neutrons) (Forman 2003). The 
fundamental detection limit is usually dictated by 
the neutron background production by cosmic-ray 
interactions. The neutron background varies with 
geomagnetic latitude, atmospheric pressure, solar 
activity, and the altitude of the observation location. 

In maritime environments, neutron counting is made 
difficult because of the “ship effect,” the excess 
production of neutrons by secondary cosmic-induced 
interaction (spallation) of high-Z materials (e.g., steel 
structures, containers, large engine blocks on board  
a ship).

The current project attempted to reduce the cosmic 
neutron background on board a ship or in flight.  
A typical cosmic neutron background at sea level  
will be 120 neutrons per second per square meter 
(nps/m2); ship effect would add an additional 25% 
on board a ship, for a total of 150 nps/m2 (latitude 
dependent). In terms of ways to reduce cosmic 
neutron background, material shielding would 
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remove more than 55% of the flux, leaving about 
68 nps/m2 remnant neutrons; the electronic veto 
method would take out 70% of these later fluxes, 
leaving only about 13% of the original cosmic 
neutrons to pass through. The general approach  
used in this project to reduce cosmic neutron 
background was to (1) use effective shielding  
materials to remove neutron flux, (2) tag the  
remnant neutrons and use an electronic veto for 
not counting them, and (3) use cumulative Feynman 
variance Y2F(t) to mark the presence of a man-made 
neutron source. Figure 1 is a schematic of the experi-
mental setup. All the elements above the helium-3 
(3He) tube array help remove cosmic background 
neutron flux, and the elements below the 3He tube 
array contribute to the real-time analysis of the 
neutron counts (Y2F calculations) from any neutron 
source present on the ground. The functional form of 
Feynman variance Y2F(t) as a function of the time bin 
width of neutron correlation measurements is

(1)

where α–1 is die-away time (average time a neutron 
spends from the time of origination until it reaches 
the detector) in μs, t is the time bin windows in μs, 
Cn is the total neutron count, and A is a normalizing 
constant. Die-away times are determined primarily  
by the size, shape, composition, and efficiency of 
the neutron counter, but also are slightly affected by 
scattering, moderation, or neutron-induced fission 
within the sample being assayed.

Project

Besides shielding, we proposed to use two additional 
methods to address the cosmic neutron background 
problem: (1) electronic vetoing of tagged neutrons 
and (2) studying time-resolved measurements of 
neutrons from a man-made source to find intervals 
between counts that are not random. Any deviation 
from the Poisson distribution of the neutron time 
correlation would prove the existence of a non- 
cosmic source. The two methods are described  
in detail below.

In method 1, a 2-inch-thick BC-400 paddle covered 
the entire active area of the 3He tube array. A photo-
multiplier signal above a preset threshold indicated 
existence of the cosmic background. The 3He tube 
array electronics were free running and counting 
neutrons. Whenever the plastic paddle detected  
a pulse above a preset threshold, it created an  
~120 μs logic pulse to block the neutron counting by 
the 3He array. These pulses blocked a large portion 
of the cosmic background—a signal-to-noise gain 
of a factor of 2 was obtained. The veto pulse width 
was between 2–3 times greater than the die-away 
time for the detector. It is interesting to note that a 
commercially available fission meter has a die-away 
time of 40 μs.

Method 2 is a calculational procedure in which the 
Feynman variance (excess of variance over Poisson 
distribution of neutron counts), Y2F, is calcu-
lated constantly in the background for a series of 

Figure 1. From top to 
bottom are a lead sheet, 
two borated polyethylene 
sheets, a cadmium sheet, 
a BC-400 scintillator, a 
cadmium sheet, an array of 
15 cylindrical pressurized 
3He (2.7 atmosphere) 
tubes spaced 2 inches 
apart, and a high-density 
polyethylene (HDPE) layer
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measurements from 1 to 512 μs and repeated. For 
cosmic neutrons this value should be a constant and 
slightly positive. Any introduction of a neutron source 
would disturb this correlation, and the measure of 
the correlation function Y2F would be lower. Using 
a commercially available fission meter, it has been 
shown that it is possible to partition the neutron 
counts into two groups, cosmic and non-cosmic, by 
establishing empirical rules relating neutron count 
rate and Y2F. This method does not exclude cosmic 
neutrons from being counted, but shows what 
percentage of neutrons belongs to cosmic origin. This 
method involves understanding the characteristics of 
the neutron counter in great detail, whereas the first 
method is straightforward. We tested both methods 
to increase the counting sensitivity for man-made 
neutrons.

Shielding Materials and Thickness

Choosing shielding materials requires considerable 
understanding of neutron interactions with materi-
als like neutron converters (3He, 6Li, 10B), modera-
tors (1H, CH2, H2O, D2O), and absorbers (10B, 113Cd, 
157Gd). Neutron shielding is effectively accomplished 
by initially using good moderating materials followed 
by neutron absorber materials. Sometimes these 
absorbing materials (113Cd or 157Gd) are uniformly 
distributed in a matrix made out of the moderating 

material. Effective neutron moderators must be low 
cost and machineable, with high moderating power 
(∑sς), defined as the product of macroscopic scatter-
ing cross section (∑s) and the average logarithmic 
decrement of kinetic energy of neutron in each 
scattering process, ς. A good neutron moderator will 
also have to have a high moderating ratio, defined 
as (∑sς/ ∑a), where ∑a is the absorption cross section. 
From the table of moderating power and moderat-
ing ratio (Rinard 1991), it is easy to understand why 
polyethylene with highly absorbing boron dopant 
followed by a thin cadmium sheet would make an 
effective cosmic neutron shielding block. The high-
density (1.19 gm/cm3) borated polyolefin (SWX-210 
manufactured by Shieldwerx, a division of Bladewerx, 
LLC) that was used for this project had hydrogen  
and boron atomic density per cm3 of 6.07 × 1022 
and 1.99 × 1022, respectively; both had a macro-
scopic thermal neutron cross section of 14.5 cm‒1 
(represented as the inverse of the mean free path of 
thermal neutrons in the bulk medium).

The cosmic-ray shield was constructed of two layers 
of 1-inch-thick borated high-density polyethylene 
(HDPE) with 30% natural boron by weight fabricated 
into a five-sided cover for two moderated neutron 
modules. A second thermal neutron absorber, 
cadmium, in the form of a 1/16-inch-thick sheet of 
113Cd composed of 12.2% of natural cadmium was 

Figure 2. MCNPX-
simulated neutron counts 
per second measured 
by a large array of 16 
pressurized 3He tubes 
(72" × 2" diameter). 
The neutron sensitivity 
(counts per second) as 
simulated by MCNPX is 
shown as a function of 
distance between the 
source and the detector 
for unshielded (green 
squares), shielded with 
1-inch (red dots), and 
2-inch (blue diamonds) 
shielding materials.
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placed between the neutron detector modules and 
the shield. The MCNPX code (Pelowitz 2005), version 
2.5.0, was used to simulate neutron transport and to 
generate sensitivity shown in Figure 2. A 252Cf source 
of 2 μCi strength was used to simulate the response 
function for the 16-element 72" × 2" cylindrical 
pressurized 3He tube array (2.7 atmospheric pressure 
with ¼-inch moderating sleeves).

Y2F Measurements

A high-speed field-programmable gate array (FPGA) 
SBRIO-9602 manufactured by National Instruments, 
Inc., has been used to exploit the time correla-
tions between neutrons from different sources 
(National Instruments 2008). For example, cosmic 
or background neutrons in a maritime environment 
are only mildly correlated, primarily because of the 
high rates of spallation neutrons created by cosmic 
interactions. Neutrons from the (α, n) channel are 
completely uncorrelated, and neutrons from fission 
are very highly correlated, particularly when multi-
plications are taking place following spontaneous or 
induced fission. By following the detected neutron 
counting distributions with very narrow time gates 
ranging from 1 to 512 µs, one can partition between 
fission and cosmic neutrons within a very short time, 
on the order of 10 minutes. This approach provides 

a unique solution to discriminate against cosmic 
neutrons in a maritime search environment (in 
real time) and enables effective measurement of a 
neutron source on the ground from a large standoff 
distance.

BC-400 Plastic Response to Neutron and  
Electronic Veto

In low-rate multiplicity measurement conditions (like 
those present in maritime searches for special nuclear 
materials), even though mildly time-correlated, the 
cosmic-coincidence neutron backgrounds are the 
biggest challenge. Essentially all neutron-coincidence 
background counts in a 3He thermal neutron detec-
tor originate from the cosmic-ray spallation events. 
To reduce the neutron-coincidence background, 
the incident cosmic rays must be reduced both by 
shielding and by electronic means. Material shield-
ing cannot reduce the coincidence background rate. 
By using a 5 cm thick plastic scintillator slab as a veto 
trigger, a reduction of 72% of coincidence background 
has been reported (Miller 1992). A similar technique 
has been employed in this project. The conceptual 
design of the experiment is shown in Figure 3, in 
which an array of 15 pressurized 3He tubes is covered 
on one side (cosmic-ray incidence side) by a 2-inch-
thick rectangular slab of BC-400 plastic, measuring 

Figure 3. The incident cosmic 
neutrons undergo (n, n), (n, n'p) 
and charge-exchange reactions 
within BC-400 (predominantly 
made of H [5.23 × 1022/cm3] and  
C [4.74 × 1022/cm3] atoms) and 
create light pulses. Neutron 
pulses are discriminated against 
gamma-ray and other charged 
particle pulses and tagged 
by creating a transistor-to-
transistor logic pulse that signals 
to open a 120 μs veto gate that is 
sent to the anticoincidence unit 
to block the neutrons from being 
counted by the 3He counter 
electronics.
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36" (length) × 12" (width) with an extended light 
guide used to collect light pulses using a photomulti-
plier tube (RCA 8575). An Ortec Model 265 tube base 
was placed on one end. A coincidence unit was used 
as the gate. This nuclear instrumentation module unit 
accepts as inputs the logic signal output from the 3He 
detector; the veto pulses are accepted through an 
anticoincidence gate. The output of this unit is then 
sent to the FPGA for time-correlation counting of the 
3He signals. When the anticoincidence gate input 
is positive, the coincidence unit gives a zero (null) 
output; in the absence of an anticoincidence pulse, 
the 3He signal passes through the unit to the FPGA 
with minimal signal distortion.

Results

Shielding

A series of shielding measurements were conducted 
using an americium-beryllium (Am-Be) neutron 
source (RAM-95048, 47.6 mCi) and a series of califor-
nium-252 (252Cf) neutron sources (ranging in strength 
from 1.8 to 96.4 μCi) to determine the effectiveness 
of the shielding block, which consisted of two highly 
borated polyethylene sheets, each 1 inch thick; 
the second layer away from the source had a sheet 
of 1/16-inch-thick Cd glued onto it to capture 
the moderated neutrons. The neutron counting 

equipment used to perform the tests was from the 
Remote Sensing Laboratory–Andrews (RSL-A). The 
equipment used included a neutron drop sensor, 
an infield backpack, RSL mobile neutron pods, and 
a 6-foot 3He tube array. Figure 4 shows the source 
detector and shielding block orientation and configu-
rations for the shielding measurement campaign.

Long-dwell static data were collected to obtain stable 
and statistically valid neutron count rates from the 
3He tube detector arrays, first without shielding in the 
presence of a neutron source, and then by bringing in 
the shielding layers one at a time. First, a single 1-inch 
layer of the borated polyethylene, then two layers of 
1-inch polyethylene panels, and finally 2-inch polyeth-
ylene plus a 1/16-inch-sheet (away from the source 
side) were used. Effective shielding power was calcu-
lated (in percentile form) as

(2)

where Ps is the shielding power, and Nu and Ns are 
neutron count rates measured by the 3He tubes in 
unshielded and shielded configurations, respectively. 
Table 1 shows the shielding power (Ps) for various 
deployable RSL-A neutron counters, which vary 
greatly in terms of their size (solid angle coverage) 
relative to neutron count rates.

Equipment Type 
(Generic Name)

Active Counting 
Element

Unshielded Neutron 
Count Rate (cps)

Shielded Neutron 
Count Rate (cps) Shielding Power (Ps)

Drop Sensor Single 3He  
(2.7 atm) tubes  
(12" × 1" diameter) 
with moderator

59.30 ±0.45 30.8 ±0.32 
Background = 0.17

48%

In�eld Backpack Five 3He tubes  
(12" × 1" diameter) 
with moderator

214.3 ±4.9 54.1 ±2.3 
Background = 0.7

75%

Mobile Neutron Pods Sixteen 3He tubes  
(36" × 2" diameter) 
with ¼" polyethylene 
sleeves

216.8 ±14.7 102.7 ±11.1 
Background = 5.1

53%

6' 3He Tubes for Aerial 
Measurements

Sixteen 3He tubes  
(72" × 2" diameter) 
with ¼" moderator 
sleeves

174.0 ±22.7 137.4 ±20.7 
Background = 135.6

21% (all counts  
above background 

removed)

Table 1. Shielding measurements count rate data in counts per second for various neutron counters
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Figure 5. Non-cosmic fraction 
of the total neutron counts are 
plotted for measured Y2F values 
for various count rates. The red 
line shows a weighted mean slope 
(linear �t of the data points) of 
negative magnitude, meaning  
the increasing non-cosmic counts 
results in a decrease in Y2F.

Figure 4. (a) The shielding side of the 72" × 2" 3He tube array, (b) the detector side of the 72" × 2" tube array,  
(c and d) two mobile neutron pods facing the source. The detectors, shielding elements, and the source were  
always centered about 1 meter above ground.
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Parameterization of Non-Cosmic Neutron  
Content in Terms of Measured Y2F

One of the goals of this project was to parameter-
ize the known percentile component of man-made 
neutrons in a mixed neutron flux as a function of the 
cumulative value of Y2F as measured by the free-
running 3He proportional counter system. A large 
amount of data were collected to provide a varied 
range of neutron counting rates so that a stable, 
statistically valid algebraic relation could be estab-
lished between the Y2F and corresponding man-made 
neutron component. Figure 5 shows the plot of stable 
Y2F values versus the fractional composition of the 
man-made neutrons.

BC-400 Electronic Veto

The electronic veto system shown in Figure 3 was set 
up using the BC-400 plastic paddle shown in Figure 6. 
The gamma-ray and neutron pulses generated by the 
plastic are shown in Figure 7. The pulse height differ-
ence in them is clear; on the basis of pulse height 
separation, we can tag the neutrons inside the  
BC-400 and start the anticoincidence window. If  
the threshold is set at 2.1 VDC, a cosmic reduction  
of 68% is expected (Miller 1992), which would trans-
late into an improvement of detector sensitivity by a 
factor of 1.8.

Figure 6. (a and b) A 2-inch-thick BC-400 (12" × 36" length without the light guide) with photomultiplier tube at 
one end was used along with the (c) high-voltage pre-ampli�er and (d) ampli�er board to tag the cosmic neutrons 
and separate them by stopping them from being counted by the 3He proportional counter array
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Conclusion

A set of neutron moderating and absorbing materials 
in the form of rectangular slabs and sheets have been 
arranged to form a shielding package that success-
fully removes neutron flux from a source at a rate 
above 55%. A 2-inch-thick and 36-inch-long (length 
without the light guide) rectangular plastic scintil-
lator BC-400 (acting as an active electronic veto) 
was configured successfully to tag incident cosmic 
neutrons and inhibit them from being counted by an 
array of 3He tubes. This veto system removes another 
70% of the remaining cosmic neutrons, effectively 
eliminating 87% of the incident cosmic background 
neutron flux. The efficiency of this veto counter has 
not been experimentally benchmarked. A factor of 
2.8 improvement in detection sensitivity is accom-
plished with 70% veto efficiency (in conjunction with 
the shielding mechanism).

A real-time algorithm has been developed that deter-
mines the percentile man-made neutron component 
in a neutron flux from the real-time measured values 
of the excess of variance (Feynman variance, Y2F), 
providing software partitioning of neutrons. Because 
the two methods can run in parallel without interfer-
ence, simultaneous application of these combined 

methods is most beneficial in maritime search opera-
tions where one is trying to find small correlated 
neutron signals.
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Mark Raphaelian1,a and Michael McElfresha

A design for a solid-state neutron detector was previously developed using MCNP calculations 
based on a two-phase system of silicon-diode and boron that incorporates geometrical features 
patterned into the semiconductor. MCNP models were used to explore possible performance 
improvements resulting from (1) systematically changing the size and distribution of the 
geometrical features and (2) varying the density of the boron phase. For this project, doped silicon 
wafers were used to produce a deep depletion region and then were patterned with geometrical 
features in a range of sizes in order to study the trends observed in the MCNP models. New boron-
10−enriched boron cluster phases were also synthesized to introduce more chemical stability 
and better control the boron matrix density. Boron nanoparticle incorporation by way of newly 
developed nanomanufacturing methods was also studied as a method to control matrix density 
and incorporate the boron phase uniformly into the structure. Detectors were built and tested 
with neutron radiation sources. An understanding of current limits for building a high-efficiency, 
low-cost neutron detector using standard commercial methods was developed, and many in the 
science community are developing strategies to operate within, and overcome, those limits.
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a Livermore Operations

instruments, detectors & sensors

Background

For over a decade more efficient solid-state neutron 
detectors have been developed by altering the 
geometrical arrangement in which the boron trans-
mutation phase is integrated with the semiconduc-
tor diode device (Nikolić 2005, Shultis 2006, Nikolić 
2007, Bellinger 2007, Solomon 2007, Nikolić “Pillar 
structured thermal neutron detector with 6:1 
aspect ratio” 2008, Nikolić “Pillar structured thermal 
neutron detector” 2008, Conway 2009, McGregor 
2009, Shultis 2009, Bellinger “High efficiency” 2010, 
Bellinger “Characteristics” 2010, Brickner 2010, 
Nikolić 2010, Raphaelian 2010, McElfresh 2011, 
Nikolić 2011, Bellinger 2012). When the 10B(n,α)7Li 
reaction is used for neutron detection, the key is to 
capture as many of the α-particles, and as much of 
the initial particle energy, as possible. The simplest 

geometry is a layer of a boron-10 (10B)‒enriched 
material on top of a silicon diode wafer. In this 
geometry over half of the α-particles are lost, and, 
depending on the thickness of the boron matrix 
layer, much of the neutron energy will be lost as the 
α-particle traverses the boron phase on its way to the 
silicon-diode detection phase. Alternative geometries 
for the boron matrix were explored in order to 
identify structures that would produce more efficient 
recovery of the α-particles and their energy.

In our previous work with MCNP (McElfresh 2011), 
hexagonal arrays of cylindrical pillars, as shown 
schematically in Figure 1, were studied as a function 
of pillar diameter (d) over a range of 100 to 2000 nm, 
pillar spacing (L) from 1.05d to 5.00d, and the density 



116

instruments, detectors & sensorssdrd fy 2012

of a fully 10B-enriched boron phase from 10% to  
100% of theoretical density.

Figure 2 displays the major trends observed in these 
calculations for boron cylinders embedded in a silicon 
diode matrix. In Figure 2, each plot is the energy in 
a bin versus the energy of the bin. For all plots, d 
changes in the horizontal direction and L changes in 
the vertical direction. Colors refer to specific boron 
matrix densities. The curves become narrower as 
d is reduced, and they move to higher energy and 
narrow further as the density is reduced. The peak in 
the distribution of deposited energy into the silicon 
matrix decreases in energy the smaller the pitch 
becomes.

The trends in Figure 2 for decreasing d can be 
explained by considering that the various potential 
α-particle paths become increasingly similar in 
energy, leading to a narrowing of the distributions. 
The trends associated with decreasing density can be 
explained by realizing that more and more energy is 
delivered to the silicon, both increasing the energy 
and narrowing the energy spread. The trend with L 
is related to the α-particle traversing more boron as 
L decreases, thereby reducing the amount of energy 
available for deposition into the silicon matrix.

Project

A primary goal of this project was to test the ability of 
current manufacturing methods for producing these 
detectors. The other important goal was to determine 
if the trends observed in MCNP calculations could be 
observed in real systems.

Silicon wafers with a low level of n-type 10 to 20 Ω 
doping were used as the initial material for devices. 
On one side of the wafer, high p-doping (on the order 
of 5 × 1016) was done via ion implantation. The wafers 
were then annealed so that the doping reached  
100 nm in depth to form the pn-junction. This results 
in the wafers having a deep depletion region exceed-
ing the depth of the etch features (maximum  
20 µm). The opposite side of the wafer required a 
high n-doping profile (5 × 1016 to 1019) to function as 
an electrical contact. Three different doping profiles 
were tested. Shown in Figure 3 are current‒voltage 
(I‒V) curves for 1 cm square devices for d = 500 nm 
and L = 1000 nm (i.e., 2d). Solid-state radiation detec-
tors are normally operated at as large a reverse bias 
as the device will support in order to maximize the 
depth of the depletion region and reduce recombina-
tion. Under ideal circumstances, silicon devices can 
be operated at up to 40 volts of reverse bias. Figure 3  
shows that these devices are showing reverse-bias 

Figure 1. The devices are a 
hexagonal array of silicon 
pillars in a boron-based 
matrix or boron-based 
cylinders in a silicon matrix. 
The geometrical variables are 
d the diameter of the pillars,  
L the distance center to 
center of the pillars, and h  
the height of the pillars.
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Figure 2. Each curve is a histogram detailing the energy deposition pro�le from alpha particles into the silicon as  
a function of energy. The area outlined in green identi�es where the best trade-o�s between manufacturability/cost 
and detector performance exist. A lower density boron matrix (heavy black dotted arrow) produces higher energy 
and sharper peaks. Both smaller d and ρ produce sharper peaks. Each color corresponds to a particular boron matrix 
density: purple = 100%, blue = 50%, green = 30%, yellow = 20%, and red = 10%.
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breakdown at voltages of as little as 2 or 3 volts. 
Previous successful devices could be operated at 
reverse bias voltages of 25 volts; however, compared 
to ours, these devices were much smaller in size (i.e., 
a few mm2 versus 100 mm2) (Klann 2011). The best 
explanation available for the low reverse bias is the 
nonuniformity of the doping, where curves like those 
seen in Figure 3 are characteristic. Other features of 
the I‒V curves that support nonuniform doping were 
the effects of light exposure and leakage currents. 
Much better contacts will also be required to get 
optimal pn-junction behavior.

Figure 4 shows 500 nm structures that have been 
etched using standard reactive ion etching (RIE). Two 
different lithographic procedures were employed, one 
with a standard spin-on resist and another using a 
hard mask. The hard mask allows for deeper etching. 
Due to the small size of the features, <1000 nm, a 
step projection method of exposing the resist was 
used. Small large-aspect-ratio feature sizes present an 
etching challenge. The current state-of-the-art etch is 
held by Applied Materials, which has shown that they 
can etch 350 nm holes with an aspect ratio of 100:1.

Several boron matrix materials were explored. Two 
stable boron cluster materials, both carboranes, 
were synthesized in the fully 10B-enriched form. The 
synthetic route for one of these carboranes is shown 

in Figure 5. While any atoms other than 10B in the 
boron matrix will only increase energy loss to the 
matrix and broaden the energy curves, the gains of 
adding other atoms must be weighed against the 
losses. Specifically, the additional atoms in these 
compounds stabilize the matrix with regard to chemi-
cal decomposition and create avenues for varying 
the density. Incorporation of these compounds into 
small-diameter holes remains a challenge that will 
take time to learn to control and has caused problems 
with many of the earlier attempts to make these 
types of devices. Two carboranes were synthesized, 
including the ionic compound shown in Figure 5, 

Figure 3. Current–voltage  
(I–V) curves for manufac-
tured devices taken with  
and without external 
illumination

Figure 4. The cross section of a reactive ion etched (RIE) 
wafer showing the cylindrical pro�les etched into the silicon 
prior to boron material �lling 
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which is fairly water soluble, and another nonionic 
compound that is more soluble in nonpolar solvents. 
This approach was intended to provide a range of 
options for addressing surface tension issues.

Another method to incorporate boron in a controlled 
manner involved methods developed at the 
National Science Foundation Center for High-Rate 
Nanomanufacturing (CHN) at Northeastern University. 

CHN has developed two methods for incorporating 
nanoparticles into small-diameter holes: one is a 
dielectrophoretic method and the other a turbulent 
mixing method. We used the latter with commer-
cially obtained B4C nanoparticles, and the results 
are shown in Figure 6. The holes are filled to the top 
with particles. In some regions, some material is also 
on the top. This material would be removed before 
coating with encapsulating contact surfaces.

Figure 5. The steps in  
the synthesis of the  
ionic carborane cluster 
material. The structure  
of the synthesized cluster  
is also shown. 

Figure 6. B4C nanoparticles �ll the high aspect ratio cylindrical holes in the silicon wafer/chip 



120

instruments, detectors & sensorssdrd fy 2012

A first round of radiation detection testing was done 
with early stage devices. As noted above, the I‒V 
curves were not well suited for radiation detection; 
however, there were many lessons to be learned 
using these early stage devices. Because our Argonne 
National Laboratory (ANL) collaborators had done 
work on some of the earliest designs of this general 
type of sensor, it was possible to make some direct 
comparisons between the current device and 

previous devices that were not yet described in  
the literature. Some detection results using neutron 
sources at ANL are shown in Figure 7. The detected 
signals are associated with small differences observed 
between the curves. The signal-to-noise ratio was 
poor. Devices that ANL had previously tested were 
retested and required very large bias voltages before 
they produced a significant and meaningful detector 
response.

Figure 7. The manufactured detector response: top plots show the response without a source (i.e., background), 
middle plots show the response with a source, bottom plots show the response di�erence between with and 
without source exposure.
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Conclusion

Our work has allowed us to identify several of the 
current barriers to increasing the detector size and 
performance of geometrically structured two-phase 
neutron detectors, and has also allowed us to develop 
a strategy for moving this technology forward.

It seems clear that uniform doping is critical to 
obtaining suitable devices. The size of any device 
will be limited by the uniformity of the doping. For 
some commercial applications, fairly uniform doping 
has produced high-quality diode materials over the 
full expanse of 6-inch wafers. Having good electrical 
contacts are also critical to getting high performance 
and high efficiency. Uniform and reproducible incor-
poration of the boron matrix at controlled densities 
needs to be perfected, possibly by working with 
specialized vendors or by obtaining suitable commer-
cial materials.

Two 10B-doped carboranes were developed, one 
suitable for polar solvents and the other for nonpo-
lar solvents. There are very few additional non-10B 
atoms in these compounds, which are mostly low-Z 
hydrogen. Chemical stability of the boron phase has 
been a problem for boron-based detectors, and these 
compounds should directly address this issue and 
provide more flexibility in methods for incorporating 
the boron phase into the device.

Nanoparticles are another material that may allow 
control over the density and chemical stability of the 
boron phase. Very stable B4C particles were incor-
porated into the structure using a micro-turbulence 
method. Excellent results were obtained using this 
method.

References

Bellinger, S. L., W. J. MacNeil, T. C. Unruh, D. S. McGregor, 
“Angular response of perforated silicon diode high 
efficiency neutron detectors,” IEEE Nucl. Sci. Symp. Conf. 
Rec. 3 (2007) 1904–1907.

Bellinger, S. L., R. G. Fronk, W. J. MacNeil, T. J. Sobering, 
D. S. McGregor, “High efficiency dual-integrated stacked 

microstructured solid-state neutron detectors,” IEEE Nucl. 
Sci. Symp. Conf. Rec. (2010) 2008–2012.

Bellinger, S. L., R. G. Fronk, W. J. MacNeil, T. J. Sobering, 
D. S. McGregor, “Characteristics of the stacked 
microstructured solid-state neutron detector,” Proc. SPIE 
7805 (2010) 78050N-1–78050N-15.

Bellinger, S. L., R. G. Fronk, W. J. MacNeil, T. J. Sobering, 
D. S. McGregor, “Improved high efficiency stacked 
microstructured neutron detectors with nanoparticle 6LiF,” 
IEEE Trans. Nucl. Sci. 59 (2012) 167–173.

Brickner, N. M., M. W. McElfresh, M. L. Raphaelian, 
“Lightweight High Efficiency Thermal Neutron Detector,” 
presented at the 2010 American Nuclear Society Winter 
Meeting and Nuclear Technology Exposition, Las Vegas, 
Nevada.

Conway, A. W., T. F. Wang, N. Deo, C. L. Cheung, R. J. 
Nikolić, “Numerical simulations of pillar structured solid 
state thermal neutron detector: Efficiency and gamma 
discrimination,” IEEE Trans. Nucl. Sci. 56, 5 (2009) 
2802–2807.

Klann, R. T., Argonne National Laboratory, Argonne, Illinois, 
private communication, July 2011.

McGregor, D. S., W. J. MacNeil, S. L. Bellinger, T. C. Unruh, 
J. K. Shultis, “Microstructured semiconductor neutron 
detectors,” Nucl. Instrum. Methods Phys. Res. A 608, 1 
(2009) 125–131.

McElfresh, M. W., M. R. Raphaelian, N. M. Brickner, 
“Lightweight high-efficiency thermal neutron detection,” 
Nevada National Security Site–Directed Research and 
Development, FY 2010, National Security Technologies, LLC, 
Las Vegas, Nevada, 2011, 105–114.

Nikolić, R. J., C. L. Cheung, C. E. Reinhardt, T. F. Wang, 
“Roadmap for high-efficiency solid-state neutron 
detectors,” Proc. SPIE 6013 (2005) 36–44.

Nikolić, R. J., A. M. Conway, C. E. Reinhardt, R. T. Graff, 
T. F. Wang, N. Deo, C. L. Cheung, “Fabrication of pillar-
structured thermal neutron detectors,” IEEE Nucl. Sci. 
Symp. Conf. Rec. 2 (2007) 1577–1580.



122

instruments, detectors & sensorssdrd fy 2012

Nikolić, R. J., A. M. Conway, C. E. Reinhardt, R. T. Graff, T. 
F. Wang, N. Deo, C. L. Cheung, “Pillar structured thermal 
neutron detector with 6:1 aspect ratio,” Appl. Phys. Lett. 93 
(2008) 133502–133505.

Nikolić, R. J., A. M. Conway, C. E. Reinhardt, R. T. Graff, T. 
F. Wang, N. Deo, C. L. Cheung, “Pillar structured thermal 
neutron detector,” Proc. IEEE 93 (2008) 2361–2364.

Nikolić, R. J., A. M. Conway, R. Radev, Q. Shao, L. Voss, T. 
F. Wang, J. R. Brewer, C. L. Cheung, L. Fabris, C. L. Britton, 
M. N. Ericson, “Nine element Si-based pillar structured 
thermal neutron detector,” Proc. SPIE 7805 (2010) 
78050O–78050O-9.

Nikolić, R. J., Q. Shao, L. F. Voss, A. M. Conway, R. Radev,  
T. F. Wang , M. Dar, N. Deo, C. L. Cheung, L. Fabris,  
C. L. Britton, M. N. Ericson, “Si pillar structured thermal 
neutron detectors: Fabrication challenges and performance 
expectations,” Proc. SPIE 8031 (2011) 803109–803109-11.

Raphaelian, M. L., N. M. Brickner, M. W. McElfresh, 
“Transducer density variation using aerogels and 
silicon diode geometrical factors affecting solid-state 
thermal neutron detection efficiency and performance,” 
presentation, 2010.

Shultis, J. K., D. S. McGregor, “Design and performance 
considerations for perforated semiconductor thermal-
neutron detectors,” Nucl. Instrum. Methods Phys. Res. A 
606, 3 (2009) 608–636.

Shultis, J. K., D. S. McGregor, “Efficiencies of coated and 
perforated semiconductor neutron detectors,” IEEE Trans. 
Nucl. Sci. 53, 3 (2006) 1659–1665.

Solomon, C. J., J. K. Shultis, D. S. McGregor, “Angular design 
considerations for perforated semiconductor detectors,” 
IEEE Nucl. Sci. Symp. Conf. Rec. 2 (2007) 1556–1559.



123

instruments, detectors & sensors sdrd fy 2012
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In this FY 2012 SDRD project, we explored bioaffinity methods of detection using aptamers. 
Biorecognition layers (aptamers) are deposited on both flat surfaces and metal oxide nano- 
structures for comparison. Specifically, indium oxide and zinc oxide nanostructures were 
investigated by using a chemical protocol that facilitates thiol/silica binding. The results show that 
both ZnO and In2O3 can be used with a similar chemical process for immobilization of aptamers on 
the surface. Progress was made toward a rugged, lower-power, compact, multipurpose device array.
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Background

The FY 2010 investigation of colloidal nanoparticle-
enhanced, UV photodetectors presented the poten-
tial for a hybrid material sensor. The objective was to 
directly couple scintillator light into a visible blind, 
UV nanoparticle detector by multilayer deposition 
of materials with different functions (Sawyer 2011). 
In FY 2011, a new functional layer was introduced: 
aptamers, as a biorecognition element used to 
achieve selective biosensing (Sawyer Armand 2012). 
The intended biosensor will detect intrinsic fluores-
cence for signal transduction in the UV‒blue range of 
the electromagnetic spectrum. Specific wavelengths 
within this region correspond to intrinsic aptamer 
fluorescence peaks that can be used for biodetection, 
as shown in Figure 1.

Biorecognition elements with high specificity such as 
antibodies or enzymes have dominated applications 
in biomedical research and medical point-of-care 
systems. DNA and RNA aptamers are engineered 
to bind to various molecular targets by repeated 
rounds of in vitro selection, otherwise known as the 
SELEX [systematic evolution of ligands by exponen-
tial enrichment] process. They provide important 

advantages over antibodies (Que-Gewirth 2007, 
Dollins 2008, Song 2008, Han 2010), including:

• A markedly broadened range of potential targets, 
demonstrating high affinity to both micro- 
and macromolecules, beyond capabilities of 
antibodies.

Figure 1. Intrinsic �uorescence emission spectrum 
of Enterobacter aerogenous when excited at speci�c 
wavelengths (Sawyer Armand 2012)
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• Bulk synthesis by chemical processes, which 
significantly reduces the cost of fabrication.

• The ability to be created in the exact environment 
of its operational conditions.

• Ease of chemical modifications, creating unique 
biosensing opportunities for probes, quenchers, 
fluorophores, etc.

• Greater stability at elevated temperatures.

• The ability to be regenerated and reused by 
chemical or thermal denaturation, improving 
longevity and reducing cost.

• The ability to interact with other DNA or RNA 
molecules, leading to hybridization of structures 
with differing functionality.

Ultimately, a microbial biosensor can be created 
using an aptamer specifically created for a target 
such as Escherichia coli (E. coli) and then verified by 
its tryptophan, nicotinamide adenine dinucleotide 
(NADH), or flavin intrinsic fluorescence response.

Low-dimensional, metal-oxide semiconductor nano-
materials have stimulated great interest and exten-
sive research due to their novel electronic and optical 
properties in addition to their biocompatibility. 
Specifically, colloidal nanoparticles and nanowires 
are attractive as they take advantage of quantum 
confinement effects, are easy to fabricate, have a 
high surface-to-volume ratio, and are relatively low 
cost. Furthermore, our research to create metal-
semiconductor-metal (MSM) devices demonstrated 
that the current carrying mechanism creates a high 
internal photoconductive gain due to the presence of 
oxygen-related hole-trap states at the nanoparticle’s 
surface and the high resolution of interdigitated 
electrodes (Qin “Comparison” 2010, Qin “Metal-
semiconductor-metal” 2010, Qin 2011, Qin 2012, 
Sawyer 2011, Shao 2011, Shao “Optical” 2012, Shao 
“High Responsivity” 2012). Recently, detectors using 
zinc oxide (ZnO) nanowires were demonstrated (Shao 
“Heterojunction” 2012).

The material results presented here include three 
metal oxide structures: indium oxide (In2O3) nanopar-
ticles, ZnO nanoparticles, and ZnO nanowires. In2O3 
material was chosen for its band gap properties that 
correspond with the detection of NADH intrinsic 
fluorescence from potential biohazards. It is a wide-
band semiconductor material with a documented 
band gap value of 2.9 eV. ZnO is best suited for 
tryptophan intrinsic fluorescence detection in the  
UV range. ZnO is a direct, wide band gap semiconduc-
tor material (documented values range from 3.2 to 
3.4 eV). These materials fill a significant niche where 
inexpensive and traditionally used photomultiplier 
tubes (PMTs) and silicon (Si)-based photodetectors 
show a marked reduction in responsivity. Nanowires 
were investigated as nanostructures bound to the 
substrate. The nanowires will not be removed if a 
washing procedure is used (part of the experiment’s 
validation process). To our knowledge, the immobi-
lization of aptamers using this surface modification 
method with the above nanostructures for use in 
optical detection has not been investigated.

Project

In this project, the process to select the biorecogni-
tion layer included the following steps: (1) identify an 
aptamer sequence for an E. coli target, (2) investigate 
surface immobilization approaches for flat surfaces 
and nanostructures for comparison, and (3) charac-
terize aptamer binding.

Biorecognition Layer Selection and 
Immobilization

In FY 2011, as a proof-of-concept, the chemical 
tryptophan was chosen as the target. A similar 
immobilization process was applied to the final 
target, E. coli. The aptamer sequence was found 
through a literature search. The following sequence 
for E. coli was obtained from Professor Sung-Kun 
Kim at Baylor University for our experiments (Shipley 
2010):
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5- /5ThioMC6-D/GGC GAC CAA ACC AAT CAC GAC GTC 
AATTGG CGATGC CTA C -3

Two versions of the above aptamer sequence were 
ordered from Integrated DNA Technologies, Inc. The 
first was terminated only by a thiol molecule, leaving 
the other end of the aptamer for binding to E. coli. 
The second was terminated by a fluorescent aptamer 
molecule 6-FAM (6-carboxyfluorescein) and used as 
a preliminary binding and characterization step. The 
expected emission from 6-FAM is at 520 nm under 
495 nm excitation. The surface modification process 
for thiol/silica can be found in the FY 2011 SDRD 
report (Sawyer Armand 2012).

E. coli aptamer binding was measured using a 
spectrofluorimeter Spex Fluorolog Tau-3 (HORIBA 
Jobin Yvon, Inc.) or an LED-based setup in which the 
sample was excited by a 280 nm LED and detected 
by a band-pass filtered (340 nm and 20 nm FWHM) 
photon-counting PMT. On flat surfaces, only a small 
peak from the expected fluorescence appeared in 
each experiment, indicating that the concentra-
tion of aptamers bound to the surface is very small. 
The marginal success of binding aptamers to a flat 
substrate indicated a need to increase the surface 
area for binding sites by using nanostructures.

ITO-coated glass was modified using the same chemi-
cal protocol as In2O3 nanoparticles. The aptamer 
used in Figure 2 was designed for tryptophan with 
a FAM-terminating molecule. The E. coli aptamer 
sequence was used on In2O3 nanoparticles using the 
same procedure. This aptamer terminated with FAM 
showed similar results, with a signal-to-noise ratio 
(SNR) of the same order of magnitude.

Next, the E. coli aptamer was tested with the 
intended target. Though a large signal was found, 
the results were inconclusive. The results could not 
confirm whether the signal was caused by E. coli 
residue lying on the surface of the sensor or by  
E. coli bound to the aptamer. At this time we added 
a step to the process: simply washing the sample at 
the end of the protocol. This wash process addressed 
the issue, but it removed the nanoparticles from the 
surface. For this reason, we sought a nanostructure 
material that was bound to the substrate. Nanowires 
are difficult to make with In2O3; however, ZnO nano-
wires (Figure 3) were readily available and part of an 
ongoing investigation of another research project at 
Rensselaer Polytechnic Institute (Shao “Heterodyne” 
2012).

Figure 2. (a) The signal-to-noise ratio (SNR) on an indium oxide doped with tin (ITO) �at surface was 20, and (b) was  
600 on In2O3 nanoparticles
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Notice in Figure 4 that the expected peaks (340 nm 
and 440 nm) for the washed slides (blue lines) are 
either greatly diminished or gone. Furthermore, both 
EA and EC fluorescence was detected. This led to 
the conclusion that the bacteria may only lie on the 
surface.

The deposition method for ITO-based substrates was 
attempted for ZnO nanoparticles and nanowires. 
These nanoparticles demonstrate a similar SNR 
to that of In2O3, but the ZnO nanowires showed 
improvement over nanoparticles by six times. 

Furthermore, the surface modification procedure was 
changed to exclude sonication of the sample, which 
further loosens particles from the surface. As a result, 
the fluorescent response increased by five times, 
which also supports our assumption of reduced 
fluorescence due to removed nanoparticles.

The fluorescence response (Figure 5) using ZnO 
nanowires is six times that of ZnO nanoparticles. The 
peak of the reference sample at 531 nm is due to the 
common parasitic photoluminescence due to defects 
in ZnO.

Figure 3. (a) Schematic of ZnO nanowires with bound aptamers on a quartz substrate; and (b) a scanning electron micro-
scope image of ZnO nanowires (Shao “Heterodyne” 2012)

Figure 4. (a) Tryptophan intrinsic �uorescence of E. coli (EC) and Enterobacter aerogenous (EA) with 280 nm excitation 
before and after washing. (b) NADH intrinsic �uorescence of E. coli (EC) and Enterobacter aerogenous (EA) with 280 nm 
excitation before washing and after washing.
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Conclusion

Three different metal oxide nanostructures were  
used to increase the binding surface area for  
aptamers. The results show that both ZnO and In2O3 
can be used with a similar chemical process for 
immobilization of aptamers on the surface. Work 
that will be performed in the investigator’s lab 
includes measurement and comparisons of the E. coli 
aptamer with the intended target. A nanostructure-
based device will be deposited on the other side of 
the sample substrate, making a complete, compact 
biosensor.
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Experiments to develop an imaging system for warheads or warhead-like configurations based on 
cosmic-ray muon counting and tracking along with gamma and neutron measurement capability 
were conducted. The proposed technology offers an innovative, efficient, portable, robust, and 
inexpensive solution as a passive imaging system. The project reconfigured an existing muon 
detector system and developed algorithms specifically to scan for special nuclear material 
(SNM) in deployed configurations for applications such as treaty verification. Experiments 
have shown conclusively that passive cosmic-ray muon tracking technology can detect and 
image SNM in warhead-like configurations in both tomographic and telescopic modes.
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Background

A new, passive imaging technology was previously 
developed by Los Alamos National Laboratory (LANL) 
and commercially by Decision Sciences International 
Corporation (Decision Sciences) that utilizes cosmic-
ray muons to detect special nuclear material (SNM)  
in shielded configurations such as cargo contain-
ers. This is the second year of a project designed to 
adapt this technology to warhead monitoring and 
treaty verification applications. High-energy protons 
bombarding our atmosphere collide with other parti-
cles, creating showers that decay into many different 
particles, including muons (Figure 1). At sea level  
the muon flux is approximately 10,000/min/m2. 
Muons have a mean energy of about 3 GeV, which 
means that they have an effective lifetime of  
γτ = (28) × (2.2 μs) = 61.6 μs and are highly pene-
trating. The distribution of these particles is roughly 
cos2(θ), θ from zenith, with 55% of the muons 
positively charged (μ+) and 45% negatively charged 
(μ−). A muon’s properties make it a great candidate 
for passive imaging for several reasons. Muons are 

similar to electrons but are 200 times more massive 
(mμ = 105 MeV). Unlike protons and neutrons, 
muons are subject only to weak and electromagnetic 
forces. At high energies, the muon is highly penetrat-
ing through matter because of its high mass. After 
scattering has reduced the energy, muons can replace 
electrons in an atom, forming muonic atoms result-
ing in high-energy x-rays. Muon-induced fission is an 
event that occurs when a negatively charged muon 
(μ−) is captured by the nucleus of an atom; these 
negatively charged muons are of great interest in  
this project.

In general, two modes of operation can be used for 
cosmic-ray muon tracking and imaging: tomographic 
and telescopic. Tomographic mode relies on multiple 
coulomb scattering, and has been shown to detect 
and image high-Z material in shielded configura-
tions. Tomographic mode requires detectors above 
and below the object of interest, because it tracks 
incoming and outgoing scattered muons. In the first 
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limited inspector transparency; some handling is 
done out of view of the inspectors. Additionally, 
future treaties will require an enhanced ability to 
monitor or count warheads. Treaty requirements 
include minimal intrusiveness on operations, share-
able technology, and information barriers (intrinsic 
or built-in) that provide confidence to all parties that 
warheads are being counted without revealing sensi-
tive or classified information. These requirements 
also imply the need for transparency and simplicity of 
data collection and processing methods to minimize 
hidden weapons capabilities. Systems that can count 
warheads in situ are particularly needed, primarily 
in storage containers at storage sites. X-ray radiogra-
phy (Mozley 1990) and fast-neutron counting (Ewing 
1990, Byrd 1992) have been proposed to address 
this need, as well as neutron (Zalyubovskii 1993) or 
gamma-ray interrogation. So far these methods have 
not been adopted as part of standard treaty verifica-
tion protocol because they are too invasive or unreli-
able in the presence of variable background signals. 
Muon tracking technology satisfies the require-
ments, as it is based on nonintrusive imaging of the 
warheads, enabling their reliable identification with 
low sensitivity to background. 

Potential applications of muon imaging include 
vehicle-mounted detectors that could look for buried 
SNM or SNM hidden inside buildings; detectors that 
could monitor stored fuel rods outside of contain-
ment vessels or even externally to the storage facil-
ity; and monitoring of transportation systems (ships, 

year of this project (Schwellenbach 2012), it was 
shown that imaging dense materials from one side 
was feasible through stopped-track imaging. Stopped-
track imaging requires that muons be tracked into 
and out of a scene, such as in tomographic mode; 
however, incoming muons that cannot be correlated 
with an outgoing muon are used to generate images. 
Earlier proof-of-concept experiments (Borozdin 2010) 
indicate that cosmic-ray muons will induce fission in 
high-Z materials, leading to emission of secondary 
particles (fission neutrons and gamma rays) that are 
in time coincidence with stopped muons. Using these 
neutrons along with the stopped muon tracks, the 
telescopic mode of muon imaging can be developed 
for a variety of warhead monitoring and standoff 
detection applications. Telescopic mode tracks the 
incoming muons that are seen in coincidence with 
gamma rays or neutrons, which are a signature of 
the muon-induced fission. Because of this ability, the 
telescopic mode can be very sensitive to SNM and 
requires only single-sided detectors.

The New START treaty limits the Russian and U.S. 
nuclear arsenals to a maximum of 1,550 nuclear 
warheads, down from the current ceiling of 2,200. 
With this decrease in the number of allowable war- 
heads, the approach for confirmation of warhead 
numbers becomes more important, dictating the 
development of new methods for warhead count-
ing. The existing process for inspection is intrusive 
and requires considerable handling and protection 
of sensitive/classified material, while providing only 

Figure 1. Decay tree for an 
inbound cosmic ray entering 
the atmosphere
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trains, and trucks), without exposure or knowledge 
by the occupants, to detect movement of SNM. Only 
one-sided access to the object is required to identify 
fissile material, but two-sided access enables faster 
detection and higher-resolution imaging.

Project

This project’s goal was to prove concepts toward the 
development of advanced imaging systems using 
cosmic-ray muons designed for applications such as 
warhead monitoring and standoff detection. Muon 
tomography has been developed at LANL to address 
the problem of nuclear smuggling (Borozdin 2003, 
Morris 2008). LANL has constructed several muon 
tracking detectors; the most recent detector is the 
Mini Muon Tracker (MMT), shown in Figure 2, which 
was used in this project.

Advancements in Tomographic Mode

In terms of material detection, research prior to this 
SDRD has emphasized categorizing materials to be 
low, medium, or high Z, where the latter is consistent 
with SNM or shielded SNM. Simple categorization 
of material shortens the scan time, which is impor-
tant for an application such as monitoring a border 
crossing. Longer scan times give the additional data 

Figure 2. The mini muon 
tracker (MMT) was built 
at Los Alamos for muon 
tomography applications. 
There are 24 planes of 4-foot 
long drift tubes to track 
muons in x and y directions.

Figure 3. Concept of imaging in tomographic mode:  
muons are tracked both into and out of a scene with  
higher de�ection being measured for high-Z materials.  
The magenta lines indicate the tracked muon trajectories 
while the white lines are a projection of an unde�ected 
muon path.
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needed for warhead monitoring, allowing shape 
recognition through 3-D reconstructions based on the 
muon scattering angles through materials (Figure 3). 
For this project, we developed algorithms that allow 
for real-time 3-D imaging of materials of interest as 
well as for higher-resolution, post-processed imaging.

To test the algorithms, we placed materials of various 
sizes inside a shield box (Figure 4) having 0.25-inch 
lead walls designed to conceal the materials, and 

then imaged the box. Tomographic images shown in 
Figure 5 reveal the multiple shielded shapes detected. 
This test setup was also used for proof-of-concept 
telescopic imaging tests.

The algorithms and experimental methods developed 
using the shield box were applied to the imaging 
of objects of interest. Successful imaging has been 
documented in a separate report (Schwellenbach 
2013).

Figure 4. (a) The shield box is made of 0.25-inch lead used to conceal objects. (b) The compartment on the left contains a 
1-inch cube of tungsten, and the compartment on the right contains a 5" × 1.75" × 0.5" lead sample.

Figure 5. Tomographic images of the shield box reveal multiple objects. Shown are (a) the results of real-time imaging of 
~1 hour of data and (b) a post-processed, single Z-slice image demonstrating the system’s high-resolution capability.
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Telescopic Mode

In tomographic mode, the tracking system detects 
the muon path before and after it passes through the 
object. This mode is only possible when the scanned 
object can be placed between two muon tracking 
detectors. This geometry provides the most expedi-
ent 3-D information available, but using this method 
is not always practical. Telescopic mode tracks incom-
ing muons before interacting with the object and 
then correlates with muon-induced fission neutrons 
or gammas in time coincidence. Figure 6 shows the 
detector scenario in telescopic mode. After several 

muon tracks produce coincident fission neutrons/
gammas, sufficient information exists to locate a SNM 
candidate. Longer integration times improve statistics 
and enable us to image the SNM.

Before demonstrating  telescopic mode imaging, 
stopped-track imaging experiments were performed 
to verify that one-sided imaging was feasible. 
Stopped-track imaging is like tomographic imaging 
except that it keeps only incoming tracks that lack 
an associated outgoing track. These selected incom-
ing tracks, seen on the top detector, do not have a 
corresponding outgoing track at the bottom of the 
detector. These stopped tracks are candidates for 
muon-induced fission. The image shown in Figure 7 
shows a stopped-track image of a tungsten cube and 
a lead bar concealed by the shield box. This image 
demonstrates that one-sided imaging is feasible, and 
it gives confidence that images can be produced in 
telescopic mode.

Having validated the concept of one-sided imaging, 
the MMT was modified by adding various types of 
neutron detectors. These detectors allowed us to 
simultaneously track cosmic-ray muons into objects 
and detect muon-induced fission neutrons for 
telescopic mode studies. We saved the muon data 
in event mode, which preserves geometric informa-
tion along with a time stamp for each event, and 

Figure 6. In telescopic mode imaging, the muon is tracked 
from the top (red line) and used for imaging if it is seen in 
coincidence with a �ssion neutron. The green line shows an 
outgoing neutron/gamma detected by the system.

Figure 7. Stopped-track 
image of the shield box 
showing the ability to 
estimate the location 
of objects with low 
resolution using muons 
from only one side
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saved neutron event timestamps. Using various time 
correlation windows, we studied the resulting muon 
induced fission images.

3He, 4He, and liquid scintillator (Eljen EJ301) neutron 
detectors were used simultaneously to detect the 
fission neutrons from an object. The hardware and 
software developed in this project allowed imaging 
based on coincidence on any or all of the detec-
tor channels. Real-time telescopic mode imaging 
was successfully performed on objects of interest 
(Schwellenbach 2013), demonstrating conclusively 
that telescopic mode imaging can be performed  
and has promise for treaty verification applications.

Conclusion

Cosmic-ray muon imaging has shown promise in 
applications such as scanning of cargo containers 
and other border security applications. This project 
demonstrated conclusively that tomographic and 
telescopic modes of imaging using cosmic-ray muons 
are feasible for applications in treaty verifications 
and related fields. Continued improvements to the 
software will be required to tailor this technology to 
the specific needs of treaty verification. Small area 
neutron detectors were used in this study, and larger 
detectors will need to be used in similar experiments 
 to determine standoff detection capabilities of 
telescopic mode muon imaging. Further work is 
required to demonstrate that the techniques estab-
lished here can be applied to fieldable detector 
configurations for treaty verification.
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Independently Triggerable Linear Transformer Driver for Short, 
Multi-Pulse Radiography
LAO-14-12  |  Year 1 of 1

Andrew Smith,1,a Glen McDuff,b Nicholas Wilcox,a and Nick Kallasc

We describe the concept, design, construction, and test results of an independently triggered, 
multi-pulse, linear transformer driver (LTD). Our multi-pulse LTD concept enables variable 
pulse timing delay for each specific expected event, potentially enhancing data quality for 
hydrodynamic experiments, and possibly leading to the development of smaller, more affordable 
multi-pulse radiographic systems. This concept uses a single, independently triggered primary 
winding on each of multiple cores; each primary is switched by a triggered spark gap. Energy 
storage is provided by discrete capacitors. The driver also contains a single secondary common 
to all cores. The system can provide up to 100 kV, 2 kA pulses from 50 to 100 ns. SPICE circuit 
simulations on various circuit designs concurred with measured data. We have produced multi-
pulse output on the secondary of a two-stage modulator using a trigger module and a delayed 
trigger that produced a pulse spacing of about 200 ns. We then used two independent triggers 
with variable pulse spacing to produce a multi-pulse output under various charge voltage 
conditions. This report also introduces options for continued work and areas of investigation.

1 smithas@nv.doe.gov, 505-663-2074 
a Los Alamos Operations; b Keystone International, Inc.; c New Mexico Tech, Socorro, New Mexico
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Background

Most radiographic machines, such as Cygnus at the 
Nevada National Security Site and the Radiographic 
Integrated Test Stand at Sandia National Laboratories 
(SNL), use a single pulse and an x-ray diode output. 
Multi-pulse radiography has an advantage over single-
pulse radiography in that it delivers multiple images 
in a dynamic environment, which is useful for captur-
ing a series of events, and interactions between, 
as they unfold. These images can be combined to 
produce a short movie. Multi-pulse radiography is 
done at the Dual-Axis Radiographic Hydrodynamic 
Test facility (DARHT) and the Proton Radiography 
facility (pRad) at Los Alamos National Laboratory.

DARHT uses a pulse-forming network combined 
with a linear induction accelerator to perform x-ray 
radiography. The multi-pulse capability is a magnetic 

switch (“kicker”) that sends the beam energy to a 
target or a beam dump. DARHT can vary x-ray dose 
and spacing within a 2 μs window (Scapetti 2007). 
The pRad facility performs radiography by using 
high-energy protons generated by a radio frequency 
linear accelerator. These protons are “bunched” into 
specific sizes and collected in the proton storage ring. 
These bunches are then delivered to the target via a 
kicker magnet. The number of pulses is limited by the 
storage capacity. There are limitations to the DARHT 
and pRad facilities. The approximately 2 μs pulse 
width of DARHT excludes events of interest that occur 
after the 2 μs window. The pRad system is a complex 
machine, measuring one-half mile in length, requiring 
many operators. Additionally, accessing the device 
for experiments is very competitive, and conducting 
experiments on the system can be very expensive.
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We performed single-stage SPICE simulations depict-
ing the effect of core saturation on circuit response 
for 100, 200, 300, and 500 kV. Results are shown in 
Figures 1a–1d. Note that as the voltage goes up, the 
pulse length becomes shorter, because the core can 
only support the voltage for a limited time. This is 
indicative of a core going into saturation. Permalloy,  
a commercial magnetic core material, was used as 
the core material in the simulations, as it had the best 
available data. However, such high-frequency data 
were not available for the Metglas cores used in the 
investigation. The accuracy of our models could be 
improved with such data.

We also performed two-stage modulator circuit 
simulations with a charge voltage of 50 kV. The 
voltage results in Figure 2 show each primary pulsing 
at approximately 100 ns spacing, with the secondary 
capturing both pulses. The waveforms are under-
damped with nearly 50% reversal. The current 
waveforms, shown in Figure 3, indicate a large rever-
sal current. This characteristic will be discussed in 
the Results section. The current in the secondary has 
a low magnitude due to the loading effects of the 
first modulator in the system. Based on the results 
of these circuit simulations, we have confidence that 
the prototype design will be able to meet the multi-
pulsing requirements stated in Table 1.

A new approach to multi-pulse radiography may 
provide machines that are smaller and more afford-
able, while providing more capabilities than current 
technologies. Variable pulse spacing is a desire of 
many hydrodynamic test researchers (Toury 2012).
If the pulse spacing can be varied, then an experi-
menter could time the pulses to predicted events,  
and possibly obtain a complete set of data on a 
single-shot event.

Project

The pulse modulator design for our multi-pulse linear 
transformer driver (LTD) is loosely based on the 
proven LTD technology originated at the High Current 
Electronic Institute  in Tomsk, Russia, and refined at 
SNL (Mazarakis 2010). We set out to design and build 
a pulse modulator that had reasonable requirements 
for a radiography system for hydrodynamic testing. 
Each pulse modulator is required to trigger indepen-
dently. Basic requirements are listed in Table 1.

We investigated challenges to multi-pulsing. 
Consultations with SNL revealed sympathetic trigger-
ing as the greatest challenge, with isolation networks 
to decouple the multiple modulators needed. We 
needed to ensure that only the selected module fires 
at the required time. We had concerns about the 
effect of non-triggered stages on secondary current, 
and the effect of triggered stages on subsequent 
secondary current pulses. We also had concerns 
about inter-stage coupling due to the close proximity 
of the modulator cores and the fact that they shared 
a common secondary.

Circuit Simulations

We performed circuit modeling based on initial calcu-
lations and estimates of parasitic elements using the 
SPICE program. We developed two circuits, a single-
stage modulator and a two-stage modulator with a 
common secondary. The single-stage circuit and the 
two-stage circuit simulations validated the circuit 
design and verified the saturable core model.

Requirement Speci�cation

Voltage 100 kV

Current 2000 A

Pulse width 50 to 100 ns

Pulse spacing Variable (µs range)

Table 1. Modular system requirements

Core outer diameter 203.20 ±2.0 mm

Core inner diameter 101.60 ±0.25 mm

Ribbon alloy width 25.4 mm

Insulator width 28.5 mm

Layers 800

Table 2. Metglas core speci�cations
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Construction of Modulators

There were two options for energy storage:  
(1) designing and building a coaxial capacitor or  
(2) using commercially available discrete capacitors; 
we chose to use four parallel strings of three series 
2.7 nF, discrete, ultra-high voltage capacitors (TDK 
model UHV-6A). The energy storage capacity for the 
capacitor network is 18 J with 100 kV charge voltage.

A T670 spark gap was employed for the switching 
element because it met the 100 kV requirement, had 
fast switching times, and was readily available. We 
pressurized the spark gap with various gases including 
sulfur hexafluoride (SF6), nitrogen, and a combination 
of 15% SF6 and 85% argon. The argon/SF6 mixture 
worked best for our spark gaps because of the hold-
off ability of the SF6 and the lower resistance (20% 

less) of the argon compared to nitrogen (air). We 
switched to pure SF6 for its higher hold-off properties 
during our higher voltage testing.

A Spellman model SL100P10/DPM4 power supply 
provided the high voltage for the energy storage 
capacitors. Transformer windings were 0.1-inch 
aluminum sheet bent to fit the cores and instrumen-
tation. We used toroidal Metglas 2605HB1M material 
cores with dimensions shown in Table 2 for the final 
design. The entire modulator system was submerged 
in Shell diala transformer oil. Initially, TM-11 trigger 
generators were used; however, in our final system 
design, we used Maxwell model 40168 trigger gener-
ators to trigger the spark gaps.

Figure 1. SPICE simulations at four charge voltages show that pulse length becomes shorter because the core can 
only support the voltage for a limited time before reaching saturation



138

instruments, detectors & sensorssdrd fy 2012

Two T & M Research W-2-001-6FC current viewing 
resistors (CVRs) monitored primary currents, and 
Tektronix P6013A high-voltage probes measured 
voltage. All components were installed on a Tektronix 
model DPO 4104 four-channel, 1 GHz digital oscillo-
scope, as shown in Figure 4.

Results

To gain insight into the high-frequency behavior of 
the cores, we measured the core frequency response 

with an Agilent 8702 network analyzer. The frequency 
response plot, shown in Figure 5, indicates that up to 
50 MHz the core loss was about −7 dB, with a sharp 
increase in loss above 50 MHz. The maximum loss 
of −21 dB at 75 MHz is substantial and may indicate 
material property interactions.

Preliminary measurements of the magnetization 
curves were made using the modulator circuits as a 
source of drive power. These measurements were 
plagued by spurious noise in the voltage and current 

Figure 2. Two-stage SPICE  
voltage simulation output  
of the two primaries and the 
common secondary shows  
two pulses in the secondary, 
where it is desired

Figure 3. Two-stage SPICE 
current simulation output 
of the two primaries and the 
common secondary. Note that 
the common secondary current 
is much lower than the primary 
currents. 
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signals, making acquisition of good data difficult on 
our large cores. The high-power, high-performance 
oscillators required to take these data correctly are 
not readily available. The use of smaller core samples 
makes data acquisition easier, but is often not repre-
sentative of large core behavior (McDonald 2003).

One of the first tests performed on the two-stage 
system was triggering one module to detect whether 
the second module triggered sympathetically. This 
test indicated no sympathetic triggering (Figure 6). 
The two circuits could not be made to sympatheti-
cally trigger until physically connected, an unexpected 
result, as closely coupled circuits that share the same 

enclosure, the same electrical common structure, and 
the same power supply with essentially no decoupling 
networks are expected to sympathetically trigger.

After this, we performed multi-pulse testing using an 
inductively coupled delay circuit connected from the 
output of one modulator’s primary to the spark gap 
trigger of a second modulator. The second trigger  
was fired from the primary of the first modulator, 
and delayed using a capacitive network. We observed 
independent output pulses separated by the 
expected delay (approximately 200 ns) as shown  
in Figure 7.

When both modulators were triggered, with the 
second delayed relative to the first, energy loss was 
observed in the second. It was expected that if the 
first discharged, and its core was unsaturated, essen-
tially all of the energy from the second would flow 
back into it instead of into the high impedance load, 
but this was not observed to be the case, with either 
a saturated or unsaturated core. In the case of a 
saturated core, the observed behavior indicates negli-
gible residual core magnetization. In the unsaturated 
case, this behavior may indicate another mechanism 
or combination of mechanisms affecting the circuit 
response.

Figure 4. Two-stage 
modulator test setup

Figure 5. High-frequency core loss in Metglas core using a 
1:1 turns ratio transformer, showing the sharp increase in 
loss at 50 MHz
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We offer two observations of circuit characteristics: 
(1) the transient impedance of the primary appears 
to be far greater than calculated, and (2) energy from 
the second modulator is driving the first core into 
saturation. The extreme nonlinearity of the Metglas 
may contribute to this effect. Previous measurements 
indicated that some frequencies are greatly attenu-
ated in Metglas relative to others, distorting diagnos-
tic results and making energy flow tracking difficult. 
Investigation of the Metglas’ frequency dependence 
may provide insight into this issue.

Further investigation of this effect requires two 
independent triggers such that the time inter-
val between the two modulator pulses can be set 
precisely. We reconfigured the two-stage modulator 
as such and performed experiments varying the pulse 
spacing. We also performed experiments varying the 
charge voltage at points above, below, and at the 

estimated saturation point of our cores as shown in 
Table 3. A sample waveform is shown in Figure 8.

We were able to obtain pulse spacing from 770 ns 
to 27.69 μs, thus proving the concept of arbitrary 
pulse spacing in a multi-pulsed system. Variable pulse 
spacing was achieved with no sympathetic trigger-
ing. We observed some energy loss in the pulses. The 
highest voltage output pulse was around 15 kV. Power 
supply loading along with voltage drop across charge 
resistors accounts for some loss. With a power supply 
limit of 100 μA, leakage of only a few microamperes 
can result in a large percentage loss. The voltage drop 
from the power supply output to the capacitor charge 
line at a power supply voltage of 30 kV is 4500 V 
(approximately 15%). Even the Tektronix high-voltage 
probe loads the circuit sufficiently to preclude its use 
as a diagnostic. The rest of the loss appears to be in 
the core. The simulations and measured data agree 

Figure 6. Plot of test results showing no sympathetic 
triggering of second module when triggering the �rst. 
CVR1 is primary current of modulator (triggered). CVR2 
is primary current of modulator two (not triggered). 
Common secondary shows the voltage at the load.

Figure 7. Multi-pulse behavior of dual modulator system 
with inductively coupled delay circuit for second trigger. 
CVR1 is primary current of modulator one. CVR2 is primary 
current of modulator two. Common secondary shows the 
voltage at the load.

Shot Number
Charge Voltage 

(kV)
Pulse 1 Voltage 

(kV)
Pulse 2 Voltage 

(kV)
Pulse 1 Width 

(ns)
Pulse 2 Width 

(ns)
Pulse Spacing 

(µs)

95 67.5 15 12 80 90 0.77

99 35 10 8 140 80 27.69

111 49 10 10 74 74 8.80

Table 3. Pulse data from selected shots above, below, and at the estimated saturation point of our cores
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Figure 8. Independently triggered waveforms at charge voltage of 67.5 kV show the independent current 
pulses creating two voltage pulses. The voltage pulses have a much shorter pulse width due to the e�ects 
of saturation in the cores.

Figure 9. Voltage pulse width of core below saturation. Charge voltage is 35 kV. Note that the voltage 
and current pulse width are the same, which indicates saturation of the core.
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on circuit quality factor and frequency response. 
After performing an energy inventory, the difference 
between simulated and measured data shows about 
40% less in the measured data. Because the circuit 
quality factor and frequency response are similar, 
this indicates a resistive (real) loss in the system. The 
high-frequency behavior of the core material, which 
is not completely understood, is the only circuit 
element about which detailed electrical characteris-
tics are not known, and the only element for which 
loss cannot be calculated.

We varied charge voltage to observe modulator 
behavior above and below calculated saturation 
values for the Metglas cores. Voltage plots show that 
secondary voltage pulse width changed as the charge 
voltage increased, as shown in Figures 9 and 10. The 
voltage pulse width decreased as voltage increased 
above the expected saturation point, indicating core 
saturation and validating design calculations.

The results validate the circuit is working. Two impor-
tant features were not part of the initial design. 
First, ringing in the current pulses and a first-reversal 
magnitude of approximately 500 A is more than ten 
times the required reset current to drive the core 
out of saturation. Circuit damping occurs in five to 
six cycles, which is more than adequate to random-
ize the core so that pulse repetition without a reset 
circuit is possible. Second, the impedance looking 
back toward the primary of the transformer circuit 
is far greater than the load; therefore, little energy 
is transferred back to the primary circuit of the first 
modulator when the second modulator is fired. 
Because the second modulator is under-damped, 
the secondary current randomizes the cores of both 
modulators. If the circuit were critically damped, this 
would not be the case. Whether ultimately the rever-
sal is detrimental to the output characteristics is not 
clear. The reversal can be modified by the addition of 
snubber and/or clamp circuits, which are both passive 
techniques.

Figure 10. Voltage pulse width of core above saturation at a charge voltage of 60 kV. In this case the voltage 
pulse is much shorter than the current pulse, which indicates saturation of the core.
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Conclusion

We designed and built a two-stage LTD with individual 
primaries and a common secondary. We ran SPICE 
circuit simulations on various circuit designs, and the 
results agreed with measured data. We produced 
multi-pulse output on the secondary of a two-stage 
modulator, using a trigger module and a delay trigger 
that was inductively coupled from the primary of the 
first modulator to the trigger of the second modula-
tor’s spark gap. We saw no sympathetic triggering in 
this mode, and generated a pulse spacing of about 
200 ns. We also successfully performed indepen-
dently triggered multi-pulse tests at various charge 
voltages. We observed behavior below and above 
core saturation. Closer investigation is needed to 
explain the core behavior at high frequencies, the 
observed energy losses, and the effects of the voltage 
reversal on a diode or electron beam.
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Radiation Hard AlGaN Imager and Electronics
LO-07-12  |  Continued from FY 2011  |  Year 2 of 2

Ke-Xun Sun1,a,b

Continuing SDRD work begun in FY 2011, we have demonstrated extreme radiation-hard  
AlGaN optoelectronics devices. These devices largely retain normal functionality with the  
irradiation of 3 × 1012 protons/cm2 65 MeV proton flux. This may convert to ~3 × 1016 neutrons/cm2 

14 MeV neutron radiation hardness, sufficient for sustained diagnostics operation at the  
National Ignition Facility. Further, we have demonstrated the successful design and fabrication  
of a 2 × 2 AlGaN photodiode array. This is an encouraging step towards develoing an AlGaN 
radiation-hard imager with the higher pixel counts required by the high-energy density 
physics diagnostics community who employ these arrays as imaging layer elements in 
fast imagers. Due to the complexity and support level required for developing the AlGaN 
imager and researching GaN electronics, this project also established a research 
collaboration with the University of Nevada, Las Vegas.

1 sunke@nv.doe.gov, 925-960-2514; Ke-Xun.Sun@unlv.edu, 702-774-1486 
a North Las Vegas; b University of Nevada, Las Vegas, Nevada
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Background

NSTec pioneered proton radiation hardness studies 
of AlGaN optoelectronics devices, UV LED, and UV 
photodiodes (Sun 2006, “UV LED” 2009, “Space” 
2009, “Radiation hardness” 2010, “GaN radiation” 
2010, “Extreme” 2010). This work is important for 
high-energy density activities. The need for radiation-
hardened (RadHard) detectors, detector arrays, 
and imagers has become more evident in recent 
years. The National Ignition Facility (NIF) can reach a 
neutron yield of up to 1015 per shot or even higher, 
but achieving this is not without complications: 
damage to diagnostic instrumentation can cause 
lower image quality and diagnostic malfunctions, but 
relocation of diagnostics leads to data blanks for high- 
yield shots; complex x-ray optics are needed to route 
the signal beam to the relocated diagnostics input; 
and there are still potentially serious worker safety 
issues. 

Since FY 2010, we have been conducting an experi-
mental demonstration of the radiation hardness  

of the AlGaN photodetector up to a fluence of  
3 × 1012 protons/cm2. Because proton damage is 
typically more severe than neutron damage, this 
result may indicate higher neutron hardness of 
1015–1016 neutrons/cm2, which is equivalent to 
1,000 ~ 10,000 high-yield shots if the AlGaN detec-
tor is placed 1 meter away from the target chamber 
center. This will radically solve the radiation damage 
problems for NIF high-yield shots, and even for future 
Laser Inertial Fusion Energy (LIFE) facility experi-
ments, which will yield neutrons 2 to 3 orders of 
magnitude higher than NIF. 

This project continues work begun in FY 2011 (Sun 
2012), during which we developed two types of 
new RadHard AlGaN devices: photodiode arrays and 
a RadHard photodiode with a built-in calibration 
LED. Second, we laid out the development path for 
RadHard AlGaN imagers considered this year. Third, 
we successfully acquired, installed, and commis-
sioned TOPAS, which provides a powerful tool for 
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temporal and spectral characterization of AlGaN 
optoelectronics devices. We also accomplished archi-
tectural studies for larger AlGaN detector arrays and 
CCDs.

The level of radiation hardness that we demon-
strated in FY 2011 challenged the current theoreti-
cal understanding of radiation hardness. We gave 
presentations at several semiconductor research 
conferences, including the Conference on Lasers and 
Electronics (CLEO) (Sun CLEO 2011), the Advanced 
Microelectronics and Photonics for Space 2011 
symposium (Sun AMAPS 2011), and the Workshop 
on Frontiers in Electronics (Sun WOFE 2011). Our 
CLEO presentation was reported by Nature Photonics 
(Pile 2011). The FY 2012 SDRD project built on these 
accomplishments.

Project

NSTec–UNLV Collaboration

Integral to this project was establishing an electro-
optical laboratory at the University of Nevada, Las 
Vegas (UNLV) (Figure 1). As part of an ongoing collab-
oration, we relocated NNSS equipment, including the 
TOPAS tunable optical parametric amplifier (OPA), 
the Quantronix pump laser, Thales lasers, and many 

electronic instruments, including a semiconductor 
40 GHz spectrum analyzer and a 40 GHz sweep signal 
generator. These instruments are important for use in 
radiation hardness studies in unexplored territories, 
as follows:

• The semiconductor parameter analyzer will 
efficiently and precisely measure the current–
voltage (I–V) curve characteristics, thus identify-
ing the changes before and after radiation, and 
even in real time. The I–V curve indicates the 
characteristics and the quality of semiconductor 
materials and junctions. The I–V curve family can 
be modeled using SPICE tools, and quantify the 
radiation hardness in terms of I–V curve varia-
tions versus irradiation flux. 

• The femtosecond tunable OPA source will be 
used for temporal response characterization. For 
example, the pulse response before and after the 
proton and neutron irradiation is used to fully 
characterize the radiation hardness.

Neutron Damages to Silicon CCD Imagers 
Revisited

Neutron damage to silicon CCD imagers has been 
assessed very differently, and varies according 

Figure 1. The UNLV 
laboratory for AlGaN 
device characterization. 
TOPAS, a femtosecond 
widely tunable optical 
parametric ampli�er, is 
installed in the lab.
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to testing methods and characterization criteria. 
Especially at NIF, high neutron yield shots are scarce 
because of neutron damage concern. There is a  
lack of quantitative data on neutron damaging to 
diagnostic instruments. It is therefore necessary to 
review these results to understand the necessity and 
urgency of producing neutron RadHard imagers. 

The neutron damage to silicon and germanium 
electronics actually occurs at fairly moderate neutron 
flux and fluence levels (Tanimura 1998, Giauque 
1999). Careful observation with deuterium-deuterium 
(DD) and deuterium-tritium (DT) neutrons revealed 
that silicon CCD dynamic images degrade at irradia-
tion neutron flux as low as 104 neutrons/cm2.  
Figure 2 shows the neutron transient tracks.  
Figure 3 shows that permanent, irrecoverable 
damages occur at ~106–107 neutrons/cm2. These 
values are much lower than some common estimates, 
but now are considered to be explanatory to 

observation at NIF (Izumi 2012). At NIF, the neutron 
damage is more substantial due to intensified 
neutron fluxes and fluencies.

A further observation yet to be confirmed is the 
comparable degrees of damages caused by 2.4 MeV 
DD neutrons and 15 MeV DT neutrons. As shown in 
Table 1 (Tanimura 1998), the damage constants only 
differ by 10% for DD and DT neutron irradiations. If 
these observations are correct, the neutron damages 
at NIF must take into account the large amount of 
down-converted neutrons at all lower energies too, 
not only the high-energy DT neutrons.

Therefore, the neutron damage problem is more 
severe than previously estimated. As such, our 
research on radiation hardness of GaN devices are 
more significant and timely. There is an escalated 
urgency to develop the GaN radiation hard imagers.

Figure 2. Transient noises of CCD image sensor (DT neutron 
�ux: 104 neutrons/cm2)

Figure 3. Unrecoverable specks of CCD image sensor (DT 
neutron �uence: 8 × 107 neutrons/cm2)

Damage Constant (cm2/n)

Correlation FactorDT Neutron DD Neutron

Experiment 6.5 × 10−7 5.6 × 10−7 1.1

Calculation 1.1 × 10−6 8.9 × 10−7 1.2

Table 1. Neutron damage to Si on CCDs (Tanimura 1998)
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Neutron Damage Mechanisms

Although neutron damage mechanisms have been 
studied, the literature does not fully explain obser-
vational data. A more plausible summary is given 
by Carron (2006). He posited that neutron damages 
occur in two situations: (1) when the neutron energy 
is below 3 MeV, the nuclei interaction, and thus the 
atom displacement, is the main damage mechanism; 
and (2) when the neutron energy is above 3 MeV, 
ionization process–induced damages will dominate. 
In the second situation, neutrons will collide with 
protons. The proton movement, as charged particles, 
will further break the electron bonding structure.

However, this theory cannot explain some aspects of 
the NIF neutron damages to electronics and optics. 
For example, based on this theory, the 15 MeV DT 
neutron damage will be recoverable, inconsistent 
with the fact that NIF diagnostics instruments suffer 
most from high-yield DT neutron shots. There is  
much work to be done to understand the relevant 
mechanisms of neutron damagers, to explain the  
GaN radiation hardness, and to improve the materials 
and devices.

Neutron Equivalence of Proton Radiation 
Hardness

It has been easier for us to access proton sources 
rather than neutron sources. Our radiation hardness 
tests were conducted using a proton beam at  
~65 MeV. The DT fusion reaction generates  
neutrons with energies of 14.8 MeV, and DD  
reaction neutron energies of 2.45 MeV. Therefore,  
we sought to discover if proton damage is equivalent 
to neutron damage. Because of the importance  
of this question, proton and neutron damage equiva-
lence to semiconductors has been a research topic 
since the 1960s (Bilinski 1963). The conclusion at the 
time was that there was not enough data to study the 
problem.

Physically, protons are charged particles that have 
a higher interaction cross section than neutrons. 
However, the equivalent neutron doses have been 
wild guesses, ranging from 1:1 to 1:1000. It is clear 

that 1:1 estimates do not reflect the observational 
reality at NIF. The large span of the proton–neutron 
damage equivalence demonstrated the needs of 
further studies. Subsequently, this problem was 
investigated using kerma data (Caswell 1980), which 
reflects energy loss in particle interactions. The initial 
conclusion is that at 15 MeV, the neutron damage for 
equivalent proton damage ratio is 1:10,000 (Izumi 
2012). This is quite encouraging. If the 1:10,000 ratio 
is correct, our results of 3 × 1012 protons/cm2  
radiation hardness results will be equivalent to  
3 × 1016 neutrons/cm2 fluence. When the GaN 
detector is placed 1 meter away from the NIF target 
chamber center, this is equivalent to 3.8 × 1021 
neutron yield, much greater than today’s highest 
neutron yield of ~1014 neutrons per shot. As such, 
GaN-based devices promise to provide the ultimate 
solution for radiation hard NIF/LIFE diagnostics.

GaN Imager Architecture Studies—Sensing Pixels

The SDRD project has studied GaN imager architec-
tures quite broadly in anticipation of device design, 
fabrication, and equipment preparation.

Since the late 1990s, GaN imagers have been 
attempted by several groups: (1) GaN photoconduc-
tive elements, which used doping to change AlGaN 
photoconductivity (Huang 1999); (2) GaN photo-
cathodes (Siegmund 2003); (3) GaN CCD pixels (SBIR 
Programs); and (4) GaN photodiodes (Long 2002, 
Barkusky 2009, Malinowski 2009). Each type has 
merits and particular applications that we can use. 
For the arrayed GaN imagers, the latest development 
of GaN photodiodes is a promising path, thanks  
to its potential wavelength selectivity and fast 
response time.

GaN Imager Architecture Studies—Substrate 
Selection

Substrate selection is another important step for 
developing the GaN imager and selecting equipment. 
Several materials have been used for substrates. 
Sapphire, the earliest used, is still a viable solution, 
due to its lattice match, radiation hardness, and 
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transparency. Silicon carbide (SiC), another lattice-
matched material, is particularly popular in GaN 
electronics development. SiC substrates provide 
better heat conductivity. Silicon is the most recently 
popular substrate used because of its potential 
convenience to be interfaced to existing electron-
ics. Finally, GaN is the native material on which a 
GaN imager should be grown. Once its fabrication 
technique is perfected, it will be the most promising 
substrate.

GaN Imager Architecture Studies—Readout 
Electronics

Readout electronics is an important component of 
GaN imager architecture. Silicon-integrated circuits 
are still used as readout electronics, and will be 
for years to come. However, the lack of radiation 
hardness is a downfall. GaN electronics, which will 
be most appropriate and promising, will take time to 
develop. CCD-type readout circuits provide flexibility 
in interconnection design but are slow in data fan out. 
CMOS-type readout circuits will be fast but require 
a more complicated flip-chip connection fabrication 
technique. The analog-to-digital circuit in CMOS-type 
imagers requires more in-depth studies, as it may 
address our special requirements in collecting data  
at fast rates.

GaN Processing 

The UNLV group plans to develop in-house capabil-
ity in its central campus laboratory. We have been 
designing a GaN material, substrate, and device fabri-
cation line. Among the equipment that will be part 
of this system are a metal organic chemical vapor 
deposition machine, high-temperature furnaces, 
a plasma sputtering system, a lithography system, 
electron beam lithography devices, an x-ray diffrac-
tometer, and instruments for optical elipsometry. 
More equipment will be added. The UNLV group is 
well connected to the industry experts who can help 
this exciting effort.

Conclusion

In summary, we have further assessed neutron 
damage to Si- and AlGaN-based devices and imagers. 
The Si-based devices can be permanently damaged 
at neutron fluences as low as 1 × 108/cm2. The GaN/
AlGaN devices can maintain normal functionality at 
neutron fluences up to 1 × 1015‒1016/cm2. Therefore, 
it is important to develop GaN/AlGaN devices for 
fusion diagnostics. A prototype design and fabrica-
tion for a 2 × 2 AlGaN array was also completed 
although future work is required to scale this device 
to higher pixel counts. A successful collaboration has 
been established with UNLV with the lead principal 
investigator for this SDRD project now part of the 
faculty and establishing a new center for national 
security science. It is anticipated that future work will 
evolve within this center for advanced GaN science 
and development of specialized imaging technolo-
gies to serve broader high energy density physics 
applications.
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The purpose of the project was to develop a thermal neutron detector using a chemically 
bonded neutron capture isotope in a polymer matrix, such as a boron trifluoride Lewis adduct 
of polyaniline (PANI-BF3 adduct). Because the neutron absorption with the resulting generation 
of charged particle reaction products and their subsequent cascade of secondary ion products 
occur directly within the active detector material, the theoretical intrinsic efficiency for neutron 
detection approaches unity. Graphene, a highly conductive allotrope of carbon, was proposed to 
be used to enable large-area, flexible sheets with phenomenal charge transport. The extraction 
of carriers (and/or detecting any changes in conductivity) as a result of neutron capture events 
was of primary focus in creating a viable solid-state semiconductor. In this work, multiple devices 
were created with various conductive materials including graphene. These devices attempt to 
verify the operation of PANI-BF3 adducts independent of graphene’s ability to extract carriers. 
Results were compared. Although we could not confirm a detected signal from any of the 
devices, Schottky diodes were demonstrated, holding promise for charge carrier extraction.
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Background

Review: Solid-State Neutron Detectors

Solid-state neutron detectors are the subject of 
intense research for their potential use in, for 
example, remote screening of shipping contain-
ers, nonproliferation of special nuclear materials, 
and neutron forensics (Osberg 2006, Caruso 2010). 
Because they are compact and rugged, and their 
constituents are easy to obtain, they offer significant 
advantages compared to currently used gas- and 
liquid-based neutron detectors such as 3He devices. 
Two categories of solid-state devices have been 
demonstrated in literature: indirect conversion and 
direct conversion heterostructures. Indirect conver-
sion device geometries place a thin film of neutron-
sensitive material within range of, but external to, 
an adjacent space-charge layer (LiCausi 2008, Caruso 

2010, Melton 2011, Dahal 2012, Murphy 2012). In 
contrast, direct conversion heterostructures contain 
a neutron-sensitive material that can also be the 
space-charge layer (Robertson 2002; Caruso 2006, 
2010; Hong 2010). As a result, direct conversion is a 
straightforward method that has high total efficien-
cies. However, the number of materials capable of 
efficient neutron capture and electron-hole pair 
separation is limited. Because of their rarity, their 
processing, electrical properties, and carrier trans-
port mechanisms are poorly understood. Therefore, 
addressing the trade-off between the use of mature 
semiconductor technologies with indirect conversion 
materials and the high total efficiency of immature 
direct conversion materials is the primary challenge in 
solid-state neutron detection research. In this work, a 
direct conversion heterostructure using a potentially 
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flexible semiconductor is proposed. Because the 
boron in the boron trifluoride Lewis adduct of the 
polymer polyaniline (PANI-BF3 adduct) is covalently 
bonded, a semiconductor device is created to both 
capture neutrons and extract carriers with a Schottky 
diode device geometry by sandwiching the PANI-BF3 
adduct between two conducting electrodes.

10B captures thermal neutrons [10B(n,α)7Li], releas-
ing energetic particles into the surrounding medium, 
creating electron-hole pairs,

(1)

The optimal thickness of a 10B coating is ~2‒3 µm 
before self-absorption of the alphas limits detection. 
A 10B coating of approximately 30 µm would stop 
approximately 95% of incident thermal neutrons, but 
few alphas would escape to be detected. A Schottky 
diode device using a 10B adduct of PANI material 
could potentially possess the equivalent of 30 µm of 
10B and still permit most of the alphas to be detected 
inside of the diode because the 10B would be distrib-
uted internally. This configuration avoids the limita-
tions of a simple coating, an indirection conversion, 
and may lead to more efficient devices that could be 
used to replace 3He in some applications.

Neutron Detection Mechanisms in PANI Polymer 
Device

PANI with a 10B adduct can be used to form a 
semiconductor device (Yakuphanoglu 2008) that 
can detect thermal neutrons. There are two primary 
mechanisms by which the boron adduct of PANI 
polymers can detect thermal neutrons. In the first 
mechanism, electron-hole pairs are created in the 
PANI-BF3 adduct when a 1.47 MeV alpha and a  
0.84 MeV 7Li ion are released due to a thermal 
neutron capture. A reverse bias creates a depletion 
layer in the PANI-BF3 adduct Schottky diode with an 
electric field that separates the carriers for collection 
of a single neutron capture event before recombin-
ing. The second mechanism is manifested by an 

integrated change in conductivity in the polymer due 
to altered crystal structure. The energetic particles 
that are released by the neutron interaction with the 
boron create defects that affect carrier movement 
throughout the material. This mechanism is not ideal 
because it does not provide the desired real-time 
measurement capability; however, the conductiv-
ity change could be an indirect measurement of the 
accumulated neutron exposure. If the latter mecha-
nism is found, an increase of resistance is expected.

PANI Polymer Characteristics

The discovery of intrinsically conducting polymers 
occurred in 1960 and gained popularity in research 
because PANI is easily synthesized, is a low-cost 
monomer with good processiblity, has high conduc-
tivity, and has good chemical and environmental 
stability. Several oxidized forms of PANI exist, but the 
emeraldine base form is the only one that conducts 
in a doped state with different protonic acids. Doping 
is an acid-base reaction that occurs in two forms. 
The Brönsted reaction consists of protonation of 
the base form of emeraldine with a strong protonic 
acid. The Lewis adduct occurs due to the presence of 
the lone electron pair of the imine and amine sites, 
which reacts with a Lewis acid (LA). Lewis acids, such 
as BF3, are defined as molecules with an electron 
deficit capable of forming a coordination bond with 
emeraldine via its lone pair of electrons, as shown in 
Figure 1 (Basavaiah 2012). For this project, only acids 
containing boron were of interest.

With doping, PANI’s conductivity can be altered to 
create materials that are insulators, semiconductors, 
or metals. The ability of PANI to form semiconduc-
tors depends upon the degree of unsaturation in the 
carbon‒carbon chain and the nature of oxidative 
or reductive processing, the content and identity of 
dopants, and the purity of the material.

The preparation of PANI as a semiconductor follows a 
process (Basavaiah 2012) where the reaction mecha-
nism of the PANI-BF3 adduct is as given in Figure 2.
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PANI Schottky Diode

As discussed, the junction of PANI and a metal layer 
creates a Schottky-type diode at the interface. The 
injection of carriers at metal contacts to organic 
semiconductors such as PANI is central to the 
semiconductor operation. At the metal‒organic inter-
face, the hole and electron barriers depend on the 
relative positions of the highest occupied molecular 
orbital (HOMO) and the lowest unoccupied molecu-
lar orbital (LUMO) with respect to the Fermi level 
of the metal (Hill 1998). Aluminum (Al) is the most 
commonly used metal for creation of a PANI Schottky 
diode; other metals also work.

The diagram in Figure 3 describes the behavior of  
the band gap mechanism of a PANI Schottky diode. 
Figure 3a illustrates a theoretical Schottky‒Mott band 

gap model for an organic semiconductor where 
ΦM = metal work function,
ΦBe = electron voltage barrier = LUMO − EF,
ΦBh = hole barrier voltage = EF − HOMO,
EVAC (M) = voltage at which the onset of 

photoemissions occurs under a vacuum  
for the metal,

EVAC (O) = voltage at which the onset of 
photoemissions occurs under a vacuum for the 
PANI, and 

EF = voltage at the top of the occupied band of 
the electrons in the metal or Fermi level.

Note the alignment of the EVAC levels of the metal 
and the semiconductor in the ideal diode, shown in 
Figure 3a, as specified by the Schottky‒Mott limit, 

Figure 1. Chemical structure of a Lewis acid (BF3)-adduct 
emeraldine base PANI

Figure 2. Reaction mechanism of BF3 adduct of PANI

Figure 3. PANI-Al interface 
energy diagram (a) without 
interface dipole and (b) with 
dipole barrier Δ
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resulting in a large ΦBe. Diodes that exhibit this 
behavior tend to have ideal diode behavior.

Most organic Schottky diodes have an extra band, 
called the dipole barrier (Figure 3b). The dipole 
barrier mechanism is not well understood at this 
time. The dipole voltage greatly reduces ΦBe, which 
significantly changes the performance of the diode, 
particularly in the reverse bias depletion mode. 
Typically, a charge collection diode is operated with 
as large a reverse bias voltage as possible to remove 
as much charge from the depletion layer as possible. 
However, with a low ΦBe, it is difficult to significantly 
deplete the junction layer. Increasing the reverse 
bias voltage beyond the breakdown point merely 
causes more current to flow, making charge collection 
difficult.

The adduct level of PANI and the amount of surface 
defects are two major contributors to the height of 
the dipole barrier and hence the resulting Schottky 
barrier voltage (ΦBe). For an ohmic junction, forward 
and reverse bias current conduction is symmetrical; 
in a Schottky junction, a forward bias permits a large 
current at low voltages, while a reverse bias typically 
restricts current flow to a small value. A depletion 
region is formed when a reverse bias is applied to the 
device, creating a strong electric field that is used to 
separate the carriers before they can recombine. The 
height of the Schottky barrier determines the amount 
of reverse bias that can be applied and the resulting 
width of the depletion layer within the PANI. The 
shot current noise is proportional to the reverse bias 
current, reducing the signal-to-noise characteristics of 
the device.

Project

Scope and Objectives

The project scope required fabrication of the 
PANI-BF3 adduct, its deposition on a conductive layer 
or substrate, deposition of conductive electrodes 
(contacts) on top, and preliminary characterization 
to determine its viability as a Schottky diode. The 
devices were subsequently exposed to a neutron 
source to determine if they produced a change in 
current from its exposure.

The project objectives below are detailed individually.
• Objective 1: Determine method(s) to produce 

PANI-BF3 adduct semiconductor.

• Objective 2: Fabricate devices using various 
conductive materials for material comparison.

• Objective 3: Evaluate electrical properties of 
materials/devices.

• Objective 4: Measure thermal neutron response 
of devices.

Objective 1: Fabrication of the PANI-BF3 Adduct

Researchers Yakuphanoglu and Senkal successfully 
created a Schottky diode using a tin-doped indium 
oxide (ITO)‒coated glass substrate, polyaniline, BF3, 
and aluminum contacts (Yakuphanoglu 2008). 
In our work, the devices with Al and graphene 
conductive layers were synthesized following their 
method. Then they were drop-cast from a saturated 
polymer solution in N-Methyl-2-pyrrolidone. 

Figure 4. Con�gurations of PANI-BF3 adduct Schottky diodes
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The PANI-BF3 adduct samples on the ITO glass slides 
were deposited by electropolymerization in hydro-
chloric salt form. After electropolymerization, the 
slides were soaked in aqueous ammonium hydroxide 
solution to deprotonate the polymer, then the slides 
were dried under vacuum and, finally, soaked in an 
ether solution of BF3. 

Objective 2: Device Fabrication with Conductive 
Materials

Various Schottky diodes are illustrated in Figure 4. 
A Schottky junction is formed whenever the BF3- 
adducted PANI comes into contact with a metal or 
other conductor such as graphene. A conductive 
contact must be applied to both sides of the PANI, 
a semiconductor, to create a working device. Thus, 
each device has a pair of back-to-back Schottky 
diodes. When a voltage bias is applied to the device, 
one diode will be forward biased and the other will 
be reverse biased. The forward-biased diode will 
conduct freely; the current flowing in the device will 
be determined by the reverse-biased diode.

Different configurations of devices were fabricated 
with the following metal-semiconductor-metal 
contact configurations: Al/PANI/graphene, Al/PANI/
Al, and Al/PANI/ITO. The Al/PANI/ITO devices were 

made using 1, 10, and 100 µm thicknesses of PANI. 
The sample devices had quartz slides as a struc-
tural base. The Al and ITO contacts were deposited 
using e-beam evaporation through a shadow mask. 
The contact configuration of the mask used exist-
ing designs for convenience and had little effect on 
these experiments, as conduction is vertical through 
the metallization. Examples of the devices are shown 
in Figure 5. The graphene was applied in the form 
of graphene oxide quantum dots (GQD) and depos-
ited using a drop-cast method. The graphene can be 
seen in Figure 5 as a light yellow coating on the slide 
located on the left in the box. The PANI, also drop-
cast, appears as black discs in the photograph. The 
aluminum bottom electrode appears dark gray in the 
rightmost two devices.

Objective 3: Material/Device Electrical Properties

A current‒voltage (I‒V) curve was measured for each 
device. A picoammeter measured the reverse leakage 
currents of the PANI Schottky diodes. The I‒V plot 
for the Al/PANI/GQD device (Figure 6) shows that 
this device exhibits the characteristic rectification 
curve with the expected rise in current with forward 
bias above a certain threshold and a small current 
below it. The reverse leakage currents are reason-
ably low for this device, making it potentially useful 

Figure 5. Box holding Al/
PANI/GQD and Al/PANI/Al 
devices
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as a detector, depending upon boron content. An 
I‒V curve for the Al/PANI/Al device is also included 
in Figure 6. This curve is offset for clarity. It does not 
show a Schottky characteristic and is, in fact, a poor 
diode.

The plot for a thick (100 µm) PANI device on ITO 
(Figure 7) shows that this device did not exhibit diode 
behavior. Conduction in the forward direction was 
reasonable, but no rectification or reduced current 
flow in the negative direction was evident. This 
sample device was created using electropolymeriza-
tion rather than drop-casting due to severe cracking 
that occurred when drop-casting was attempted. The 
method of deposition may be the cause of the lack of 
a significant Schottky voltage barrier being formed. 
It is important to determine whether the method 

of deposition is the reason for the difference in I‒V 
characteristics because thick devices are advanta-
geous in that they contain more boron and are there-
fore theoretically more sensitive.

Objective 4: Thermal Neutron Response of Devices

Preliminary neutron response testing was initiated 
using a moderated neutron source (approximately  
3 thermal neutrons cm‒2s‒1 at the 17.5 cm distance  
in the probe station) to irradiate the PANI devices 
while the DC reverse bias diode current was 
monitored in the probe station. This simple test 
attempted to discern if there were any gross effects 
due to the neutron irradiation. It was during this 
testing that inconsistencies in the characteristics 
of the devices were encountered. The reverse bias 

Figure 6. I–V curves for  
Al/PANI/GQD and Al/PANI/Al 
diodes. The reverse leakage 
current is reasonably low 
for the Al/PANI/GQD device, 
making it potentially useful 
as a detector. The Al/PANI/Al 
device diode did not show 
diode-like behavior.

Figure 7. Thick Al/PANI/ITO 
diode I–V curve shows a 
linear response, which is not 
the expected diode behavior, 
that may be due to surface 
defects or the deposition 
method
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currents were changed dramatically over time; these 
changes were at first attributed to static electric or 
noise rectification issues. The reverse bias current 
vs time plot for Al/PANI/Al showed a fluctuating 
background current before irradiating with the 
source. A differentiation between the current when 
exposed to the bare source and after removing 
the source could not be confirmed through further 
testing. The fluctuation of current seemed to reduce 
significantly over the measurement time.

Fabrication Difficulties Encountered

A decision was made to attach leads to the devices 
and place the devices in a shielded metal enclosure to 
eliminate the inconsistencies mentioned above. While 
attaching lead wires, it became evident that the PANI 
had become severely cracked. We assumed that the 
cracking was progressing with time; it is probable that 
the cracking had started during the fabrication drying 
cycle. The change of resistance could be evidence of 
the progressing deterioration. Due to this condition, 
we were unable to take any more measurements to 
confirm the ability of any devices to detect neutrons. 
Subsequently, it was discovered that the PANI was 
cracking after the solvent went through the vacuum 
drying cycle. This cracking can be seen in Figure 8. 
The aluminum metallization on the PANI also cracked, 
destroying electrical continuity of the traces. The 
first iteration of material and device fabrication 

provided some information about the characteristics 
of the materials. Iterative changes to the fabrication 
process, such as eliminating the vacuum drying cycle 
and drop-casting PANI on ITO, need to be done to 
improve device performance.

Measurements of the response to thermal neutrons 
for the Schottky diodes did not, therefore, show a 
signal above noise. Though changes of resistance may 
have been found for the Al/PANI/Al device, they could 
have been caused by the deterioration of the material 
rather than neutron source exposure. The latter could 
not be confirmed by further experiment because of 
cracking.

Conclusion

We have demonstrated that PANI-BF3 adduct materi-
als can form Schottky diode devices with both alumi-
num and graphene contacts. Using GQD appears to 
form the higher quality diode. This work has shown 
potential for developing a solid-state, flexible large-
area neutron detector, using new materials— 
chemically-bonded boron within a polymer matrix—
to both capture neutrons and extract carriers with a 
Schottky diode device geometry.

The material cracking made the placement of 
electrodes and, therefore, the area from which charge 
collection could occur, problematic. Maximizing the 

Figure 8. (a) PANI device showing lead wires and cracking, and (b) cracking seen on the PANI and Al electrodes
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embedded 10B concentration (loading) in the polymer 
(e.g., PANI) material, then developing methods to 
apply the material to devices that show uniformity 
and stability, plus the ability to extract signal from 
neutron capture events (e.g., Schottky diode) will 
allow the characterization of the devices. The working 
devices could then be placed in our shielded amplifier 
box (existing) to make pulse-counting measurements. 
Upon demonstration of feasibility, further planned 
work to develop multilayered devices and study other 
neutron capture elements (6Li, 157Gd) could proceed. 
The role of graphene to enable large-area detection 
devices and the ability to detect fast neutrons using 
the 12C(n,α)9Be reaction could also be pursued.
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Background

During the decades that the Remote Sensing 
Laboratory (RSL) has performed aerial measurements 
in mission areas such as radiological emergency 
response, baseline radiological surveys, and periodic 
area monitoring, most detection capabilities improve-
ments have been associated with industry develop-
ments in detector technology or improved electronics 
and computational systems. Detector technology 
improvement has been slow, and what has been 
produced is usually initially more for laboratory 
use and impractical for field operations; the most 
operationally significant enhancement opportunities 
relate to integrating modern data acquisition compo-
nents and best-available data acquisition and display 
software.

Our goal was to develop a proof-of-principle data 
acquisition system that would integrate data from 
numerous sensors (a capability we are calling “sensor 

An Extensible Architecture for Supporting Next-Generation Aerial 
Radiological Measurements
RSLN-34-12  |   Year 1 of 1

Christopher Joines,1,a Michael Reed,a Ron Guise,a Justin Schmidhofer,a Ray Yost,a Matt Kiser,b David Schwellenbach,c 
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A need exists for mobile and aerial data acquisition systems that can integrate additional 
sensors, handle and store more sensor data, exploit data from multiple instruments, and provide 
real-time displays for operators and analysts. For this effort we conceptualized a proof-of-
principle data acquisition system, focusing on “sensor fusion” and real-time capabilities. The 
benefits of such an architecture would enable sensor fusion (more cohesive data management 
leading to a better answer faster), expand possibilities for accurate real-time processing, 
allow a more progressive algorithm development cycle, and introduce a data acquisition 
system that is more adaptable to non-remote sensing aircraft platforms. As a byproduct 
of this research, a number of significant new capabilities were established for integrating 
previously unsupported sensor formats into an emerging standard data acquisition software.
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fusion”) and provide real-time capabilities. To  
demonstrate the concept, a prototype system  
capable of collecting gamma, neutron, and photo-
graphic data was assembled and tested. The 
Extensible Architecture Next Generation Aerial 
System was conceived with the NSTec-designed Aerial 
Measuring System (AMS 2012, 2013) in mind but also 
with the intention that it could be scaled to support 
broader efforts such as R&D. The term extensible 
architecture (EA) implies a system structure designed 
to be able to simultaneously handle input from 
multiple real-time data sources and also to somewhat 
seamlessly integrate new sensors and data types. A 
visualization of EA appears in Figure 1. This figure 
shows the laptop display screens that a test operator 
may view as high-resolution gamma, high-sensitivity 
gamma, neutron, and photographic data are being 
acquired and collectively displayed.
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This way of merging and displaying data is an example 
of “data fusion,” but the true power of the data 
fusion achieved here is not just the data display, but 
rather the ability for the multiple data types to be 
processed in real time by algorithms (such as alarm-
ing and mapping algorithms) that are highly beneficial 
during field operations.

Project

The Extensible Architecture Next Generation Aerial 
System includes components already available: 
Microsoft SQL data storage for random access and 
RSL’s Advanced Visualization and Integration of 
Data (AVID) software for onboard data query. This 
approach would allow an expandable platform/archi-
tecture that would simplify the migration to industry 
standards and the integration of existing detector 
systems for immediate results. The elements added 
by our project include (a) a combination of data 
from individual sensor suites on a single acquisition 
“server,” (b) AVID query and display of data during 
flight, and (c) an embedded photographic data radia-
tion acquisition system.

AVID is an RSL-developed software capability that 
allows multi-window extractions in real time. It has 
full spectral mapping, 3-D spectral simulation, real-
time contouring, telemetry capabilities, rapid produc-
tion of standard products, and significant selection 

of input/output capabilities. AVID has an extensible 
software architecture, and this can be brought to 
the hardware level. AVID is database driven, which 
ensures a high degree of generalization, and it is 
relatively easy to add other platforms to it. The 
modular architecture allows end users to construct 
their own modules for inclusion into the framework, 
and it promotes efficient reusability of code. Because 
each AVID module spawns its own set of threads, 
the software is scalable, and its processing resources 
are more effectively managed across all concurrent 
modules. The basic graphical user interface (GUI) 
provided by the framework is a set of tiled window 
panes. Each pane may be arbitrarily resized, docked 
in a single window, undocked and allowed to float, or 
tabbed behind existing panes.

The system used existing gamma and neutron detec-
tors. The sodium iodide (NaI) detector is integral to 
gamma detection and mapping operations, and the 
commercial Radiation Solutions, Inc. (RSI), detec-
tion system flown aboard RSL’s Bell 412 helicopter 
includes twelve 16-inch NaI detectors. Data from 
the RSI system are available as a TCP/IP socket 
data stream that also provides GPS data. A stream 
manager has been created to allow AVID to support 
the legacy RSL mobile NaI system, which allows 
expansion of the concept to support other types of 
detectors: high-purity germanium (HPGe), helium-3 
(3He), neutron arrays, and optical data.

Figure 1. The extensible architecture (EA) concept is a system structure designed to simultaneously handle input 
from multiple real-time data sources and seamlessly integrate new sensors and data types
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The major innovation of this project is the integra-
tion of a diverse range of detector types for use with 
AVID. To integrate additional detectors (Figure 2) 
such as liquid nitrogen (LN2)–cooled HPGe and 3He 
neutron arrays, interface electronics are required. 
After reviewing available options, we determined 
that the best approach was to use an existing PXI 
chassis and PXI data acquisition boards from National 
Instruments (NI) and other manufacturers. The use 
of this unit adds further modularity to the system, 
as NI has already produced drivers for a wide range 
of data acquisition hardware and also offers users 
customization flexibility with software products such 
as LabVIEW.

The interface of the LN2-cooled HPGe unit was 
accomplished using an Xia Pixie-4 digitizer board 
capable of producing spectra of over 32,000 channels. 
The controller for the PXI chassis is a Windows-based 
processor, which has full networking capability, allow-
ing the spectra to be transferred to AVID via TCP/IP. 
The interface of a GPS receiver to the chassis allows 
for precision timing and synchronization of data, as 
well as geotagging of the data.

The approach for the 3He array interface with the 
PXI chassis was similar to that of the HPGe. The PXI 
chassis was configured with a counter board and 
external cabling interface (Figure 2c) to allow the 
neutron pulses to be counted on a second-by-second 
basis and relayed to AVID. While the demonstration 
system is limited to simple neutron counting, the 
architecture and hardware was configured to allow 

neutron multiplicity pulse-timing measurements with 
the Pixie-4 microchannel analyzer (MCA).

While many possibilities exist for adding optical 
sensors, the concept prototype leveraged a documen-
tation-level camera that was on-hand: a Canon VB60 
with an Ethernet interface. The CameraLink interface, 
part of the PXI chassis, included an industry standard 
that allows firing synchronization, which would allow 
integration of high-end aerial framing cameras in the 
future.

Figure 3 shows the resulting conceptualized data flow. 
The significance of the architecture is the location 
of the database, which can reside either on the PXI 
acquisition chassis or on the database, residing on 
the AVID display laptop.

Software was developed to enable the PXI chassis to 
digitize and process inputs from various detectors. 
The inter-thread and inter-process communication 
is managed by a multi-threaded application written 
in C++. The service collects sensor data from a Xia 
Pixie-4 MCA in a sensor-independent way. The Pixie-4 
MCA is configured with the pulse characteristics of 
a given sensor and provides individual pulse data, 
including time and energy. The software then creates 
a histogram of pulse energy that is ultimately passed 
to AVID.

The software is split into several threads (Figure 4) 
that read the event data from the MCA, parse the 
data into an event queue, collect GPS data, and 

Figure 2. (a) LN2-cooled HPGe and (b) 3He detectors used in the system would require a new (c) electronics interface; we 
chose to use a National Instruments PXI chassis
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collect neutron data from an NI data acquisition 
(DAQ) device. All data are combined by the packet 
builder thread. The data are placed in a packet that 
emulates an RSL mobile system. A TCP listener thread 
listens for incoming network connections from 
external applications, and sends the packet when 

it is available. One of these external applications is 
usually the AVID Stream Manager, a Windows service 
that collects data from multiple sources and saves it 
to a database. These data are then accessible to AVID 
through the database.

Figure 3. Conceptualized data �ow; in this architecture the database may reside on the PXI chassis or on the laptop (red 
numbers indicate path of data)

Figure 4. EAAM_Acquisition Service inter-thread and inter-process communication schematic
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Implementation and Testing of the Prototype  
EA System

With the acquisition software and the stream 
manager to push data to AVID mature, the system 
was placed in a vehicle and equipped with several 

detectors (Figure 5). As part of the initial testing, 
“flyby” drives (Figure 6) were conducted to confirm 
that when the vehicle passed a target, the system 

Figure 5. Initial operational testing was conducted by placing the system in a vehicle and equipping it with 
several detectors
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captured video documentation of the event along 
with the collected HPGe, NaI, and 3He data. Sample 
results are shown Figure 7.

Support for additional sensors was also added (Figure 
8) at this time. The final concept prototype can 
acquire data not only with the previously mentioned 
detectors, but also with the 72-inch neutron array, 
the 13-inch backpack neutron array, and the ORTEC 
Detective mechanically cooled HPGe detector. The 

RSL helicopter 72-inch neutron array is of particular 
interest for future operational use. Several arrays  
are available, each featuring eight tubes per array  
(72 inches long and 2 inches in diameter). The mech-
anically cooled HPGe is the type of high-resolution 
gamma detector that is rapidly becoming the 
standard for field use.

Integration was also completed for the ORTEC 
mobile system, another commercial detector system 

Figure 6. The system  
passes a package 
containing sources

Figure 7. AVID display  
as vehicle passes  
package in Figure 6
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featuring 16-inch NaI crystals and 36-inch 3He arrays. 
AVID now has the capability of gathering and manag-
ing data from any detector that can be interfaced 
to ORTEC’s Digibase MCA. This allows future use of 
many different detectors with the EA system.

To demonstrate the real-time aspect of the EA 
system’s multiple sensor display, 137Cs, 60Co, and  
252Cf sources passed by the system. As shown in 
Figure 9, AVID was able to simultaneously display 
data from three neutron detector types (RSI, 6-foot 
array, 13-inch array), two HPGe detector types 

(ORTEC Detective, LN2-cooled), and one NaI gamma 
detector. The display also shows photographic 
evidence of the cause of the increased signal.

An MCA with 1024 channels is assumed to be suffi-
cient for the NaI data, but now that HPGe data are 
being used, a trade-off must be considered based on 
the value of increased number of recorded channels 
vs the burden of the increased volume of data. In this 
implementation, 1024 channels were used for the 
LN2-cooled HPGe detector, and 8192 channels were 
used for the mechanically cooled detector.

Figure 8. (a) Mechanically cooled and LN2-cooled HPGe detectors, (b) 13-inch 3He array, and (c) 36-inch 3He array 
con�gured for �nal operational testing

Figure 9. Screenshot of AVID software as a mix of isotopes are rolled past the prototype system. The mix includes 
137Cs, 60Co, and 252Cf isotopes. (a) Image capture of photographic sensor recording video; (b) time behavior of 
gross gamma and gross neutron response; (c) single sample and accruing spectra from commercial HPGe and NaI 
detectors, and (d) single sample and accruing spectra from an HPGe detector implemented through generic MCA 
present on PXI chassis.
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A major benefit of leveraging the AVID software base 
for this system is the availability of data query and 
display tools, such as strip chart selection, waterfall 
selection, and map selection. Selected data may be 
viewed or exported. Figure 10 shows an example of 
the spectral extraction from the strip chart. Figure 11 
shows the value of the waterfall display for making 
obvious the spectral change when the source is 
moved or removed entirely. The ability to notice an 
anomaly is valuable to an operator who is driving  
or flying.

Sensors other than radiation detectors can someday 
be easily integrated into the EA system. GPS and radar  
altimeter data are central to the radiological mapping 
mission, and can be included as well as data from 
light detection and ranging (lidar) instruments. 
Photographic data will allow for feature recognition 
and documentation of what was present when the 
system flew or drove past the area. Lidar will provide 
an improved method of terrain processing for radio-
logical mapping.

Figure 10. Spectral 
extraction allows several 
seconds of data to be 
selected and the summed 
data to be displayed in a 
histogram

Figure 11. Partial screenshot of AVID display showing multiple neutron detector data, 1024-channel waterfall display of 
LN2-cooled HPGe detector data, and 4096-channel mechanically cooled HPGe detector data 
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This EA concept enables new capabilities that were 
previously not possible:

• LN2-cooled HPGe analog output can be digitized 
and streamed real time into AVID.

• ORTEC Detective (mechanically cooled HPGe) 
data can be incorporated and displayed live using 
AVID.

• ORTEC mobile data (NaI gamma and neutron) can 
be incorporated and displayed live using AVID.

• Neutron data from legacy 3He arrays (most signifi-
cantly the AMS 6-foot array) can be digitized and 
streamed real time into AVID.

• Video/still cameras and images can be integrated 
into the same database and display software.

• Data from these five newly added detector types 
are incorporated into a single database and can 
be displayed on a common time scale.

Conclusion

A concept, architecture, and demonstration system 
have been produced to prove the EA concept for 
radiological aerial measurements. A promising direc-
tion is the ability to interface multiple HPGe detectors 
to complement higher-sensitivity NaI detectors. The 
EA system is ideal for use as a research platform, as 
it can rapidly integrate new sensor types. The ability 
of the Pixie-4 MCA to collect pulse-time measure-
ments will simplify neutron multiplicity research. This 
system is the foundation on which future acquisition 
systems will rest.
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Background

The photonic Doppler velocimetry (PDV) diagnostic is 
based on interferometric measurements of Doppler-
shifted laser light. First fabricated in its current form 
by Strand (2006), it can measure velocities at a single 
point on a scale from 10 m/sec up to 10 km/sec on 
timescales that can range from 1 ns to 1 ms. The 
robust dynamic scale in which it operates has made it 
an excellent diagnostic for experimenters interested 
in shock physics, equations of state, and dynamic 
material properties.

The most expensive component of the system is the 
oscilloscope used to record the signal. Subsequent 
innovations allowed multiplexing wherein several PDV 
measurements could be recorded nearly simultane-
ously with only a modest increase in hardware but at 
a slight loss of resolution or bandwidth. This improve-
ment complicates the analysis of the data recorded 
from the system and highlights the need to quantify 
the uncertainties associated with this diagnostic, 
and presents challenges in cross-validating these 
measurements with other diagnostics.

Uncertainty Estimation Techniques for High-Density 1-D MPDV 
Imaging Diagnostic
NLV-21-12  |  Continuing in FY 2013  |  Year 1 of 2

Eric Machorro,1,a Jerome Blair,b Aaron Luttman,a and Ed Daykinb

The goal of this project was to refine and extend uncertainty quantification techniques developed 
by NSTec to high-density multiplexed photonic Doppler velocimetry (MPDV) measurements and,  
in particular, to see how to extend them to the 2-D measurements that are now the state of the art. 
This project focused on improving the methods of error estimation under high-noise conditions, 
providing rigorous mathematical results for analyzing errors, and taking high-quality MPDV data 
and high-speed video of a 1-D system to verify and evaluate the various estimation methods.

1 machorea@nv.doe.gov, 702-295-5352 
a North Las Vegas; b Keystone International, Inc.
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This project sought to extend the error estimation 
techniques developed by NSTec for nuclear event 
analysis to quantify uncertainty in high-density 
multiplexed photonic Doppler velocimetry (MPDV) 
measurements. MPDV systems have three major 
signal processing problems: high noise levels, criss-
crossed signals, and very large data sets (Figure 1).

The project focused on (a) improving the methods  
of error estimation under high-noise conditions,  
(b) developing mathematical proofs for several 
prospective alternatives for analyzing errors, and  
(c) taking high-quality MPDV data and video of a  
1-D system that could be used to verify and evaluate 
the various estimation methods.

A rapidly growing number of experiments use large 
data sets recorded on digital oscilloscopes. The 
instruments generally have noise levels that are much 
higher than desired, so the data need to be smoothed 
to be useful. Increasing the amount of smooth-
ing reduces the noise in the final result. However, 
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increasing the amount of smoothing increases 
another error called the bias error. For example, 
when a smoothing operation is applied to a pulse, it 
generally makes the amplitude of the pulse smaller 
and the width larger. When reporting data results, 
it is good to supply error bars that include major 
sources of error, such as noise and bias. Previously, 
NSTec developed a method called Statistically Based 
Spline Fitting that accomplishes this (Blair 2007). This 
method is extremely computationally intensive for 
the large data sets that are common for PDV data. A 
straightforward, and usually near optimum, approach 
that works for large data sets is local polynomial 
fitting (LPF). In this method a polynomial is fit to the 
phase of data in a small interval, and the derivative of 
the polynomial is evaluated at the center of the inter-
val to yield one smoothed data point. This approach 
is repeated for every data point.

The problem to be solved is to obtain automatic 
estimates for the bias error in LPF smoothing of 
signals. Such estimates can be obtained for smooth-
ing by least squares spline fitting, but this method 
can be impractical for situations with millions of data 
points. The estimates can also be obtained from LPF 
methods if one has prior knowledge of a reasonable 
bound on the appropriate higher order derivative of 
the unknown signal.

Project

Several methods for analyzing PDV data that could 
also provide statistically valid error estimates were 
investigated. Three methods were studied in great 
detail:

(1) A method of simultaneously estimating the
 bias and statistical error for least-squares 
 fitting to cubic spline functions was adapted 
 from techniques used to analyze reaction
 history data. Although the method is more 
 amenable to small data sets, no such method 
 has ever been reported in the peer-reviewed 
 literature.

(2)  The theory of local polynomial approximation 
 (LPA) was explored. LPA is a statistical method 
 of estimating an unknown signal or its deriva-
 tive from noisy data. The research team was 
 able to develop estimates for the bias error
 in LPA.

(3) A generalized version of the Peano kernel 
 theorem (PKT) based on distribution theory 
 was proven. This is a very useful result that
 together with some standard linearization 
 techniques has uses in a broad range of areas 
 that include partial-differential equations, 
 numerical analysis, statistics, and signal 
 processing.

Figure 1. An example 
spectrogram shows the three 
major measurement problems 
identi�ed that we addressed. The 
red areas indicate the magnitude 
of the Fourier transform of a 
rolling, overlapping sequence of 
windows. The deeper the red, the 
more dominant the frequency. 
In PDV measurements, the 
frequency is proportional to the 
velocity by a known constant.
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Mathematical Results and Publications

One of the goals of the project was to refine 
and publish some of the uncertainty estimation 
techniques that we have developed. This greatly 
facilitates finding and removing weaknesses in the 
methods and increases confidence in them. To this 
end several manuscripts were prepared, based on 
these concepts and are discussed next.

Spline-Based Uncertainty Estimation

The method of least-squares fitting to cubic spline 
functions is used in both the analysis of reaction 
history (RH) data and in the analysis of PDV data. 
The method of estimating the bias error was devel-
oped at NSTec in 2006 and reported in a conference 
paper (Blair 2007). This method gives a point-by-
point estimate of the bias error of the spline fit 
that is based entirely on the data, with no quantita-
tive assumptions concerning the unknown signal 
(Figure 2). No such method is known to have been 
reported in the peer-reviewed literature. A greatly 
expanded paper (Blair “Error estimates” 2013), 
describes a method of estimating the bias error for 
least-squares fitting to cubic spline functions and 

justifies the method through mathematical analy-
sis, heuristic analysis, and simulation on several 
examples.

Uncertainty Estimation LPA-Based Methods

LPA, a method of estimating an unknown signal or 
its derivative from noisy data, fits a polynomial to 
the data in a short interval and estimates the value 
of the signal or its derivative from the value of the 
polynomial or its derivative at the center of the 
interval. This method is used for PDV data analysis 
and was used prior to 2005 for RH data analysis. A 
manuscript (“Estimating the bias of local polynomial 
approximation methods using the Peano kernel”) 
was written and accepted for publication (Blair 
“Estimating” 2013). This paper provides estimates for 
the bias error in LPA. The manuscript includes a table 
of numerical values for coefficients that can be used 
in bias error estimates and a new formulation of the 
problem that makes such a table possible and uses 
advanced mathematical techniques to calculate the 
coefficient values. The content describes an extension 
of LPA by Blair (2011) and presents similar results for 
other classic data smoothing techniques.

Figure 2. A typical result of the spline-based uncertainty method of estimating the bias error. This is the result of calculating 
the derivative of a measured signal. (a) The solid line is the true derivative of the signal, and the dashed line is the result of 
�tting a cubic spline function to the data and di�erentiating the result. The error bars calculated by our method are shown. 
(b) The error as a function of time along with the error bars is shown. The error bars should be at ~95% con�dence levels, 
and 95% of the results are within the bars, while the other 5% are only slightly outside of them.
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An upper bounding on the bias error by the higher 
order derivatives of the true signal x(t) is typically 
given as

(1)

where the left-hand side is the root-mean-squared 
bias error, ν is the order of the derivative being calcu-
lated, W is the weighting function used in the fitting, 
n is the order of the polynomial fitted to the data, 
and Teq is the effective length of the time interval 
over which the polynomial is fit. The second factor 
is a constant that depends on the parameters of 
the method, and the third factor is the root-mean-
squared value of the mth derivative of the signal. The 
paper derives this result based on a generalization 
of the PKT and derives a method for evaluating the 
constants. Table 1 shows constants.

All of the constants are for ν = 0 (the bias error of 
the signal rather than one of its derivatives). The 
numbers heading each column are values of m, the 
user-selected order of derivative used in the error 
formula. The letters in the first column represent 
three common weighting functions: uniform (U), 
Epanechnikov (E), and Gaussian (G). The numbers 
beside them are the values of n, the order of the 

polynomial fit. The missing values occur because 
the error formula is only valid for m ≤ n. In any given 
column the method with the smallest constant will 
produce the smallest worst-case bias error, and this 
can be determined from the table.

Uncertainty Analysis: Generalizing the Peano  
Kernel Theorem

A more generalized version of PKT was used by Blair 
(2007, 2011) to derive useful formulas for error 
estimation for practical data analysis problems. 
The PKT was presented in its modern form by Sard 
(1963) and Davis (1975). However, while very useful 
as a starting point, Sard’s results were not general 
enough to apply to PDV applications. The ideas and 
applications discussed by the authors (2007, 2011, 
2012) suggested a deeper mathematical result that 
had much broader application. A paper entitled “A 
generalized Peano kernel theorem for distributions 
of exponential decay” was drafted. While still in 
draft form, the paper states and proves, mathemati-
cally rigorously, a generalized version of PKT that 
is very useful in a variety of statistical applications 
that includes PDV data analysis. In addition to the 
new theorems established, the proof of the general-
ized theorem also relies on mathematical results not 
generally available in the literature.

n\m 2 3 4 5 6 7 8

U2 4.2e-2

E2 3.6e-2

G2 4.0e-2

U4 4.3e-2 1.1e-2 5.7e-3

E4 3.7e-2 0.95e-2 4.8e-3

G4 3.4e-2 1.0e-2 6.3e-3

U6 5.3e-2 1.3e-2 3.5e-3 1.3e-3 8.8e-4

E6 4.5e-2 1.1e-2 3.0e-3 1.1e-3 7.4e-4

G6 3.8e-2 1.0e-2 3.2e-3 1.3e-3 1.1e-4

U8 6.0e-2 1.4e-2 3.8e-3 1.1e-3 3.8e-4 1.7e-4 1.4e-4

E8 5.2e-2 1.2e-2 3.2e-3 0.94e-3 3.2e-4 1.4e-4 1.2e-4

G8 4.2e-2 1.1e-2 3.1e-3 1.0e-3 3.9e-4 2.0e-4 2.0e-4

Table 1. Values for the coe�cient of proportionality γv,W,n,m described in Equation 1, which bounds the bias error in 
proportion to the derivative of the true signal

Key: U = Uniform, E = Epanechnikov, G = Gaussian
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1-D Vibrational Beam Experiment

In order to quantify the uncertainty in the mathe-
matical processing of MPDV data, an experiment was 
designed to generate data in the lab to analyze the 
accuracy of computed surface positions. A flat metal 
beam was secured at both ends, with neodymium 
magnets on one side, as can be seen in the schematic 
in Figure 2, and 1-D oscillations in the beam were 
induced using an electrical current. The vibrations 
were measured with MPDV and with a high-speed 
camera, and the positions computed from the PDV 
data are compared to the actual positions measured 
with the high-speed camera. Essentially the goal is 
to overlay the computed positions onto the camera 
imagery and quantify how well the two diagnostic 
results align, allowing us to quantify the uncertainties 
in the MPDV position calculations.

In order to generate data that are appropriate for 
such a comparison, it is essential that the oscilla-
tions occur in one dimension, so the beam (1/16" 

thick, 3/4" wide, 48" long) was fixed in a way that it 
could only oscillate up and down, with no pitch or 
yaw. The high-speed camera was placed at the side 
of the beam, and the MPDV probes were mounted 
in a unistrut above the beam, pointing down normal 
to the surface (Figure 3). An oscillating magnetic 
field was generated around the magnets by running 
an alternating current through a coil (Figure 4). The 
fluctuations in the magnetic field repel the magnets, 
then relax, pushing the metal beam up, then allow-
ing it to bounce back into place. The oscillations can 
be driven at a fixed frequency, resulting in the beam 
oscillating in a standing wave. The frequencies used 
were integer multiples between 1 and 5 of approxi-
mately 43 Hz—the resonant frequency of the beam.

The oscillations of the beam were measured with the 
“prototype” MPDV system (Daykin 2011), operating 
at a sampling rate of 250 megasamples per second. 
Taking PDV measurements on a beam oscillating in 

Figure 3. A schematic of the 1-D vibrational beam experiment. A metal beam is secured on each end, and a standing 
wave vibration is driven by neodymium magnets charged from a circuit. The standing wave is imaged with the high-
speed camera, and the MPDV probes are secured in the unistrut above the beam.
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the 10s of Hz has a range of complications that are 
not seen when measuring surfaces vibrating in the 
GHz range, and the frequency upshifting is signifi-
cantly more difficult, due to instabilities in the lasers. 
Moreover, the probes used have a narrow field of 
view, so the metal beam was coated with a reflec-
tive tape used on street signs that reflects light 
directly back in the direction from which it came. This 
significantly increased the intensity of the light being 
captured by the probes.

Five different experimental configurations were 
designed, each measuring a different property of the 
system. The configurations were as follows:

(1) Camera zoomed in on a narrow portion of the 
 beam, in order to accurately compute the 
 frequency of the oscillating beam, with 
 12 PDV probes

(2) A far-field data set, with the camera positioned 
 to capture the entire oscillating beam, with the 
 locations of the PDV probes marked on the 
 unistrut for the camera to see, with 12 PDV 
 probes

(3) Camera positioned to show 16 PDV probes
 evenly spaced at ½"

(4) Camera positioned to show 16 PDV probes 
 evenly spaced at ¼"

(5) Camera zoomed in on beam against a gridded
 background, in order to measure physical 
 displacement of the beam

Given the beam tension and the range of possible 
currents, the beam could be driven into standing 
waves with 1, 2, 3, 4, and 5 nodes, and data were 
collected with each number of wave nodes at each 
experimental configuration. The data from configura-
tions (1) and (2) were designed for measuring the 
frequency of the oscillations with the high-speed 
camera; configurations (3) and (4) were ideal data for 
benchmarking positions computed from PDV against 
the high-speed camera; and configuration (5) gave 
the physical displacement of the beam.

Figure 5 shows results of two particular measure-
ments. The MPDV approach uses a method called 
optical upshifting that offsets the frequency for each 
PDV probe so the 0 velocity does not correspond 
to zero frequency, but to a selectable frequency. 
This allows several channels to appear in the same 
trace and still be distinguished from one another. In 
Figure 5a, the metal beam was vibrating in a stand-
ing wave with five cycles, and the five peaks can be 
clearly seen in each of the four probes shown. In 
Figure 5b, the beam was oscillating with two cycles, 
and the peaks are more difficult to distinguish. The 
second image also demonstrates two of the difficul-
ties in capturing the MPDV data. Note that the curves 
representing the two middle probes are quite close 
together, and the frequencies of the lasers for those 
probes had to be continually monitored and adjusted 
to keep the measured curves from overlapping in 
the spectrogram. This was a major challenge for the 
experimental team.

Figure 4. The oscillating metal beam with 16 MPDV probes above it, looking down. The LED (lower left) �ashes when 
the PDV system initiates data capture.
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Conclusion

The uncertainty estimation methods that have thus 
far been developed for MPDV measurements have 
been described in articles that are being readied for 
publication. An experimental setup has been built 
and tested for demonstrating the accuracy of MPDV 
techniques.

The analysis of the noise-related errors of the LPF 
method is straightforward, but the bias error is 
problematic (recall that bias errors occur when the 
data or true signal does not match up correctly 
with the functional form of the model [i.e., the 
errors expected when trying to fit a straight line to 

Figure 5. Spectrograms 
generated with the iPDV data 
analysis tool, showing the 
measurements taken from four 
PDV probes. (a) The beam was 
oscillating at a standing wave 
with �ve cycles; (b), the beam 
was oscillating at a standing 
wave with two cycles. The color 
scale is power spectral density.
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quadratic]). In FY 2012 we developed formulas for the 
bias error for LPF that are proportional to a higher-
order derivative (typically the fourth) of the unknown 
signal. Unfortunately, estimating the higher-order 
derivatives in the presence of noise is quite difficult. 
We believe that an approach based on a variation of 
the short-time Fourier transform will yield estimates 
for the higher-order derivatives that will be adequate 
for making a good estimate of the bias error, which 
will be pursued in FY 2013 work. Recent work at 
Sandia National Laboratories suggests that an impor-
tant portion of the crisscrossed signal problem due 
to circulator bleed-through may have been solved by 
Dolan (2012).

As this should be explored further, work will continue 
on this project in FY 2013 under the name “MPDV 
and Large Data-Set Statistics” to (a) apply various 
techniques researched and developed in FY 2012 to 
the recorded 1-D MPDV cross-section data to cross 
validate and compare, (b) develop a high-velocity 
2-D imaging PDV system complete with an accurate 
mathematical estimate of the errors, and (c) address 
the problem of handling the extremely large data sets 
that often accompany MPDV measurements but that 
current error-estimation algorithms have difficulties 
handling.
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This SDRD work addressed the need for a custom cyber framework tool that captures, 
controls, and processes system network traffic and identifies vulnerabilities through 
the dissection of those protocol values most susceptible to disruption. The Cyber 
Operations Mini-Testbed uses a representative industrial control system and was 
selected as the proof-of-concept environment for the custom Internet protocol packet 
substitution tool and framework methodology developed for this project.
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Background

The Cyber Operations Mini-Testbed was previously 
developed by NSTec to provide an extensive testing 
environment for use by other government agencies 
(OGA) in exercise, training, and scenario develop-
ment for real work response and mitigation of threats 
to critical infrastructure assets. The OGA’s primary 
interest is in duplicating critical infrastructures such 
as supervisory control and data acquisition (SCADA), 
industrial control systems (ICS), and smart grid 
systems. The representative ICS node was selected 
to provide a demonstration of the capabilities of the 
custom Internet protocol packet substitution (CIPS) 
tool in identifying critical infrastructure vulnerabili-
ties. The integration of the CIPS tool into an environ-
ment is the key factor that will make the CIPS useful 
in future OGA-sponsored exercises. The ability to 
modify or substitute Internet protocol (IP) packets 
and monitor the results aids in the identification of 
vulnerabilities to a particular SCADA, ICS, or smart 
grid system. This SDRD work addressed the need for 
more advanced analysis.

Project

The Cyber Operations Mini-Testbed (Figure 1) was 
used to develop the CIPS tool. The ICS node avail-
able on the testbed consists of the two program-
mable automation controllers and input/output (I/O) 
boards. The output to the power distribution and the 

Figure 1. The Cyber Operations Mini-Testbed
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connected digital devices are a light, water pump, 
and fan. Network connectivity is provided through a 
CISCO 3500x series switch. The device state is viewed 
and controlled through a human‒machine interface 
(HMI) Dell laptop.

The goals of this project were to demonstrate the 
ability of the CIPS tool to control and modify the 
ICS process control network traffic, specifically the 
connected digital devices (light, water pump, and 
fan), and monitor the results with respect to potential 
vulnerabilities. The devices that are connected repre-
sent various industrial systems, which are controlled 
via ICS controllers. In the ICS testbed node, the light 
represents a power system, the water pump repre-
sents a volumetric pumping system, and the fan 
represents an HVAC system.

The identification, control, and monitoring required a 
packet manipulation strategy. The methodology was 
derived from the nascent concept that packet craft-
ing as a testing methodology is an art. Packet crafting 
methodology consists of packet assembly, editing, 
replay, and decoding (Poor 2011) and was used in the 
development of the CIPS tool.

The packet decoding step involved the capture of 
packets between the ICS controllers and the HMI. 
The methodology employed within this step involved 
collecting packet captures from all the various output 
states of the connected devices (Table 1).

Table 1. Packet captures: permutations of all connected 
digital device output states

Light Water Fan

On O� O�

On On O�

On O� On

On On On

O� O� O�

O� On O�

O� O� On

O� On On

Based on their initial configurations, the two ICS 
controllers can interpret and use three network 
protocols. These protocols include a memory-mapped 
protocol based on the Institute of Electrical and 
Electronics Engineers (IEEE) 1394 standard. The other 
two are the Modbus/TCP and legacy serial protocols. 
The SCADA programmer who built the ICS portion 
of the testbed used the IEEE 1394 protocol. The 
protocol document was extensively consulted during 
the course of this project. The ICS devices use the 
IEEE 1394 specification to provide the ability to read 
and write data to a 48-bit memory-mapped address 
space. The protocol places an IEEE 1394 packet inside 
a TCP/IP or user datagram protocol (UDP)/IP packet 
(Figure 2).

Understanding the packet structure arrangement was 
very helpful during the initial packet decoding step; 
however, limitations became apparent when attempt-
ing to correlate devices’ states to the analyzed 
packets. While the protocol breakdown is extremely 
helpful in determining the meaning of the bytes at 
various positions, they only correlate to a particular 
I/O point on a module in the I/O boards. An I/O point 
can be an I/O operating in either digital or analog 
mode depending on the module. These details are 
left to the discretion of the SCADA/ICS programmers 
and depend on how they want to assign I/O points 
to connected devices. Therefore, the packet decod-
ing step forced the continuous adjustment of packet 
capturing methods. One of the methods that worked 
was to apply a rapid change to each of the device’s 
states in the permutations one at a time (Table 1). 
This allowed the discovery of the pattern that was 
causing the change in state and correlates it to the 
ICS packet protocol structure. An example of this 
correlation via the “light on” packet is given in  
Figure 3.

By applying this methodology to all of the remain-
ing states given in Table 1, the packet breakdown 
for all the changes in state and the reading of their 
values were discovered. This led directly to the next 
step in the packet crafting methodology known 
as packet assembly. To accomplish this, the open 
source tool Scapy was chosen. Scapy is an interactive 
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packet crafting and manipulation tool based on the 
Python programming language (Scapy 2012). Scapy 
can accomplish all the goals of the packet crafting 
methodology and, because it is based on Python, can 
be written to executable code and can be used to 
build tools to generate the custom packets required 
for the CIPS tool (Hetland 2008). The code snippet 
in Figure 4 is the instruction sent to the ICS node 
controller for the light device with a change in state 
to ON.

Python functions using Scapy were written for each 
device to change their states. The user interface 
menus both use these functions to make unauthor-
ized write requests to the ICS node controllers.

The final step required by the CIPS tool was to effect 
changes to the HMI user while keeping the user 
completely unaware of any changes to the state of 
the devices connected to the ICS node controllers. 
This was done in the final step in the packet crafting 
methodology, which combined packet editing and 
packet replay. The tool used for this is another open

source tool known as Ettercap (Ettercap 2010). 
Because Ettercap is based on the C programming 
language, it is faster than Scapy’s implementation 
in Python (Burns 2007). Packet editing and replay in 
real time requires this speed advantage if the traffic 
between the two hosts is significant. Packet loss was 
observed between the ICS node controllers and the 
HMI when used via a Python/Scapy implementation. 
There was no such loss with Ettercap. Fortunately, 
Ettercap also provides the ability to filter traffic in 

Figure 2. ICS packet protocol breakdown

Figure 3. Packet breakdown of light to ON state
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real time, based on user-developed code. This step 
required a similar methodology to the one used to 
discover the correct packets to control the connected 
devices’ states. Using the previous data from the 
packet decoding, we focused on how the ICS node 
controllers were updating the HMI in a steady state 
and when applying the permutations in Table 1. The 
ongoing conversations between the ICS node control-
lers and the HMI are shown in Figure 5.

As before, the packet patterns had to be identified, 
and, in this case, the packets that controlled the 
output of the HMI display had to be identified.  
Once identified, these patterns had to be edited  
into the original conversation and replayed. Figure 6 
is an abbreviated code snippet of the filter code from 
Ettercap. Filter code was required for all permutations 
of the devices’ states listed in Table 1.

Figure 4. Python 
function using 
Scapy to change to 
the light ON state 
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Figure 5. ICS  
node controllers  
to HMI  
conversation

The CIPS tool uses the Python/Scapy portion of the 
tool to make the unauthorized changes to the ICS 
node and calls the Ettercap portion of the tool to edit 
the responses and replay the desired device states to 
the HMI. As stated earlier, before the correct Ettercap 
filter can be selected, the device states must be 

known, especially if the HMI cannot be viewed or if 
the tool is used remotely. The read interface devel-
oped for this function uses the same structure as that 
shown in Figure 4 and was discovered using the same 
methodology.

Figure 6. Ettercap 
�lter for light  
on/o� with fan 
o�, water o� 
(abbreviated)
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Conclusion

The CIPS tool accomplished its design goal as it 
pertains to the Cyber Operations Mini-Testbed, which 
uses a dingle representative ICS programmed with an 
IEEE 1394–based protocol. More ICS environments 
can be added to the tool, but due to the complexity 
and custom programming nature of each SCADA/ICS 
manufacturer and controller type, each ICS would 
have to be subjected to the same packet crafting 
methodology. The output code for each individual 
analysis would then be added to the tool.

This SDRD takes a very focused view on the 
undetected disruption and manipulation of a SCADA/
ICS. The goal was to evaluate the ability to capture, 
analyze, and modify, as needed, the controller traffic 
as it crosses the network wire without manipulating 
or footprinting the actual SCADA/ICS firmware. This 
analysis still requires observation of the output state 
of the system to correlate the intended effect with 
physical events (i.e., light on/off). Direct manipulation 
and disruption of the devices themselves (current 
hacker scenarios) is far less difficult because those 
unknown variables associated with the custom 
programming done by the SCADA/ICS engineer are 
removed. The direct manipulation scenarios are easily 
recognized through the residual data remnants or the 
physical destruction of the device itself.
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Background

A smart grid contains many smart devices such 
as meters, thermostats, or appliances. One of the 
promising technologies in smart grid communication 
is the wireless mesh network (WMN) (Güngör 2011). 
The devices in a WMN communicate wirelessly with 
their neighbors, and they relay the data from other 
meters to the control center (CC) (Akyildiz 2005). 
The most fundamental step in this scheme is estab-
lishing a reliable path from each house to the CC. 
Regarding reactive and proactive algorithms, proac-
tive algorithms are preferred due to their ability 
to quickly deliver data, but because they need to 
discover all routes between all nodes, they have high 
overhead. In our smart grid environment, the major-
ity of the traffic is between the smart meters and the 
CC; this forms a tree-shaped network, thus eliminat-
ing the need for discovering the routes for all pairs. 
This research proposed to develop a WMN scheme 
that has the benefit of proactive routing protocol, but 
has a reduced overhead by utilizing the tree-shaped 
topology. With the augmentation of the hybrid time 
division multiple access/carrier sense multiple access 

New Hybrid TDMA/CSMA Wireless Mesh Networks (WMN) for 
Secure Smart Grid Communication
RSLN-01-12  |   Year 1 of 1

Ki Park1,a and Yoohwan Kimb

In a smart grid environment, smart devices are installed at customers’ premises. Wireless 
mesh network (WMN) technology is considered the most cost-effective solution for managing 
smart devices that communicate wirelessly with their neighbors and relay the data among 
each other to a control center. However, the existing WMN system has not yet advanced 
enough to reach its full potential. With our new algorithm, throughput and Quality of Service 
(QoS) performance can be greatly improved. It also reduces cyber attack risks with flexible key 
management based on identifier-based cryptography. The new wireless protocol for smart grid 
network has been studied on an OPNET Modeler network simulator. The performance results 
are compared against an existing mesh network protocol ad hoc on-demand distance vector.
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(TDMA/CSMA) communication approach and identi-
fier-based cryptography (IDC), the performance and 
security can be further improved.

Project

Wireless Mesh Network Routing Process

Our proposed routing algorithm is named Intelligent 
Tree Mesh Routing (ITMR) to reflect its tree topol-
ogy. A similar approach, multi-radio over multiple 
channels, was considered previously (Peng 2006), but 
our approach uses single radio over single channel, 
which is more cost-effective. ITMR establishes the 
routing paths at the Open Systems Interconnection 
(OSI) protocol layer 3 (network layer). It discovers and 
maintains only the route from all nodes to the CC, 
creating a tree rooted at the CC. A routing path is set 
up at the CC in advance of the data transmission from 
any smart meter node. Periodically a beacon is trans-
mitted from the CC (hop count h = 0). The closest 
nodes receive the beacon, and they retransmit  
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the beacon after incrementing the hop count to 1. 
The process continues until it reaches the edge of the 
network. During this beacon-flooding process, each 
node chooses one parent node and uses it as a relay 
node for the uplink to the CC. The algorithm is as 
follows:

1. Initially every node is in receiving mode, and  
at the root’s first beacon transmission, the  
route setup starts.

2. Each node chooses a parent node: 
a. If the new parent is the same as the 
 previous one, the receiving node does not 
 acknowledge (ACK) and relays the beacon 
 to the next hop nodes.  
b. If the new parent is different, or if this is 
 the first time, the registration process 
 begins. For registration traffic, a normal 
 CSMA Request-To-Send and Clear-To-Send 
 (RTS/CTS) process is used.

3. The parent accepts the ACK from a child and 
assigns an identifier (ID).

4. Security registration (using IDC) is performed.

5. This process propagates outbound data.

6. If any node misses a routing round, the node 
will be set in the next round.

Once the ITMR process is complete, the nodes can 
start normal data communication in layer 2 using the 
802.11 protocol. For each beacon signal, a new tree 
structure is reconstructed. After a tree is built, the 
path to the CC is immediately available, thus giving 
us the benefit of a proactive routing protocol. Uplink 
traffic (from a smart meter node to the CC) can be 
easily handled by relaying the data from downstream 
nodes to the parent node. Downlink traffic (from 
the CC to individual smart meters) is handled easily 
by referring to the destination node ID. A node ID is 
assigned during the route setup process in hierarchi-
cal fashion. In ITMR, there is a unique path between 
the root and any node. The ID is a concatenation of 
the routing path with variable length. As the route 
is readily available from the ID itself, the need for 
a routing table at layer 3 is removed for downlink 

traffic. The ID-to-medium access control (ID-to-MAC) 
address conversion table at layer 2 (similar to the 
address resolution protocol table) is still necessary.

Hybrid Communication Scheme

The smart meters constantly transmit the electricity 
usage data to the CC. In a dense urban environment, 
the chance of simultaneous transmission is quite 
high, and consequently the layer 2 protocol may 
experience a low performance due to frame colli-
sions. This can be reduced by adopting a TDMA-based 
protocol where the transmission time for each node 
is coordinated by time to avoid collision. However, 
the time-slot management in TDMA protocol in a 
WMN environment is not trivial and incurs high 
overhead (Djukic 2009). It is also shown that the 
time-slot scheduling is a “nondeterministic polyno-
mial time”–complete problem, and heuristic-based 
algorithms may be the most feasible solution (Ergen 
2010). On the other hand, ITMR can take advantage 
of tree-shaped topology to allocate the time slots 
based on the hop count information, thereby reduc-
ing the time slot management overhead. 

ITMR builds a tree-based routing path, and each node 
has a hop count number (h) from the root. Once the 
routing tree is built, transmission is allowed only in 
certain time slots that are determined by the hop 
count. This is controlled in layer 3 as part of ITMR. 
Transmission time slots are assigned in such a way to 
reduce collision as well as hidden terminal problems 
between nodes with adjacent h numbers. The nodes 
in 3-hop distances (e.g., h = 0, 3, 6, …) can transmit 
simultaneously without experiencing a collision. 
Within the group of nodes of the same h, the normal 
802.11 protocol is used (CSMA). 

The time slots in all nodes are synchronized by a GPS 
clock. The beacon from the root transmits the epoch 
time and the time slot duration in its beacon. Each 
node can determine the beginning of each time slot 
by calculating [time slot duration × hop count] from 
the epoch time.
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Communication Security

The communication content should not be blocked, 
intercepted, tampered, or replayed by a third party. 
While the routing tree is generated, the node-to-node 
security can be achieved with IDC faster than with 
conventional public-key cryptography (Chatterjee 
2010). The MAC address of a smart meter node 
serves as the public key in IDC. A private key genera-
tor can assign a private key for each device before 
deployment. When a child node (c) receives a routing 
broadcast message from a parent node (p), it sends a 
registration message to p encrypted under p’s public 
key. Since p’s public key (i.e., the MAC address of p) 
is already known as part of the broadcast message, 
there is no need to ask for a public key or look up the 
database. To prevent a bogus node from joining the 
network, both nodes perform a mutual authentica-
tion in accordance with the following three steps.

Step 1.  c → p: r1P || {Nc || Hc}Ka

Step 2.  p → c: r2P || {Nc || Np || Hp}Kc

Step 3.  c → p: MD5(Np)k2

In step 1, the client sends a message encrypted with 
the parent’s public key. Then the parent derives the 
common key, decrypts the message, and checks for 
integrity by confirming the hash value Hc. The nonce 
(Nc) is a random number to confirm the proper 
decryption, which is sent back in step 2 along with 
a hash value. The child can authenticate the parent 
by checking whether the nonce is correct. In step 3, 
both have the common keys and only need to verify 
the common key. The child sends back the nonce 
and completes the handshake. Both nodes can then 
generate a common symmetric key (k) that serves 
as a master key to derive temporal keys for future 
communications.

Once the peer-to-peer mutual authentication is 
completed among all the possible parent-client pairs, 
each node can start authenticating to the smart 
grid network. The CC has a remote authentication 
dial-in user service (RADIUS) server, and the device’s 
credentials can be verified against the authentication 
database. If a device is compromised, the RADIUS 
does not accept the device to the network. Once the 
network authentication is done, normal data traffic 
may start. 

Figure 1. Network simulation showing nodes forced to fail (white Xs) 
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Experiments

The network models were implemented in OPNET 
Modeler network simulation software. We created a 
WMN with 20 nodes and compared the performance 
against ad hoc on-demand distance vector (AODV) 
protocol (Pirzada 2007). 

Figure 1 shows a snapshot of the uplink and downlink 
traffic simulation. Some nodes were forced to fail 
(marked as a white X) during simulation to measure 
the route recovery time. Several factors in perfor-
mance measurements were defined, such as  
(a) route discovery time, (b) packet drop, (c) routing 
traffic amount, (d) network delay, and (e) network 
throughput.

In OPNET Modeler, network modeling is done hierar-
chically in progressive detail. First, the network 
architecture is modeled to describe the links and 

connectivity among various network components, 
such as smart meters or smart thermostats. Then 
the node model is created where each network 
component is modeled for internal data connectivity. 
Each node is modeled as a collection of processes to 
describe the behavior of the protocol. The protocol is 
written in  
C programming language. This process is described  
in Figure 2.

The ITMR network has been modeled following 
the above procedures. After the procedures are 
developed, the performance metrics variables are 
selected (Figure 3) and the discrete event simulation 
is performed.

The performance of AODV is measured following the 
same procedure. The AODV performances are then 

Figure 2. Network protocol design steps with OPNET Modeler
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Figure 3. Choosing results

Figure 4. Browsing results
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compared in all five categories (Figure 4). The perfor-
mance comparison results are discussed below.

(a) Route discovery time: The time to discover a 
route to a specific destination is the time a route 
request was sent out to that destination until the 
time a route reply is received. AODV attempts to 
discover a new route every time a route breaks  
down. Therefore, it spends more time discovering 
routes than ITMR (Figure 5).

(b) Total packets dropped: AODV may transmit over 
longer distances because of minimum hop criteria. 
When the link quality degrades, data rates drop 
and transmitting over longer distances becomes 
inefficient. ITMR builds a new tree periodically and 

maintains high quality links, leading to a reduced 
number of dropped packets (Figure 6).

(c) Amount of routing traffic: Figure 7 shows the 
routing traffic sent and received in packets/second. 
ITMR has far fewer routing traffic requirements.

(d) Network delay: The packet delivery delay in 
seconds is significantly less in ITMR (Figure 8).

(e) Network throughput: This represents the total 
number of bits (in bits/second) forwarded from 
WLAN layers to higher layers in all WLAN nodes of  
the network. ITMR shows a better throughput 
stemming from the reduced packet dropping  
(Figure 9).

Figure 6. Number of dropped packetsFigure 5. Route discovery time

Figure 7. Routing tra�c (a) sent and (b) received
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Conclusion

A WMN is an important part of a smart grid. However, 
the current smart grid WMN faces challenges in 
meeting security requirements and has low through-
put. This project developed low-cost, secure smart 
grid WMN algorithms and a demonstration platform 
in the OPNET Modeler. 

The performance of the ITMR was compared to AODV 
(MANET protocol) for route discovery time, packets 
dropped, routing traffic amount, network delay, and 
network throughput. The proposed tree-based ITMR 
is more efficient in route selection, provides faster 
route discovery, prevents excessive packet loss, and 
ultimately increases network capacity and resource 
utilization. With the hybrid communication and 
ID-based security schemes, ITMR is considered more 
suitable in a smart grid communication environment.
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Enhanced Accuracy of Shock Arrival Using PDV/Heterodyne VISAR
STL-46-12  |  Year 1 of 1

Bruce Marshall1,a

Ways to improve the accuracy of shock arrival time measurements using the burst of fringes that 
occur at shock arrival (breakout) at a free material surface during the delay time of a VISAR were 
investigated. We used optical mixing techniques to enhance the signal levels without success. As  
a compromise, we built and tested several variants of single-mode and multi-mode VISAR systems 
that have the required bandwidth. Breakout fringes were successfully observed in explosively 
driven shock experiments at the NSTec Special Technologies Laboratory Boom Box. A comparison 
of several measures of shock arrival time indicates that the step function that occurs in photonic 
Doppler velocimetry at breakout is as good as or better than any of the proposed techniques.
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Background

Shock arrival time is used in shock compression 
measurements to determine shock velocity and for 
cross-timing of multiple measurements. Several 
methods are used to measure arrival time, includ-
ing electrical pins, optical pins, photonic Doppler 
velocimetry (PDV), and velocity interferometer for 
any reflector (VISAR). In many situations, shock 
arrival produces an abrupt change in PDV signal 
level that can be readily detected. However, if offset 
heterodyne fringes precede the shock arrival, the 
transition in a PDV signal is from one frequency 
to another, which makes it difficult to accurately 
identify the transition time. To accommodate this 
challenge, various analysis methods are used, such as 
the digital downshift technique developed at NSTec 
Los Alamos Operations (LAO) (Tunnell 2012). VISAR 
is more problematic due to its intrinsic cavity delay. 
High-frequency fringes are always present in VISAR 
optical signals, but generally cannot be observed 
because the recording system bandwidth is inade-
quate and the fringe contrast is reduced due to loss 
of spatial coherence. Depending on the lead-in phase, 
the initial transition may be difficult to identify.

Project

There are two primary challenges in recording VISAR 
delay time fringes. First, the fringes exceed typical 
VISAR recording bandwidths, particularly for large-
area detectors. Second, shock breakout may disrupt 
the spatial coherence between the prompt and 
delayed light, greatly reducing the fringe contrast. 
Operating a VISAR at 1550 nm reduces the bandwidth 
requirement by a factor of about 3 compared to 
operating at 532 nm. Use of single-mode fiber 
allowed us to use high-bandwidth, high-gain detec-
tors, and to some extent reduce the effect of lost 
spatial coherence.

The main challenge in single-mode VISAR opera-
tion is extremely low probe efficiency. Therefore, we 
first tried to find a way to incorporate heterodyne 
techniques to improve the signal level. A thorough 
investigation of optical mixing techniques was unsuc-
cessful. We therefore optimized the single-mode 
VISAR and the experimental parameters to make 
measurements that would let us record breakout 
fringes and evaluate their usefulness under ideal 
conditions. Two measurements were carried out at 
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Also, only the component of the wavefront striking 
the fiber that matches its TEM00 mode will be trans-
mitted. A rough, shocked surface generates a complex 
speckle pattern that produces large amplitude 
fluctuations (“dropouts”) in the light collected by 
single-mode fiber probes. Loss of spatial coherence 
on shock breakout may cause a large change in signal 
level but will not affect the fringe contrast.

Optical Mixing

Our initial solution to overcome the low probe 
efficiency of single-mode fiber (SMF) VISAR was to 
try to use heterodyne detection in a manner similar 
to PDV. PDV overcomes the challenges of single-
mode fiber by means of heterodyne detection and 
frequency domain analysis. The shifted light is mixed 
with an optical local oscillator on a square-law detec-
tor surface. As a result, the PDV signal amplitude 
varies as the square root of the collected optical 
power, doubling the dynamic range. Heterodyne 
detection with local oscillator gain improves the 
detectability by about 25 dB (Betti 1995) relative to 
homodyne detection. Frequency domain analysis 
further improves the signal-to-noise ratio by effec-
tively filtering and averaging over multiple time 
samples. 

the NSTec Special Technologies Laboratory Boom Box, 
both of which yielded usable data. An algorithm was 
developed to obtain the arrival time from the break-
out fringe burst.

Single-Mode vs Multi-Mode VISAR

The main reasons to use a single-mode system rather 
than a multi-mode system for detection of breakout 
fringes are higher bandwidth and improved contrast. 
A typical multi-mode VISAR uses 200 µm core fibers 
to collect a complex wavefront generated by multiple 
scattering points. The étendue of a 200 µm, 0.22 NA 
fiber is 1.936 × 10−9 m2sr. Multi-mode VISAR contrast 
will remain high as long as the wavefront does not 
change during the cavity delay of the VISAR. A slowly 
changing speckle pattern will have little effect on the 
coupled light level or the contrast. A rapid change in 
the speckle pattern will spoil the contrast but not the 
coupling.

In comparison, a single-mode fiber at 1550 nm has 
a mode field diameter of about 9 µm and an NA of 
0.12, with étendue of 1.166 × 10−12 m2sr, or approxi-
mately 1660 times less than the 200 µm multi-mode 
fiber. 

A bare single-mode fiber probe may have −40 to  
−60 dB collection efficiency depending on distance. 

Figure 1. (a) SMF VISAR with triature outputs, and (b) SMF heterodyne VISAR
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An SMF VISAR can be built as shown in Figure 1a. 
Light collected from the shocked surface is deliv-
ered to an interferometer cavity via a circulator. The 
cavity configuration is a fiber-optic Michelson inter-
ferometer. Faraday mirrors make the interferometer 
insensitive to polarization. A 3 × 3 splitter will give 
three output phases separated by 120° (colloquially 
referred to as “triature”). Fiber-optic 4 × 4 couplers 
cannot produce accurate 90° phases between each of 
the outputs. At this time, a stable, quadrature, SMF 
VISAR would require a bulk optic splitter. 

A local oscillator can be introduced via the unused 
port in the 3 × 3 coupler. The result is a heterodyne 
SMF VISAR, shown in Figure 1b, in which the signals 
consist of PDV fringes with an envelope modulated by 
the VISAR fringes. 

Although this device has the advantage of local oscil-
lator gain, its time resolution is limited because the 
PDV fringe amplitude must be determined in order to 
obtain the VISAR phase. Also, dropouts can result in 
missing VISAR fringes. This device would not be useful 
for extremely high velocities that cannot be measured 
by PDV, as the VISAR depends on recording the PDV 
fringes. The breakout fringe burst is actually present, 
but is not boosted by the local oscillator, and there-
fore is swamped by the PDV signals. It is important 
to understand that the mixing occurs at the detector, 
which has square-law response (Equation 1). Three 
waves arrive at the detector: shifted light, delayed 
shifted light, and the local oscillator light. They mix 
in pairs, and the burst fringe signal is produced by 
the shifted light mixing with the delayed shifted light, 
both of which have very small amplitude.

where E is electric field; I is intensity; A1, ω1 are 
amplitude and frequency of the local oscillator; A2, ω2 
are amplitude and frequency of the prompt shifted 
light; A3, ω3 are amplitude and frequency of the 
delayed shifted light; and A2, A3, is << A1.

The terms 2A1A2 cos(ω1 ‒ ω2) t and 2A1A3 cos(ω1 ‒ 
ω3) t are PDV signals at high frequencies that are 
separated by the VISAR fringe frequency, and 2A2A3 
cos(ω2 ‒ ω3) t is the VISAR signal, which is much 
smaller in amplitude than the PDV signals.

We investigated several alternate means of mixing 
the signals with a local oscillator. The ideal solution 
would use a nonlinear optical process to mix the 
shifted light with a strong local oscillator, and produce 
an amplified, offset mixing product. However, the 
efficiency of nonlinear optical processes is extremely 
dependent on optical power and is very low for 
achievable signal levels. We tried a semiconductor 
optical amplifier operating in its nonlinear region.  
The resulting heterodyned optical signals were 
present but too weak to use.

Another option we examined was to run the output 
of a PDV through an RF interferometer with an RF 
mixer. We tested this system as well, but again the 
mixer was inefficient and gave too small a signal. 
An integrated optic, single sideband modulator can 
also be used to effectively boost the PDV signal and 
offset its frequency, but this requires conversion from 
optical to electrical and back again, with a significant 
increase in noise.

Experiment

Because we were not successful with the heterodyne 
SMF VISAR or any of the optical mixing schemes, we 
decided to determine under what circumstances a 
non-heterodyne VISAR, either single-mode or multi-
mode, could produce the breakout signal of inter-
est, and if it has any advantage in timing accuracy. 
To take advantage of a 12 GHz receiver with 50 μm 
fiber input, we built a multi-mode fiber (MMF) VISAR 
operating at 1550 nm, using concave mirrors to image 
the wavefront along the two paths. We also built an 
SMF VISAR, a PDV, and a frequency-shifted (FS) SMF 
VISAR. Block diagrams of the fiber interferometers 
are shown in Figure 2. All four interferometers are 
shown in the photograph in Figure 3.

(1)
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Figure 2. Fiber-optic interferometers: (a) PDV, (b) frequency-shifted SMF VISAR, and (c) SMF VISAR

Figure 3. Interferometers at the Boom Box experiment
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Delays for all VISARs were about 10 ns. All single-
mode systems shared signal light from one probe 
fiber. Complementary signals were recorded for each 
system. No quadrature signals were recorded, as the 
emphasis was on breakout fringes rather than VISAR 
performance, and quadrature would have signifi-
cantly complicated the optical system and required 
more receivers.

The target consisted of a 40 mm diameter by 1 mm 
thick polished disk of aluminum 6061-T6, driven by 
2.9 grams of PBX 9501 with an RP-1 EBW detonator 

and mounted in a polycarbonate package. The first 
probe was optimized for the travel and tilt expected 
at the Boom Box, which has a convex shock front 
(Figure 4).

The probe optical system is diagrammed in Figure 5. 
Light from a 2 mm focal-length gradient-index (GRIN) 
collimator passed through a polarizing beam split-
ter followed by a quarter-wave retarder. An afocal 
relay system combined with a 40 mm objective lens 
imaged the fiber onto the target and collected the 
return light, which was converted to the orthogonal 

Figure 5. Probe optical system diagram

Figure 4. Probe optics with relay lenses
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linear state by the retarder and reflected off the 
beam splitter to an 11 mm focal-length aspheric colli-
mator with single-mode fiber output. The polarizer 
and waveplate formed a circulator that allowed both 
fibers to be on axis. The difference in magnification 
for the input and output fibers provided angle toler-
ance and extended travel range at the expense of 
efficiency. The limited numerical aperture reduced 
the speckle problem. Both single-mode systems 
operated with about 40 mW of optical power from 
the laser, but signal levels dropped after breakout 
and again after about 1.5 mm of travel. A multi-mode 
probe was included in the system with its beam 

running parallel to the SMF beam and offset so the 
light still sampled the center of the target with the 
angle of incidence about 12°. Light for the multi-
mode probe was delivered via a mode-mixed 100 µm 
step-index fiber and collected by a 62.5 µm graded-
index fiber. Approximately 200 mW of optical power 
was used for the multi-mode system.

For comparison, we also tested a simple, bare fiber 
probe configuration. Light was delivered via a single-
mode fiber and collected via another single-mode 
fiber and by a 62.5 μm multi-mode graded-index 
fiber. The fibers were placed on axis, 4 mm from the 

Figure 6. Raw data from explosive-driven shock experiment using a bare �ber probe

Figure 7. Velocity pro�les from 
PDV and VISAR data. Note the 
good agreement between all 
four systems where signal levels 
are good, and the susceptibility 
of the single mode VISAR 
systems to dropouts starting  
at about 0.68 µs.



197

photonics sdrd fy 2012

target surface. Using an aluminum mirror target, 
probe efficiencies for the single-mode and multi-
mode fibers were about –42 dB and –30 dB, respec-
tively. The SMF efficiency for a bead-blasted alumi-
num target dropped to the range of –55 dB to –60 dB. 
The target for these measurements was 1 mm thick 
polished 6061 aluminum. 

An erbium fiber laser with an erbium-doped fiber 
amplifier supplied 400 mW of laser power to the 
probe input. An erbium fiber preamp boosted the 
return SMF signal to about 5 mW, which was split and 
delivered to the three interferometers. The PDV and 
FS VISAR used MITEQ receivers. The SMF VISAR used 
New Focus 1544-B receivers (DC–12GHz). One output 
of the multi-mode VISAR used a New Focus 1544-B-50 
receiver (DC–12 GHz) with a 50 µm fiber input. The 
other MMF output used a New Focus 1611 receiver 
(DC–1 GHz). All channels were recorded on Tektronix 
TDS6124C 12 GHz digitizers at 20 GS/sec and a  
20 µsec record length.

The raw data, obtained using the bare fiber probe, 
are shown in Figure 6. The PDV signals were analyzed 
using a sliding FFT algorithm with a line fitting 
routine. The VISAR signals were unfolded by means 
of an arcsine unfold routine, with the PDV signal 

providing the information to identify changes in the 
sign of acceleration. The resulting velocity profiles are 
shown in Figure 7.

One pitfall of the SMF VISAR is readily visible: 
dropouts resulting in missing fringes cause the traces 
to diverge after about 0.6 µs. Use of a second VISAR 
with a different velocity per fringe constant (VPF)
would allow us to infer the missing fringes. Also,  
the VPF used in this measurement, approximately  
75 m/s/fringe, was chosen to give a large number 
of breakout fringes but is rather low for velocities of 
~3000 m/s. The first 20 ns of the signals are shown  
in Figure 8.

Time of arrival for each signal was determined in four 
different ways. First, we visually identified the first 
data point that clearly deviated from the baseline (by 
“inspection”). Second, we calculated a spectrogram, 
with 2 GHz resolution and with 100 MHz resolu-
tion, at each point and identified the half-maximum 
point on the leading edge. Third, using a profile of 
the spectrogram at the burst frequency and calcu-
lating the center of the burst, we then subtracted 
one-half of the VISAR delay time as measured with a 
10-picoscond pulsed laser. Fourth, we correlated the 
signal with a sine wave at the burst frequency and 

Figure 8. Raw data at shock breakout time
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phase to determine the midpoint, and subtracted 
one-half of the VISAR delay time. For PDV, we used 
the start of the flat top instead of the peak of the 
correlation signal. 

The correlation routine also included an algorithm to 
optimize the value used for the width of the VISAR 
delay. The purpose of this was to see if the burst 
width was equal to the independently measured 
VISAR delay, or if other factors such as off-normal 
shock waves affected the rise and fall times of the 
burst. The result confirmed that the burst width was 
equal to the VISAR delay time within the resolution of 
our system. 

The resulting shock arrival time delta between 
channel 1 of the PDV and other channels is shown 
in Figure 9. Note that the 1 GHz bandwidth of MMV 
Channel 2 was inadequate to detect the breakout 
fringes, so only the manual breakout estimate is 
included. Several conclusions may be drawn from 
Figure 9. Visual inspection of the leading edge worked 
as well as the more complicated procedures. The 
rather time-consuming correlation procedure in 
most cases was outperformed by the spectrogram 
center methods. Another notable feature is that the 
MMF VISAR had much larger variation than the other 
systems, probably due to the much lower signal-to-
noise level in the data.

SMF VISAR Observations

We made a significant effort to field an SMF VISAR on 
an explosively driven shock measurement, and in the 
process we learned several things. The term “single-
mode VISAR” is an oxymoron because the entire 
point of VISAR is to construct an interferometer that 
can operate with an extended source such as a multi-
mode fiber and “any reflector.” A single-mode fiber 
acts as a spatial filter to limit the field to a TEM00 
Gaussian beam. In a multi-mode system, light from 
many points is processed in parallel. In comparison, 
the single-mode fiber spatially filters those modes 
and sums their amplitudes, which is why speckle has 
such a strong effect on the optical power collected by 
the probe. 

Several trade-offs must be considered in designing a 
single-mode probe. Tilt, travel, beam diameter, and 
coupling efficiency are all related. The additional 
modes available in multi-mode fiber allow much more 
flexibility. The spatial filtering aspects of single-mode 
fiber depend on the angle over which the fiber may 
receive light. Speckle is a particular problem for SMF 
VISAR because it can cause missing fringes. 

The FS VISAR is based on an idea (Tunnell 2012) that 
a heterodyned VISAR would only need one detector, 
and the velocity information would be encoded in the 

Figure 9. Shock arrival 
time delta between PDV 
channel 1 and the other 
channels, for each channel 
and method



199

photonics sdrd fy 2012

phase shift of the heterodyne signal. The FS VISAR 
was set up in a Mach-Zehnder configuration with an 
acousto-optic frequency shifter (AOFS) in the delay 
leg. Although the fastest AOFS on hand was only  
100 MHz, including it gave us a quick look at how the 
concept works. AOFSs operate at up to about 3 GHz, 
which should be adequate if the VISAR delay is not 
too long. Using an AOFS appears promising, particu-
larly if a way can be found to heterodyne the signals. 
Our data have been submitted to LAO for evaluation.

Conclusion

Based on our results, it appears that VISAR break-
out fringes do not provide improved shock arrival 
time measurements when compared to homodyne 
or low-offset heterodyne PDV measurements. Also, 
VISAR systems require much higher laser power than 
PDVs at the same working distance. In the course of 
the project, we demonstrated use of a single-mode 
fiber VISAR on a shocked surface. SMF VISAR is possi-
ble on a relatively well-behaved target but requires 
high optical power and is susceptible to dropouts.
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