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Protecting Smart Grid against Cyber Attacks
Dong Wei, Yan Lu, Mohsen Jafari, Paul Skare, and Kenneth Rohde

Abstract—Like other industrial sectors, the electrical power
industry is facing challenges involved with the increasing demand
for interconnected operations and control. The electrical industry
has largely been restructured due to deregulation of the electrical
market and the trend of the Smart Grid. This moves new automa-
tion systems from being proprietary and closed to the current
state of Information Technology (IT) being highly interconnected
and open. However, while gaining all of the scale and performance
benefits of IT, existing IT security challenges are acquired as well.
The power grid automation network has inherent security risks
due to the fact that the systems and applications for the power
grid were not originally designed for the general IT environment.
In this paper, we propose a conceptual layered framework for
protecting power grid automation systems against cyber attacks.
The following factors are taken into account: 1) integration with
existing, legacy systems in a non-intrusive fashion; 2) desirable
performance in terms of modularity, scalability, extendibility, and
manageability; 3) alignment to the ”Roadmap to Secure Control
Systems in the Energy Sector” [1] and the future smart grid
[2], [3], [4]. The on-site system test of the developed prototype
security system is briefly presented as well.

Index Terms—Smart grid, cyber attacks, network security,
vulnerability, Quality-of-Service (QoS).

I. INTRODUCTION

THe recent discovery that hackers have inserted software
into the US electrical grid [5], which would allow the

grid to be disrupted at a later date from a remote location,
clearly demonstrates the fact that the utility infrastructure
is quite vulnerable and that its overall mission of serving
the population could be severely compromised as a result of
unexpected man-made or natural disasters. Another study [6]
reports that cyber attacks can destroy the electrical power grid
of the western United States due to cascading failures.

As other industry sectors are already experienced with
arming automation systems with modern IT (Information
Technology) technology, the power grid is also facing the trend
of integrating the electrical infrastructure with information
infrastructure, and it is experiencing a profound change toward
the Smart Grid [2], [3], [4], [7], [8], [9], [10]. This change not
only moves power automation systems from outdated, propri-
etary technology to the use of common technologies - personal
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computers, Microsoft Windows and TCP/IP/Ethernet, but also
brings the isolated, closed network of power control systems
to the public network. The integration brings in tremendous
cost and performance benefit to the power industry, as well as
arduous challenges of protecting the automation systems from
security threats from hackers. It is misleading to suggest that
IT people take the full responsibility for power grid network
security including automation and control networks. Compared
with regular IT systems, power automation systems have
definite different goals, objectives and assumptions concerning
what needs to be protected [11]. It is important to understand
what ”real time performance” and ”continuous operation” of
a power automation system really means and to recognize that
power automation systems and applications were not originally
designed for the general IT environment. Therefore, it is
necessary to embrace and use existing IT security solutions
where they fit, such as communication within a control center,
and develop unique solutions to fill the gaps where IT solutions
do not work or apply.

This paper is organized as follows: Section II presents an
in-depth analysis on the current power automation system’s 3-
level configuration - corporate, control center and substation;
it discusses communication specifications in terms of possible
communication topologies, protocols, performance require-
ments in terms of delay and bandwidth, etc., and associated
vulnerabilities, as well as the potential cyber attack sources,
scenarios and the adverse impacts on smart grid operation
from different perspectives; Section III presents the major
challenges and design strategies of security solutions for smart
grid; the basic principles , functionalities and implementations
and system test of the proposed Integrated Security System
(ISS) are presented in Section IV; Section V concludes this
paper and discusses potential future work based on the ISS.

II. BACKGROUND

The power grid system physically connects power genera-
tion (such as fossil fuel power plants) and power consumers.
The major function of the power grid is to deliver electric-
ity economically subject to the constraints of capacity and
reliability of power equipment and power lines. The power
grid system includes two parts - transmission and distribution.
Power transmission is the bulk transfer of electrical power,
which operates at a high voltage (100 kv or above) and delivers
electrical power from power plants to substations close to
populated centers. Power distribution delivers electricity from
the substations to consumers, and operates at medium and low
voltage levels (less than 100 kv).

A. Scope and functions of the power grid
From the power flow viewpoint, the input to the power grid

is high voltage (100 kv or above) power, stepped up by the
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power plant transformer from the low voltage power produced
by the generators. The output of the power grid is electricity
at medium or low voltage (less than 100 kv), stepped down
by transformers in substations, and delivered to commercial,
industrial and residential consumers.

The major functions of power grid are performed in three
different levels: corporate, control center, and substation. At
the corporate level, the following major functions of both busi-
ness management and operation management are performed:

• Planning - plan of equipment and line upgrades based on
forecast of load and generation sources, market conditions
and system utilization;

• Accounting - management of contracts and bids with
other market participants;

• Engineering - system design and engineering for trans-
mission and distribution lines and automation systems;

• Asset Management - monitoring, replacement and main-
tenance plan of equipment and lines;

• Historical Information System - An on-line historical
database is commonly used to retain all telemetry data,
operator actions, alarm summaries, etc., for a periodic of
time that ranges typically from 3 to 24 months.

At the control center level, the following major real-time
and non-real-time functions are performed:

• Forecast - short-term forecasting of load and power
generation sources;

• Monitoring - monitoring of system state, activity, load,
equipment conditions;

• Operation - switching operation, changing setups, starting
emergency procedure, performing system restorations,
etc.;

• System Analysis - model update, state estimation, con-
tingency, and stability analysis, power flow analysis;

• Recommendation - recommendation of preventive, cor-
rective, and optimized operations;

• Fault/Alarm Processing - locating fault and intelligent
processing of alarms;

• Training - operator training;
• Logging -archiving logs and reports;
• Data exchange - exchanging data with ISO/RTOs, power

plants, consumers and peer transmission and distribution
system operators.

At the substation level, the following major real-time and non-
real-time functions are performed:

• Normal Operation - collecting data and alarms and send-
ing them to control center, executing commands issued
by control center;

• Exchange of protection data between the RTU and IEDs
within the substation. Relay devices perform protection,
control and indication gathering functions.

• Emergency Operation - power system protection, load
shedding, recovery from load shedding, shunt control,
compensation control, etc.;

• Engineering - protection engineering, automation engi-
neering, line engineering;

• Logging - archiving logs;
• Maintenance - equipment and line maintenance.

Fig. 1. Power Grid Automation System

B. Power Grid Automation Systems

A typical grid automation system, as shown in Fig. 1, is
a horizontal integration of one or more control centers, with
each center supervising the operation of multiple substations.
The power grid automation system is a layered structure and
performs data collection and control of electricity delivery. A
control center typically includes an EMS (Energy Management
System) and a SCADA (Supervisory Control and Data Acqui-
sition) master. Substations contain RTUs (Remote Terminal
Unit, also called a SCADA slave), PLCs (Programmable
Logical Controller), GPS (Global Positioning System) Sync.
Timers, HMIs (Human Machine Interface), communication de-
vices (switch, hub, and router), log servers, data concentrators,
and a protocol gateway. IEDs (Intelligent Electronic Device)
are field devices, including an array of instrument transducers,
meters, tap changers, circuit re-closers, phase measuring units,
and protection relays.

C. Power Grid Communications Systems

In order to deliver electrical power from power producers to
consumers economically, power grid system operators have to
exchange data with power producers, ISOs (Independent Sys-
tem Operator), RTOs (Regional Transmission Organization),
consumers and peer system operators. This is performed at
the corporate level and control center level. Power grid system
operators also possess communication links between corporate
and control centers, and control centers and substations. As
shown in Fig. 1, at control/operation center level, dedicated
lines are widely used and ICCP (Inter Control Center Protocol)
is deployed as the communication protocol. LAN (Local
Area Network) and IP-based (Internet Protocol) protocols are
usually used for the communication link between corporate
and control center; serial link and DNP3.0 (Distributed Net-
work Protocol) are widely used for the communication link
between control center and substations. Wireless technology
is also deployed for communication between control center
and substations.
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Communication Typical Applications Topology Protocols QoS Requirements

Intra-substation Time
critical Protective relays exchange data to

coordinate protection scheme
1.Point-to-point
2.Point-to-many

1. DNP3
2. IEC-61850

1. Delay≤1ms
2. Refresh rate≤1 ms
3. Bandwidth≤10 kbps
4. Time sync. required

Non time
critical Configuration and setting updating,

load shedding, fault processing
Point-to-point 3. Proprietary

protocols (ModBus
Plus, ProfiBus, etc.)

1. Delay≤ 100ms
2. Refresh rate –
event-driven
3. Bandwidth low
4. Time sync. required

Inter-field and Substation-field 1. Pole-top automated switches
exchanging of non-protection-related
loading data. The data later is sent to
different masters for load-sharing
purposes.
2. Data concentrator collects
equipment-monitoring data

1.Point-to-point
2.Multicast
3.Broadcast
4.LAN

1. DNP3
2. IEC-61850
3. Proprietary
protocols (ModBus
Plus, ProfiBus,
etc.) 4. Wireless
protocols, such as
IEEE 802.15.4

1. Delay≤1s
2. Refresh rate ≤1s
3. Bandwidth low
4. Time sync. required

Control-center
to substation

Operation
critical 1. Substation automation control and

monitoring
2. Configuration and setting updating;
3. Alarm/fault processing

Point-to-point 1. DNP3
2. IEC-61850
3. Proprietary
protocols (ModBus
Plus, ProfiBus, etc.)
4. Wireless
protocols

1. Delay≤100 ms
2. Refresh rate≤2 s
3. Bandwidth 1.2 kbp ˜
100 Mbps
4. Time sync. required

Non
operation
critical

1. Non-power system equipment
monitoring
2. Power quality monitoring
3. Customer metering

1. Delay≤10 s
2. Refresh rate≤1 hour
3. Bandwidth low

Intra-control-center Updating databases and HMIs with
data collected by FEP

LAN IP-based protocols,
such as ssh, and
HTTPs

1. Delay≤10 ms
2. Refresh rate≤10 ms
3. Bandwidth 10 Mbps ˜
100 Mbps

Inter-control-center 1. Fault and alarm data exchanging for
contingency analysis and emergency
operations
2. Metering data exchanging between
territorial boundaries to initialize state
estimation or load distribution
applications.

1.Point-to-point
2.WAN

ICCP (Inter-
Control-Center
Protocol)

1. Delay≤10 s
2. Refresh rate 10 ˜20 s
3. Bandwidth 10 kbps ˜
100 kbps

Control-Center to
Corporate 1. Exchanging historical data for

mid-term and long-term planning
2. Collecting data for asset
management
3. Collecting data for automation
system engineering and
troubleshooting.

1. LAN
2. WAN

IP-based protocols,
such as FTP, and
HTTP

Real-time communication
is not required

Intra-Corporate 1. Exchanging data for long-term
planning
2. Collecting data for asset
management

1. LAN
2. WAN

IP-based protocols,
such as FTP, and
HTT

Real-time communication
is not required

Inter-Corporate Exchanging data for contracts, e-mails,
orders, and invoices, etc.

WAN IP-based protocols,
such as FTP, and
HTT

Real-time communication
is not required

TABLE I
COMMUNICATIONS AND THEIR CHARACTERISTICS IN POWER GRID AUTOMATION SYSTEMS

D. Potential Cyber Attacks and their Impacts on Power Grid

The complicated communication network makes power grid
automation systems more vulnerable to cyber attacks. We
classify cyber attacks into three categories:

• Component-wise: Field components commonly used by
power transmission and distribution systems include
RTU, and IEDs. These devices frequently support a user
interface to allow engineers to perform configuration or
diagnostic functionality from a remote location (main-
tenance ports may be IP based). Remote access may

allow an intruder to take over the device and cause
faulty conditions, such as: 1) mislead data presented to
control system operator; 2) damage to field equipment if
operator performs supervisory control operations based
on inaccurate field data or; 3) loss of service due to
intruder shutting down the device.

• Protocol-wise: Virtually all modern data communication
protocols adhere to a messaging protocol that is well
documented and available in the public domain. The DNP
protocol is widely used by electric utilities throughout
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Fig. 2. Gateway Security Solution

North America. The DNP protocol specification can be
attained for a nominal user fee. Using these documented
protocols allows an intruder to do reverse engineering
of the data acquisition protocol and exploit the protocol
using a ”Man-in-the-middle” attack. The adverse effects
could include sending misleading data to the field device
or control center operator resulting in 1) financial loss
if the attack leads to excess generation output; 2) safety
vulnerability if a line is energized while linemen are in the
field servicing the line; 3) equipment damage if control
commands are sent to the field resulting in overload
conditions.

• Topology-wise: Network topology vulnerability can be
exploited by intruders. For example, DoS (Denial-of-
Service) attack, by flooding the SCADA master or RTU
with valid protocol messages, will saturate the CPU com-
putational power, memory or communication bandwidth,
and will result in delay or inhibition of real-time data
exchange. As a consequence, control center operators
may fail to have a complete view of the electrical power
grid system status, leading to incorrect decision making.

Common cyber security vulnerabilities is reported in [12].
More cyber security issues in power automation systems are
reported in [13], [14], [15], [16], [17], [18], [19], [20]. Specif-
ically, the requirements for QoS and security are discussed in
[14], [15], [16], [18], [21], [22], [23], [24], [25], [26], [27].
Here we summarize the communication links, their typical
applications, topologies, protocols and QoS requirements for
power grid as listed in Table I. Some potential network attacks,
their adverse impacts and corresponding security requirements
are listed in Table I as well. Some security solutions for power
grid are discussed in [13], [15], [16], [17], [18], [20], [21],
[23], [24], [25], [26], [28], [29], [30], [31], [32].

E. Current security solution

A “gateway” security solution, as shown in Fig. 2, is
currently widely used to protect power automation system
from external cyber attacks. All incoming data packets to
a substation are inspected by the security gateway. Control
center has a similar security gateway to process incoming
data packets. This solution assumes that the attacking access

point is somewhere between two security gateways in the
“Network” cloud. Imagining an automation engineer who
enters the substation to upgrade HMI or RTU - when he
connects his laptop to the substation network, he can bypass
the security gateway and change the settings of protection
relays, which he is not supposed to. This could be an internal
attack or “friendly fire”. Another issue is that, if the substation
has more than thousands of electronic devices, the “white list”
(which states who is able to access which electronic devices)
in the substation gateway could be very long. Hence, it would
lead to unacceptable delay for some time-critical data packets.

F. A general SCADA cyber attack process

Due to the vulnerabilities aforementioned, power grid au-
tomation systems are under the risk of cyber attacks. This sub-
section outlines the typical attack methodology that may be
used by a dedicated hostile entity wishing to cause more than
a simple disruption of service or random havoc on a SCADA
system in power grid automation system. It will illustrate the
details of a cyber attack, describing the scenario in which
a hacker gains unauthorized access to a SCADA system.
Attacking a SCADA system in an intelligent and deliberate
way is a difficult task. It requires a skilled hacker and many
hours of research. To gain control of a power grid automation
system, there are three necessary steps: access, discovery and
control [12]. Additionally, one optional step employed by
sophisticated intruders is to conceal their attacks by deleting
or manipulating auditing log files which are intended to detect
and report the intruders’ presence in the automation systems.
In the following section, we discuss the three necessary steps
to gain control of a power grid automation system in detail.

1) Access: The first step required by an attacker is to gain
access to the SCADA system. If this is an internal threat,
access should be assumed, though the level of access might
be limited. The three most common methods for unauthorized
access are: corporate network to SCADA network communi-
cations, external VPN access to the SCADA, and remote site
communications.

The business owners of the SCADA systems almost always
require data from the SCADA network for normal operations.
These data sources can vary dramatically from one company
to another, but the most common sources of information flow
to and from the SCADA system is by some form of a database
system. This includes large relational database systems such
as Oracle or MSSQL, but can also include custom real-time
databases or historical databases. Because data is crossing
a network boundary between the SCADA and the corporate
network, these communication paths may be exploited to gain
unauthorized access.

Another common communication path between the SCADA
network and the corporate network is the use of client systems.
These can be single-user systems such as those used by
engineering personnel but can also be multi-user systems such
as Citrix or terminal services. This remote access is often
granted to specific personnel within the corporate network to
provide information required for running the business. If one
of these client systems were to be compromised, an attacker
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Communication Potential Cyber Attacks Adverse Impacts Security Requirements
Intra-Substation 1. Sensor data missing

2. Sensor data misrepresented
3. Control command injected
4. Data delayed

1. Circuit breaker open at wrong times
2. System run exceeding limits
3. System outage
4. Personnel injuries or death
5. False alarms
6. EMS applications failure, such as
state estimation, contingency analysis,
shifting power transmission and
distribution system from its optimal
running point.

1. Data integrity
2. Data availability

Inter-field and
Substation-field 1. Corrupt data from potential

transducer or current transducer
2. Modify data from meters

1. Tripping the circuit breakers and
leading to outage
2. Changing reporting and accounting
information

1. Data integrity
2. Data availability

Control-Center-substation 1. Collected data, from substation to
control center, becomes missing or
misrepresented
2. Inject control command from control
center
3. Delay data on this link by flooding
SCADA master or slave

1. System run exceeding limits
2. System outage
3. Personnel injuries or death
4. False alarms
5. EMS applications failure, such as
state estimation, contingency analysis,
shifting power transmission and
distribution system from its optimal
running point.

1. Data integrity
2. Data availability
3. Non-repudiation

Intra-control-center Modify data exchanged between
different application servers, HMIs, etc.

1. System run exceeding limits
2. System outage
3. Personnel injuries or death
4. False alarms
5. EMS applications failure, such as
state estimation, contingency analysis,
shifting power transmission and
distribution system from its optimal
running point.

1. Data integrity
2. Data availability
3. Non-repudiation

Inter-control-center 1. Modify the exchanged data
2. Illegally access price and cost
information

1. Failure to perform desirable
transaction
2. Penalties due to transaction based on
false cost or price information
3. Failure to fulfill contracts
4. Competitors gain competitive
advantage

1. Data integrity
2. Data availability
3. Data confidentiality
4. Non-repudiation

Control-center to
Corporate Modify the exchanged data 1. Non-optimal planning

2. Non-optimal asset management
Data integrity

Control-center to
Corporate Modify the exchanged data 1. Non-optimal planning

2. Non-optimal asset management
1. Data integrity
2. Data availability
3. Non-repudiation

Control-center to
Corporate Modify the exchanged data 1. Non-optimal planning

2. Non-optimal asset management
1. Data integrity
2. Data availability
3. Data confidentiality
4. Non-repudiation

TABLE II
POTENTIAL NETWORK ATTACKS, THEIR IMPACTS AND SECURITY REQUIREMENTS FOR POWER GRID

may be provided with a simple pathway into the SCADA
network.

Remote access using a VPN is another common external
communication link into the SCADA network. VPN access
is often used for vendor support, but is also commonly used
by SCADA personnel who require access from home or from
their offices. Problems arise from poor VPN configuration or
from poor configurations on the client systems. An attacker
might be able to gain access to the SCADA network if a client
system can be compromised, or if the VPN server relies upon
the VPN client to enforce access rights.

Remote site communications is another potential entry
point for an attacker. Remote sites include back-up facilities,
development or quality systems, or even substations. It is

often observed these communication links are not protected by
firewalls or VPN and rely upon the remote site being a trusted
and secure network. It is possible for these communication
links to be compromised, which provide a means for an
attacker to gain access to a SCADA from a remote location
without the need to hack their way through the corporate
network. A valid example is the compromise of an FEP from
a substation by impersonating a controller (PLC, RTU, etc.).

2) Discovery: Once access to the SCADA network is ob-
tained, the next step is to understand the SCADA network by
discovering the SCADA process. The complexity of SCADA
systems is one of the best defenses against attack and forces
the attacker to perform extremely time consuming tasks in
order to understand the system well enough to intelligently
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attempt an attack or control.
Shortly after access to the SCADA has been accomplished,

the attacker is likely to have only a single point-of-presence
on the network. This is probably a single host somewhere on
the SCADA network, perhaps even on the DMZ. Before any
additional exploitation attempts are made, simple sources of
information are first sought after. These sources include web
servers, engineering workstations, Samba shares, and exported
HMI screens (e.g. HTML screens shared to client systems) -
information sources that were not necessarily available at the
starting location of the attack. Oftentimes these information
sources are available to any node on the SCADA network
regardless of location or credentials. These basic information
sources are often the most profitable and are usually discov-
erable without the need for exploitation or actions that might
trip network defenses such as Intrusion Detection Systems.

The next best source of information comes from passive
network discovery. This is a time consuming process as the
attacker will have to wait for information to pass on the net-
work where the point-of-presence is located. This information
is not always useful as it greatly depends on the location of
the compromised system. However it can often reveal a great
wealth of data, including network credentials (FTP, Telnet,
SMB, HTTP, etc.). All of this is done without writing a single
packet onto the SCADA network.

If the point-of-presence is located on a network with core
SCADA components (HMI, FEP, controllers), the attacker
might be able to passively monitor SCADA-specific com-
munications. Although most SCADA vendors use proprietary
protocols for a majority of their communications, these proto-
cols can usually be distinguished between the various SCADA
system vendors. The attacker may not understand or be able
to decode the SCADA protocol at this time, but will use the
uniqueness of that protocol in an effort to identify the specific
SCADA vendor in use.

The last method of discovery employed is active network
scanning. Active network scanning generally requires root
level access on the compromised system so that custom
packet crafting is possible. This is certainly the noisiest of all
discovery methods since the attacker is now required to use
scanning techniques that are often easily caught by network
defense tools. Advanced level attackers will have very quiet
scanners, but regardless of speed, packets are being sent
on the SCADA network and might trigger alerts. However
this discovery method is most rewarding as it will provide
the attacker with a picture of what systems and devices are
reachable from the point-of-presence.

Although discovering systems and the specifics regarding
the type of SCADA employed is a difficult task, the most
difficult part of the discovery process lies in understanding
the SCADA process. The discovery methods listed above will
give the attacker a good picture of what the SCADA network
is but does not necessarily help the attacker understand what
it controls or how it works. The end goal is to take these many
pieces of information and correlate them together in an attempt
to understand how the SCADA is implemented. An example
of this process can be illustrated with the discovery of some
device on the network named ”Valve 4A” - a tag name sent in

plain-text on the network. The goal is to find out what Valve
4A controls and what impact it might have on the system.

Understanding the SCADA process is an extremely difficult
task and is also very time-consuming. This is the best oppor-
tunity for the network defenses to find malicious activity on
the SCADA network. The attacker is more than likely going to
make a mistake during this time and perform a task that could
be easily recognized as an anomaly on the network. Because
perimeter defenses might only be able to do so much to prevent
unauthorized access to the SCADA, internal defenses need to
be enhanced enough to prevent malicious activity that occurs
during discovery. This case study will assume that the attacker
is interested in full discovery and understanding of the SCADA
system so that intelligent control and disruption of the process
can be accomplished. This raises the bar for the defenders of
SCADA systems to be ready to deal with a highly skilled
attacker or even an insider threat. These are the most difficult
threats to defend against, yet at the same time are the ones
that have the potential for the highest level of impact.

3) Control: Once the SCADA process is understood by
the attacker, there are several methods that might be used in
an attempt to control the system. These various methods will
provide different levels of control, though only a few of these
methods may be available depending upon the success of the
discovery process.

One of the highest value targets on a SCADA is the FEP.
Though the SCADA system might be so large that it utilizes
several FEP systems, the FEP remains the best target for attack
and control due to its centralized control capabilities. The
FEP is responsible for communicating all commands from
the SCADA out to the various process controllers. These
controllers might all communicate using different protocols,
but the FEP understands how to communicate with each one.
If an attacker can access the FEP, it is no longer a requirement
to understand the numerous protocols in use by the controllers.
Instead the attacker only needs to understand the protocol used
to send commands to the FEP. Often times, the FEP does not
even require authentication or validation of the commands it
receives, and logging of commands is rarely performed by
the FEP. Attacking the FEP is a protocol level attack since
the attacker will have to understand and decode the specific
protocol used by the FEP. This is often a proprietary protocol
developed by the SCADA vendor.

Another high value target on the SCADA system is the
HMI. This system is one of the easiest to understand since
it is designed to provide the information required to run the
SCADA system. If access to the HMI is gained by the attacker,
the attacker might be able to use the same screens used by the
operator and arbitrarily control the system. The scope of the
attack may be limited, however, since the functionality pro-
vided to the attacker is usually the same level of functionality
that a normal operator is allowed. Hence, the attacker may not
be able to operate the system to a failure point.

Attacking the HMI is a component level attack since unau-
thorized access to the HMI system is required. This attack
is generally one of the easiest since standard (not SCADA
specific) exploitation methods can be used to gain access, and
abundant information is provided to the attacker by the HMI.
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The other benefit is that actions taken from the HMI will
appear as if the operator of the HMI requested the actions.
The EWS (Engineering Workstation) is also another high value
target, comparable to the type of attack conducted against the
HMI. The EWS is generally used by the SCADA engineers
to perform development on the SCADA system and provide
the software and screens to the HMI. The main difference
between the EWS and the HMI arises from the EWS’s ability
to override the limitations normally enforced on the HMI. If
an attacker gains control of the EWS, there may be arbitrary
commands available beyond those normally accessible to an
operator (e.g. engineering override). Spoofing is another attack
method that involves the HMI or the EWS. This is a method
where the attacker understands the protocol used by the HMI
or the EWS well enough to falsify information going to
the HMI so that the operator display is changed and no
longer reflects reality. This can be useful for two reasons:
hiding activity taking place elsewhere on the SCADA from the
operator, or creating a display for the operator that leads the
operator to take action and perform commands on the SCADA
system.

Spoofing network messages on the SCADA system is a
complex task. Injecting commands into an existing TCP or
UDP session is non-trivial. The attacker will need an extensive
background in network communication methods and have
extensively decoded the protocols in use. This is a network
based attack as it will usually require some form of a MITM
(Man-In-The-Middle) attack such as ARP (Address Resolution
Protocol) poisoning, ICMP (Internet Control Message Proto-
col) redirection. It is also a protocol level attack because the
attacker will be manipulating SCADA messages while they
are in transit.

Database systems are another potential target for the at-
tacker. These systems can be relational databases, real-time
databases, batch processing systems, or historical databases.
These systems are utilized in many different ways depending
on the vendor of the SCADA system, but in some cases,
manipulation of these data sources can cause the SCADA
system to automatically change state (i.e. automation in the
SCADA watches the data and takes action accordingly). This
is one of the more difficult methods of exploitation and may
not always yield control of the SCADA to the attacker, but
manipulation of data alone is a major attack vector and may
have critical impact.

Attacking data systems can be considered a component
level of attack if the system is a common system (e.g.
Oracle, MSSQL), but might also be a protocol level attack
if custom systems are used and the attacker is attempting to
inject data and commands into the network. Another difficult
target on the SCADA network is the application server. The
application server usually hosts a number of applications used
by the SCADA system. These applications rarely use the same
protocol, utilizing, instead, proprietary protocols developed
by the SCADA vendor. The challenge for the attacker is
to determine what applications on the server might provide
control of parts of the SCADA system. Once this is discovered,
the attacker might be able to communicate with the application
server in such a way as to cause the application server to issue

commands to the FEP. This method of attack is more common
if communicating directly with the FEP is not possible.

Attacking the application server is a protocol level attack.
The various messages sent to the application server need
to be understood so that the attacker can inject arbitrary
commands onto the network. Although this is a difficult target,
attacking the application server usually provides access to
commands that are normally unavailable to an operator, and
these commands are usually logged as being issued by the
HMI or the EWS.

One of the lowest priority attack methods, though involving
what may be the easiest target in a SCADA network, is a
direct attack on a controller. This can be performed by an
attacker talking directly to the controller in a similar fashion
as the FEP, but can also be performed by using remote access
methods often used on the controllers themselves.

Direct commands will require that the attacker understand
the specific protocol used by the controller, along with the
logic embedded in the controller. These commands will look
similar to the commands generated by the FEP.

Many controllers also provide a means for remote access.
This can include web services, dial-up modems, and telnet.
Authentication is rarely required. Not only does remote access
allow the attacker to issue commands to the controller, it is
also likely to provide the attacker with a means for harvesting
programming logic or firmware information.

Directly attacking a controller is a component level attack
when unauthorized remote access methods are allowed, but
can also be considered a protocol level attack when commands
are generated by the attacker and sent to the controller. This is
a low priority target, however, since this only provides a small
subset of system control to the attacker. The only SCADA
control available from this target concerns the control devices
that are connected to the target controller.

DoS attacks by saturating the targeted device memory, CPU
computational power or bandwidth can degrade the system
performance, making the system to be blind and unable to
response to change in the system.

III. MAJOR CHALLENGES AND STRATEGIES OF SECURITY
SOLUTIONS FOR THE SMART GRID

To address security issues of the smart grid, it is necessary
to identify those unique challenges. There are four major
challenges when developing new network security solutions
for power grid automation systems:

1) Many automation components (such as RTU) use propri-
etary operating systems, which are designed for control
functionality and performances, but not security.

2) Automation systems use heterogeneous network tech-
nologies, such as ProfiBus, ModBus, ModBus Plus,
ICCP, DNP. Most technologies and protocols were de-
signed for connectivity, without consideration of cyber
security.

3) Most automation systems are combinations of new and
legacy components with many systems expected to run
up to 20 or 30 years, perhaps even longer. Many legacy
devices (such as RTU) were tailored to control function-
ality and may not have reserved computational power or
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memory space to perform security functionalities. Thus,
one desirable feature of the newly developed security
solutions is the ability to be integrated to the existing,
legacy systems in a non-intrusive fashion, without com-
promising their control performance.

4) Since power grid is experiencing a profound change
and moving to smart grid, there are new applications
(such as using Phasor Measuring Units and smart
meters) and corresponding new requirements for data
communication in terms of bandwidth, delay and new
communication protocols. Therefore, one challenge is
how to avoid early obsolescence when developing a new
security solution.

Standard security services must be supported by the new so-
lution, which should be able to integrate security management
(such as authorization and authentication), security operations
(such as logging and auditing), and other security technologies
(such as access control and intrusion detection) in a seamless
fashion. The strategies to design a security solution for smart
grid are as follows:

• Scalability is the system’s ability to increase or decrease
its capacity to protect larger or smaller size of power grid
automation systems (e.g. more or less electronic devices
and users) in a graceful manner. It also refers to the ability
to increase or decrease size or capability in cost-effective
increments with minimal impact on the unit cost of busi-
ness and the procurement of additional functionalities.
During design, scalability must be considered in order
to maintain the same level of growth experienced by the
power grid. The security performance of the solution must
remain unabated as the power infrastructure increases in
load and system volume.

• Extensibility - which refers to a system designed to in-
clude hooks and mechanisms for expanding and enhanc-
ing the system without having to make major changes
to the system infrastructure. Since newly developed cy-
ber attack methods can always be found, the security
framework needs to ensure its extensibility. It also must
be considered such that the proposed solution is able to
handle any future state of the power grid, including new
technologies and communication protocols.

• Interoperability - a property referring to the ability of
diverse systems to work together. Since power grid au-
tomation systems use various technologies with respect
to hardware, operating systems, and communications
protocols, the security framework and components must
be able to work together regardless of the technology on
which they are executed or developed.

• Non-intrusiveness - which refers to the system’s ability to
be subject to security activities without compromising its
control functionalities and performance. This requirement
addresses the challenge that the existing, legacy systems
may not have the reserved computational power or mem-
ory space to perform security functionalities. It must be
considered to integrate the new security solution into the
existing, legacy systems in a non-intrusive fashion with-
out compromising their control performance, reliability,

Fig. 3. Proposed 3-layer architecture

stability, and availability.
• Flexibility - which is the ability to adapt to various

needs in the development and at runtime. It includes
the ability to extend a system with e.g. new features/
components without the loss of previous functionality or
qualities that have been negotiated as well as to reduce
it respectively. Since, unlike the relatively static power
grid automation system, the future smart grid can be
highly dynamic logically due to more participants get
involved, the flexibility of extensions/reductions to the
system can be made either through the addition/removal
of new functionality or through modification of existing
functionality, and the addition/removal of new entities in
the power grid automation system can be made readily.

IV. THE INTEGRATED SECURITY SYSTEM

To meet the challenges discussed in the previous section,
we propose an integrated security framework with 3 layers
(power, automation and control, and security), also called
common security platform, as shown in Fig. 3. The automation
and control system layer monitors and controls power grid
processes, while the security layer provides security features.
Since the security layer provides clear demarcation of respon-
sibilities, control functionalities and security functionalities
can be decoupled during design stage. Data related to security
management flows on this layer. Another important idea is that
the proposed security solution replaces the “gateway” security
solution by a “security service proxy” solution, which is shown
in Fig. 4. There are three key security subsystems: Security
Agent, Security Switch and Security Manager. Security Agents
and Security Switches, which are security enforcement de-
vices, run as security service proxies; and Security Manager
runs as a security management device either in the control
center or in a substation. The proposed integrated security
framework operates on three hierarchical levels, as shown in
Fig. 5. Each of these levels is protected by a component of
our security system listed below:

• Device level in which electronic devices, such as RTU,
IED, are protected by the Security Agent
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Fig. 4. Security Service Proxy Solution

Fig. 5. Multi-layered Integrated Security Framework

• Network level in which communication bandwidth is pro-
tected and delay is guaranteed by the Managed Security
Switch

• Operation level, in which security policies are orches-
trated and managed by the Security Manager

In addition, a Security Engineering System designed to man-
age, administrate, monitor and troubleshoot the integrated
security system makes the system more user-friendly. The
security manager has multiple secure TCP/IP connections to
each individual security agent and managed security switch.
The security manager will act as PDP (Policy Decision Point),
which will create the actual security policy used. Once the
policies are created, the PEPs (Policy Execution Points) -
managed security switch and security agents, will execute
those policies.

A. Security Agent

The security agents bring security to the edges of the system
by providing protection at the device level - it applies to both
wired and wireless devices. These agents are firmware or soft-
ware agents depending on the layer of the control hierarchy.
At the field device layer (e.g., IEDs), these agents will be
less intelligent - containing simple rules and decision making
capabilities - and whose primary responsibilities consist of
event logging and reporting. At the substation level (e.g.,
RTUs), these software agents will be more intelligent with

more complex rules for identification and detection of intrusive
events and activities within the controllers. In particular, a se-
curity agent will be commissioned to accomplish the following
functions:

• To translate between different protocols.
• To acquire and run the latest vulnerability patches from

its security manager.
• To collect data traffic patterns, system log data and report

to the security manager.
• To analyze traffic and access patterns with varying com-

plexity depending on the hierarchical layer.
• To run host-based intrusion detection.
• To detect and send alarm messages to the security man-

ager and designated devices, such as HMI.
• To acquire access control policies from the security

manager and enforce them.
• To encrypt and decrypt exchanged data (end-to-end se-

curity).
One important function of the security agent is access control.
In the IT world, firewalls perform this function, passing all
data packets except those of applications and addresses that
are explicitly stated in the ACL (Access Control List). On
the contrary, security agents only pass data packets whose
source address, destination address, port numbers, or protocol
number, matches the ones in the ACL, and blocks the rest.

B. Managed Security Switch

Managed switches are used across the automation net-
work to protect bandwidth and prioritize data packets. These
switches, working as network devices, will connect controllers,
RTUs, HMIs, and servers in the substation and control center.
Managed security switches possess the following functionali-
ties:

• To separate external and internal networks, trusted and
non-trusted domains.

• To run as a DHCP (Dynamic Host Configuration Proto-
col) server.

• To run NAT/NPAT (Network Address Translation and
Network Port Address Translation) and to hide the in-
ternal networks.

• To acquire bandwidth allocation patterns and data prior-
itization patterns from the security manager.

• To separate data according to prioritization patterns, in-
cluding operation data, log data, trace data and engineer-
ing data.

• To ensure QoS for important data flow, such as operation
data, guaranteeing its bandwidth, delay, etc.

• To manage multiple VLANs (Virtual Local Area Net-
work).

• To run simple network-based intrusion detection

C. Security Manager

Security managers, with a GUI (Graphical User Interface),
reside in the automation network and directly or indirectly
connect to the managed switches across the automation net-
works. They can be protected by existing IT security solutions
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and will be able to connect to a vendor’s server and managed
switches via VPN. The security manager will possess the
following functionalities:

• To collect security agent information.
• To acquire vulnerability patches from a vendor’s server

and download them to the corresponding agents.
• To manage keys for VPN.
• To work as an AAA (Authentication, Authorization and

Accounting) server, validating user identifications and
passwords, authorizing user access rights (monitor, mod-
ify data), and recoding user changes to controllers.

• To collect data traffic pattern and performance matrix
from agents.

• To collect alarms and events.
• To generate access control policies based on collected

data (using data mining techniques) and download them
to agents.

• To run complex intrusion detection algorithms at control
network levels.

• To generate bandwidth allocation patterns and data pri-
oritization patterns (possibly through data mining tech-
niques) and download them to managed switches.

The security manager sits in the center of the power grid au-
tomation network, managing what and how security functions
are performed by security agents and QoS functions are per-
formed by the managed security switch. For instance, access
control policies for each security agent are not static. They
should be modified accordingly by the security manager if the
automation system runs in different modes - regular operation,
maintenance, or troubleshooting. Bandwidth allocation and
data prioritization policies in the switch can be managed by
the security manager as well.

D. Security Engineering System

Security engineering system is used to create, configure,
manage, monitor and troubleshoot the integrated security
system project. The project navigator is the common view
for all tools of the engineering system. It offers a common
list of all controls and data, and generates the runtime con-
figuration data. The engineering system acts as a centralized
data and program administration. In this project, the security
engineering system will not be developed. Some functions of
the security engineering system will be implemented in the
security manager.

E. Intrusion Detection

Traditionally, automation systems are subject to more con-
strained behavior as compared to enterprise networks. Au-
tomation networks possess:

• Relatively static topology
• Regular communication patterns
• Limited number of protocols
• Simple communications protocols

Therefore, anomaly-based Intrusion Detection System (IDS)
techniques are often sufficient for detection of intrusions,
whereas signature-based IDS techniques are widely used in

IT world [33]. Anomaly-based IDS techniques sound alarms
when observed behavior is outside of a pre-defined specifi-
cation, whereas signature-based IDS techniques send alarms
when observed behavior matches known malicious threats. An
anomaly-based IDS [30] has a high potential for generalization
and leverage against new attacks, but at the same time is
subject to more false alarms than the other. With power grid
infrastructures, this may change due to remote engineering
and troubleshooting though IP addressable devices. Under
such circumstances, automation networks will be subject to
more random traffic patterns and higher than usual levels of
disturbances. To protect against this extra traffic of random
patterns while fully utilizing the inherent determinism of
the control networks, we propose combining anomaly-based
techniques with model-based probabilistic techniques and/or
techniques that use empirical models and signatures of normal
behavior and usage. As discussed earlier, intrusion detection
will be performed at three levels:

• Security agent performs intrusion detection based on the
CPU and memory utilization of the protected device (such
as RTU/PLC), scan time, protocol pattern, communica-
tion pattern (such as round trip time, bandwidth usage),
etc.

• Managed security switch performs intrusion detection
function based on the delay of data packet, the allocated
bandwidth profile, protocol pattern, etc.

• Security manager performs intrusion detection at the
highest level, by monitoring power grid system and its
automation system state. For example, with a known
power loss range, the input power and output power of
the power grid system can be monitored. The security
manager sounds an alarm when these numbers do not
match, in which case mis-represented data could be
received.

Note that the ISS also exposes raw packet data from a
dedicated port on the security switch to a third-party IDS
product. This feature enables the third-party IDS to integrate
into the proposed ISS without accessing to all encryption keys.

F. Managed Security Service

Automation system vendors are responsible for providing
patches on their public servers for newly found vulnerabilities
on their systems, such as for PLCs or HMIs. The security
manager automatically obtains new patches via a public net-
work according to the firmware version and types of devices,
and downloads these patches to security agents accordingly.
System vendors and system integrators may also provide co-
managed security service to power grid system operators by
helping generate access control policies for security agents,
which protect system vendors’ systems.

G. Implementations of Security Agents

It would be very costly if one stand-alone security agent
protects each electronic device. To make it more cost effective,
security agents are implemented in four different ways, as
shown in Fig. 6:
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Fig. 6. Different Implementations of security agents

• An individual two-port module - the internal is connected
to the protected device (such as RTU and HMI), the
external port connected to a network device (such as
switch, router).

• An individual two-port module - the internal is connected
to a group of electronic devices (such as meters or pro-
tection relays), the external port connected to a network
device (such as switch, router).

• Agent resides in a managed security switch - a virtual
security agent runs on an internal port connected to the
protected device.

• Agent resides in all newly developed devices (such as
log server, PLC, RTU) - runs independently of control
firmware.

Each implementation has its advantages and disadvantages.
Some legacy electronic devices (such as protection relays,
RTUs) with embedded controller were tailored for the specific
control tasks, and may lack computational power or memory to
perform security functions, such as encryption/decryption. To
address this issue, the first three implementations can integrate
new security solution into the legacy systems in a non-intrusive
fashion, i.e., there is no need to modify the legacy systems.
In the last implementation, security agent functions can be
ported to newly developed log servers, HMIs and RTUs with
sufficient computational power and memory space.

H. Prototypes

A security system prototype and demo of the proposed
framework, as shown in Fig. 7, was developed based on Win-
dows XP. The prototype includes a stand-alone security agent,
a security agent application which can run on a protected
device, a managed security switch and a security manager.
However, only some functionality described in the previous
section was implemented, due to time limit, to prove the
concept.

I. On-site System Test

The prototype system was installed in a test configuration
at the INL and tested to validate the proof-of-concept features,
as follows:

Fig. 7. The ISS prototype and demo system

• Create a typical, simplified power grid automation system
with EMS, RTU and two protection relays. They are all
connected via a hub. Record communication performance
in terms of round trip delay, used bandwidth and time
to build up a 3-way handshake TCP connection. Then
find all vulnerability by using a set of public available
penetration test tools, such as port scanning, password
cracking and data flooding; record all vulnerability and
adverse impacts on control performance;

• Place the integrated security system in SCADA system -
replace the regular hub with a managed security switch,
place two stand-alone security agents next to EMS and
RTU, respectively, and connect a security manager to
the managed security switch; record communication per-
formance such as round trip delay, used bandwidth and
time to build up a TCP connection; then do the same
vulnerability test by using the same set of penetration
test tools; record all vulnerability and adverse impacts on
control performance;

• Compare testing results in the above two scenarios.
The results of the proof-of-concept system test results are:

• the security components do not have significant adverse
impact on SCADA communication - the maximum round
trip time by using the ISS is 110, as shown in Fig.
9, where it is 105 ms, as shown in Fig. ??, by using
the regular hub; the maximum time to build a TCP
connection is 135 ms by using the ISS where it is 130 ms
by using the regular hub; the used bandwidth by using the
ISS needs at most 10% more (due to security management
activities) than using the regular hub, , as shown in Figs.
10 and 11;

• some vulnerabilities are successfully mitigated, such as
clear text communication, port scanning, and unused open
ports; some vulnerabilities are partially mitigated, such as
vulnerability to flooding-based DoS attacks;

• the intrusion detection mechanism is able to report most
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Fig. 8. Round Trip Time of Clear Text Communication without the ISS

Fig. 9. Round Trip Time of Cyphered Text Communication with the ISS

cyber attacks, such as access control violation, flooding-
based DoS and brute force key cracking.

The proof-of-concept system test showed that the developed
Integrated Security System is able to report most cyber attacks
and mitigate some cyber attacks without significant adverse
impact on control system communication.

Fig. 10. Bandwidth Used for Clear Text Communication without the ISS

Fig. 11. Bandwidth Used for Cyphered Text Communication with the ISS

V. CONCLUSION AND FUTURE WORK

We propose a conceptual layered framework for protecting
power grid automation systems against cyber attacks, which
may come from either the Internet or internal networked
sources. The proposed framework possesses the desirable per-
formance in terms of scalability, modularity and manageability.
It can be integrated into existing, legacy automation systems in
a non-intrusive fashion. The prototype of the security system
has been tested at the Idaho National Lab - it is proved that the
developed security system is able to address and mitigate some
common vulnerability of power grid automation systems.

The Integrated Security System discussed in Section IV ad-
dresses cyber attacks at layer 2, 3 and 4 of the seven-layer OSI
model. However, Layer 7, application layer, communication is
the weakest link in terms of security since it supports many
protocols, and most of them were originally not designed
with consideration of security. Thus those protocols have
vulnerabilities and provide many access points for attackers.
Therefore, application layer attacks are hard to protect against.
According to a report [34], over 80% of all existing system
vulnerabilities are based in the application layer. More than
half (58%) of the application software contain vulnerabilities
that could be used to launch large-scale cyber attacks similar
to those suffered by Google earlier this year, according to a
report ”The State of Software Security” [35]. It is reported
that close to 90% of attacks are aimed at the application
layer [36]. Although application layer security issues have
been addressed in the IT world, especially for web services
[37] and database applications [38], the unique challenges of
smart grid applications have not been addressed yet. Therefore,
layer 7, the application layer, security of smart grid should be
addressed next.
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