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**ABSTRACT**

A detailed experimental study of a vertical gas jet impinging a fluidized bed of particles has been conducted with the help of Laser Doppler Velocimetry measurements. Mean and fluctuating velocity profiles of the two phases have been presented and analyzed for different fluidization states of the emulsion. The results of this work would be greatly helpful in understanding the complex two-phase mixing phenomenon that occurs in bubbling beds, such as in coal and biomass gasification, and also in building more fundamental gas-solid Eulerian/Lagrangian models which can be incorporated into existing CFD codes.

Relevant simulations to supplement the experimental findings have also been conducted using the Department of Energy’s open source code MFIX. The goal of these simulations was two-fold. One was to check the two-dimensional nature of the experimental results. The other was an attempt to improve the existing dense phase Eulerian framework through validation with the experimental results. In particular the sensitivity of existing frictional models in predicting the flow was investigated. The simulation results provide insight on wall-bounded turbulent jets and the effect frictional models have on gas-solid bubbling flows.

Additionally, some empirical minimum fluidization correlations were validated for non-spherical particles with the idea of extending the present study to non-spherical particles which are more common in industries.

Disclaimer: "This report was prepared as an account of work sponsored by an agency of the United States Government. Neither the United States Government nor any agency thereof, nor any of their employees, makes any warranty, express or implied, or assumes any legal liability or responsibility for the accuracy, completeness, or usefulness of any information, apparatus, product, or process disclosed, or represents that its use would not infringe privately owned rights. Reference herein to any specific commercial product, process, or service by trade name, trademark, manufacturer, or otherwise does not necessarily constitute or imply its endorsement, recommendation, or favoring by the United States Government or any agency thereof. The views and opinions of authors expressed herein do not necessarily state or reflect those of the United States Government or any agency thereof."
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# 1. Executive Summary

The work done in the eight quarters are summarized below.

<table>
<thead>
<tr>
<th>Quarter</th>
<th>Work highlight</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Eliminated spurious peaks which contaminate the LDV signals</td>
</tr>
</tbody>
</table>
| 2       | - Developed a robust LDV measurement technique: ice crystals as tracer particles, intensity subranging to separate gas and particle signals  
          - Got familiar with MFIX code and capabilities |
| 3       | Measured gas and particle mean velocities in a bubbling bed using the robust technique developed in the previous quarter |
| 4       | - Analyzed velocity profiles by checking for self-similar behavior  
          - Validated the gas-solid equations in MFIX with experimental data from a bubble injection experiment performed by Kuipers (1990). |
| 5       | - Measured mean velocity profiles by varying the fluidized state of the emulsion using the LDV technique.  
          - Performed MFIX validation studies – minimum fluidization prediction, single-phase laminar and turbulent jets. |
| 6       | - Further analyzed experimental results through calculation of void fraction, mass and momentum rates.  
          - Studied performance of empirical non-spherical minimum fluidization velocities.  
          - Simulated a single-phase turbulent jet using MFIX and compared with experimental data. |
| 7       | - Extended experimental data obtained for means to extract fluctuating profiles and analyzed the same.  
          - Made simulations to characterize the effect of bounding walls on the experimental results. |
| 8       | - Studied the sensitivity of frictional models on predicting flow in bubbling beds.  
          - Made further studies on spanwise confinement using MFIX |
2. Report Details

2.1. Experimental methods

Experiments were carried out in a thin, practically two-dimensional, rectangular column. The column measured 457 mm in width, 1 m in height and 12.7 mm in thickness. The walls were made of transparent acrylic. The coordinate system chosen is shown in Figure 1. A vertical round jet inlet, flush with the distributor surface and having a diameter, \( D_j = 9.2 \text{ mm} \), was placed at the origin. A quartz viewing window measuring 102 mm by 153 mm by 5 mm was inserted at a height \( y = 50 \text{ mm} \), within which all velocity measurements were made. The gas used was atmospheric air which was cooled to a temperature \( T_j = -5^\circ \text{C} \) to produce ice crystals which enabled optical tracing of the gas. The bed particles used were high density polyethylene spheres with a Sauter mean diameter, \( d_p \), of 838 \( \mu \text{m} \) and density, \( \rho_p \), of 900 \( \text{kg/m}^3 \). These particles fall into the Geldart B classification of powders, which bubble immediately upon reaching minimum fluidization. For fluidization studies, the distributor velocity was varied while keeping other parameters, such as the inlet jet velocity (\( V_j \)) and the initial bed height (\( H \)), a constant at 92 m/s and 38 cm respectively. The fluidization air was first turned on followed by the jet air. All measurements were made once a visually stable plume was formed, which took less than a second after turning on the jet inlet.

![Figure 1: Vertical gas jet in the laboratory 2D bubbling fluidized bed and corresponding sketch](image)

One of the major achievements in this project was in the development of a laser Doppler Velocimetry (LDV) technique to simultaneously measure the gas and particulate phase velocities in the high-speed jet plume of the bubbling fluidized bed. The laser, optics, and signal processing filters were configured to eliminate problematic laser-beam intensity fluctuations, which can contaminate Doppler signals in optically dense flows (Mychkovsky et al. 2009). In order to avoid damaging the optical access windows, the high-speed gas jet was seeded with small ice crystals. LDV bursts from the bed particles and gas tracer ice crystals were
simultaneously recorded. The Doppler signals from the tracer ice crystals and bed particles were differentiated based on their burst intensity and coincidence (Figure 2) to yield the particulate and gas phase velocities at a given location within the jet plume. Further details on the LDV technique employed can be found in the paper submitted to Powder Technology (Mychkovsky et al. 2010).
This same technique was also extended to yield fluctuating velocity measurements. The details of the LDV settings are summarized in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>Ch 1</th>
<th>Ch 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser Power per Beam (mW)</td>
<td>90</td>
<td>55</td>
</tr>
<tr>
<td>Beam Diameter (microns)</td>
<td>90</td>
<td>85</td>
</tr>
<tr>
<td>PMT Gain (mV)</td>
<td>450</td>
<td>450</td>
</tr>
<tr>
<td>Burst Threshold (mV)</td>
<td>250</td>
<td>150</td>
</tr>
<tr>
<td>Frequency Downmixing (MHz)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Band Pass Filter (MHz)</td>
<td>5-50</td>
<td>20-65</td>
</tr>
<tr>
<td>Bragg Shift Frequency (MHz)</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>Fringe Spacing (microns)</td>
<td>3.74</td>
<td>3.55</td>
</tr>
<tr>
<td>Velocity Range (m/s)</td>
<td>131 to -37</td>
<td>71 to -89</td>
</tr>
<tr>
<td>Coincidence Interval (µs)</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

**Table 1:** LDV parameters. The system was optimized for maximum laser beam power and minimal laser beam intensity fluctuation complications. The large dynamic velocity range enables simultaneous gas and particulate phase velocity measurements.
2.2. Computational methods

Simulations to enable comparisons with the experiment data in the project were carried out by solving an Eulerian-Eulerian model for gas-solid flows as first proposed by Anderson and Jackson (1967) and coded in the Department of Energy’s open source code MFIX. An outline of the equations solved is given in Table 2. Figure 3 shows a sketch of the simulation domain employed.

\[
\left(\partial V_g \over \partial t + V_g \cdot \nabla V_g\right) = \nabla \left( -\nabla p_g - \nabla \cdot \tau_g\right) + \psi_g \cdot g - \tau_D
\]

\[
\nu_p \left(\partial V_s \over \partial t + V_s \cdot \nabla V_s\right) = \nu \left( -\nabla p_g - \nabla \cdot \tau_g\right) + \tau_D + \nu \rho_s \cdot g - \nabla \cdot \sigma_s
\]

\[
\sigma_s = \sigma_k + \sigma_f
\]

\[
\tau_g = \tau_{VIS} + \tau_{TUR}
\]

<table>
<thead>
<tr>
<th>Term</th>
<th>Name</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>(F_D)</td>
<td>Drag</td>
<td>Syamlal, et al. (1993)</td>
</tr>
<tr>
<td>(\sigma_k)</td>
<td>Collisional solid stress</td>
<td>Lun, et al. (1984)</td>
</tr>
<tr>
<td>(\tau_{TUR})</td>
<td>Gas turbulence model</td>
<td>Standard k-epsilon</td>
</tr>
</tbody>
</table>

Table 2: Summary of the continuum approach employed (www.mfix.netl.doe.gov)

![Figure 3: The simulation domain](image)
The simulations were carried out only in one half of the actual domain due to the advantage of symmetry and to get rid of the “jet-locking” phenomenon which was observed with two-dimensional k-epsilon model (see Figure 4) as previously observed by Akhtar (2010).

![Figure 4: An example of the unphysical behavior observed when doing a 2D single-phase jet simulation using k-epsilon model. The jet locks to one side of the domain.](image)

It must be noted that the MFIX code had to be modified to allow free-slip walls to be enforced when using the k-epsilon model, a feature it lacks by default. The boundary conditions employed were free-slip along the west face, constant pressure outlet in the north and standard wall functions along all other faces. Though the usage of wall function in the east and bottom faces made no difference, it was important in the north and south faces to successfully capture the wall-bounded flow associated with the k-epsilon model. The Johnson and Jackson (1986) boundary conditions were employed at walls for solids. The column had the same dimensions as that of the experimental setup - width \( l \) 228.5 mm, height \( h \) 1 m and the thickness \( w \) 12.7 mm. The jet width \( (D/2) \) was 4.6 mm and the jet inlet velocity \( (V_j) \) was 92 m/s. It must be noted that the round jet opening in the experiment was approximated by a rectangular opening in the simulations. The air was at temperature \( (T_g) = -5^\circ\text{C} \) with a dynamic viscosity \( (\mu_g) \) 1.65E-5 kg/(ms). The particles specified had properties similar to the particles used in the experiments with size \( (D_p) \) 838 \( \mu \)m and density \( (\rho_p) \) 900 kg/m\(^3\). The coefficient of restitution between the particles (polyethylene-polyethylene) and particle-wall were taken as \( (e) \) 0.9 and \( (e_w) \) 0.5 (polyethylene-acrylic) respectively. For simulations with frictional model included, the specularity coefficient \( (\varphi) \) was taken to be 0.002 and the angle of internal friction \( (\delta) \) 27°. All simulations reported have been ensured to be grid insensitive.
The effect of the spanwise walls on a single-phase jet was conducted by varying the thickness ($w$) and at an extended width ($l = 1 \text{ m}$). Additional validations of the gas-solid equations used by MFIX were made by comparisons with the experimental data of Tsuji et al. (1983) for vertical risers and Kuipers (1990) for bubble injection, and were found to match favorably. These are, however, not included in this report.
3. Results and discussion

3.1. Experimental results

3.1.1. Empty bed mean velocity profiles and analysis

Before attempting to quantify and analyze two-phase measurements in the bubbling bed jet plume, the behavior of the single-phase gas jet in the empty 2D bed was examined. The jet cross-sectional velocity profiles taken at axial locations of $y = 70$ mm, 100 mm, and 130 mm are shown in Figure 5.

![Figure 5: Gas phase velocity profile](image)

The velocity profiles at each axial location are normalized with respect to the maximum value and plotted versus the similarity variable $x/(y - y_0)$ in Figure 6 in order to determine if a self-similar shape exists.
Figure 6: Gas velocity profile normalized by $x/(y-y_o)$

The illustration indicates that the self-similar behavior of jets occurs with respect to the virtual (or apparent) origin, located at $y_o$. The apparent origin is a hypothetical point source of momentum, whose location is related to the decay of the potential core, which usually occurs at a distance of a few jet orifice diameters (White, 2006). However, there are several ways to describe the bell-curve like shape of the velocity profile at a given axial location. For the sake of computational ease, a Gaussian profile has been used (Ounnar, et al., 2009) as shown in Figure 7 and given by the following equation

$$\frac{v_g}{v_{g,m}} = \exp\left[-\ln(2)\xi_g^2\right]$$

where the similarity variable is scaled with the half-velocity point

$$\xi_g = \frac{x}{x_{g,1/2}}$$
One of the defining characteristics of a free jet is that its axial momentum is conserved. The vertical jet gas momentum flux can be measured at an axial location by integrating measured velocity profiles. Momentum rates calculated by numerically integrating the LDV data points are reported (Table 3). The momentum rates calculated for the downstream locations of 70 mm, 100 mm, and 130 mm are all consistent, indicating that the jet does not lose significant momentum to friction with the bounding walls.

Table 3: Momentum rates in the jet plume determined from the Gaussian profiles.
3.1.2. Bubbling bed mean velocity profiles and analysis

Once the vertical jet in the empty bed had been fully characterized, the bed was filled with high density polyethylene (HDPE) microspheres. These particles are considered Geldart Group B particles, which bubble immediately beyond minimum fluidization. Gas and particulate phase velocity profiles are presented and analyzed. The analysis includes similarity profile scaling as well as void fraction, mass flow, momentum rate and particle drag calculations. The velocity profiles of both the gas and particulate phases taken at axial locations of \( y = 60 \text{ mm} \), \( 70 \text{ mm} \), \( 100 \text{ mm} \), and \( 130 \text{ mm} \) are shown in Figure 8 and Figure 9. The slip velocity, defined as

\[
v_s = v_g - v_p
\]

is plotted in Figure 10. Next, the particle Reynolds number in the jet plume, defined as

\[
Re_p = \frac{\rho_g (v_g - v_p) d_p}{\mu_g}
\]

is plotted in Figure 11.

---

**Figure 8:** Gas phase velocity profiles
Figure 9: Particulate phase velocity profiles

$838 \mu m$ HDPE, $V_j = 92 m/s$, $V_{fl} = 33.4 cm/s$

$y = 60 \text{ mm}$
$y = 70 \text{ mm}$
$y = 100 \text{ mm}$
$y = 130 \text{ mm}$

Figure 10: Slip velocity profiles

$838 \mu m$ HDPE, $V_j = 92 m/s$, $V_{fl} = 33.4 cm/s$

$y = 60 \text{ mm}$
$y = 70 \text{ mm}$
$y = 100 \text{ mm}$
$y = 130 \text{ mm}$
The normalized velocity profiles are scaled with their respective half-velocity points and compared with the Gaussian profile. The gas and particulate profiles appear to be self-similar when scaled in this manner (Figure 12 and Figure 13).

Figure 11: Particle Reynolds number profiles

Figure 12: Normalized gas phase velocity profiles scaled with respect to the empty bed virtual origin
Figure 13: Normalized particle phase velocity profiles scaled with respect to the empty bed virtual origin

It must be noted that the values of the half velocity points are determined by the slope of the core data when plotted on a semi-log plot.

The nature of the jet plume spreading and centerline velocity decay is shown in Figure 14 and Figure 15.
Figure 14: Half-velocity point values for the gas, particulate, and slip velocity profiles compared to the empty bed gas phase data.

838 µm HDPE, $V_j = 92$ m/s, $V_{fl} = 33.4$ cm/s

Figure 15: Maximum velocity values for the gas, particulate, and slip velocity profiles compared to the empty bed gas phase data.
The values are juxtaposed with the gas phase of the empty bed at the \( y = 70, 100, \) and 130 mm axial locations. Figure 14 indicates that particulate phase velocity profile is slightly wider than the gas phase velocity profile. This is reasonable since all of the particles in the jet plume are entrained from rest along the emulsion boundary whereas the majority of the gas in the plume originates from the jet orifice. However, the half-velocity point growth for the gas phase in the bubbling and empty bed is remarkably similar. As expected, the presence of particles significantly contributes to the decay of the gas phase velocity, as shown in Figure 15. The decline in the measured particulate phase Eulerian velocity is due to the entrainment of relatively stationary particles.

An average void fraction at various axial locations can be determined by a momentum balance with the jet inlet momentum to yield

\[
\dot{J}_j = wC_2 \left[ \int_{-b}^{b} \rho_g v_g^2 dx + \int_{-b}^{b} (1 - \varepsilon) \rho_p v_p^2 dx \right]
\]

The phase concentration is considered to be uniform across the jet so that \( \varepsilon = \varepsilon(y) \) as particles are entrained and the jet expands. The momentum averaged volumetric void fraction at each axial location is shown in Figure 16.

The calculated values suggest that, perhaps contrary to intuition, the solids fraction actually decreases in the streamwise direction shortly beyond the jet orifice. However, this is consistent
with the work of Merry (1971) and Xuereb et al. (1991), who defined an initial entrainment zone followed by a linear expansion region where the particle entrainment rate gradually decreases.

The mass flow and momentum rates for the two phases can be calculated at each downstream location, assuming that the densities and void fraction are constant and are plotted in Figure 17 and Figure 18. The mass flow data indicates that particle entrainment near the jet inlet is significant and that the rate of entrainment into the jet plume decreases with streamwise distance. Once again, this is consistent with an initial entrainment zone followed by a linear expansion region where the particle entrainment rate gradually decreases. On the other hand, the gas phase mass flow in the jet plume remains nearly constant at the inlet value. The momentum data indicates that more than half of the initial jet gas momentum is already transferred to the particulate phase at first axial measurement location. Significant initial momentum transfer is to be expected due to high particle entrainment and large relative slip velocity values near the jet inlet.

![Graph](image.png)

**Figure 17:** Gas and particulate phase mass flow rates in the jet plume determined from the Gaussian profiles and calculated void fractions. The two-phase data is compared to the empty bed gas phase data.
Figure 18. Gas and particulate phase momentum rates in the jet plume determined from the Gaussian profiles and calculated void fractions. The empty bed gas phase momentum rate remains constant at the inlet value.

Applying the Eulerian equation of motion to the particulate phase with the measured velocity profiles, the bed particle drag coefficient is given by the expression

$$
C_D = \left( \frac{2 V_p \rho_p}{A_p \rho_s} \right) \left[ 4 g \int_{y_1}^{y_2} (1-\varepsilon) x_{p,1/2} dy + 1.5 \left( (1-\varepsilon) v_{p,m}^2 x_{p,1/2} \right)_{y_2} - \left( (1-\varepsilon) v_{p,m}^2 x_{p,1/2} \right)_{y_1} \right]

+ 1.5 \int_{y_1}^{y_2} (1-\varepsilon) v_{s,m}^2 x_{s,1/2} dy
$$

Table 4 shows that the drag coefficients recovered are found to be consistent with the established empirical value.

<table>
<thead>
<tr>
<th>Physical Distance, y_2-y_j (mm)</th>
<th>C_D</th>
</tr>
</thead>
<tbody>
<tr>
<td>60-70</td>
<td>0.47</td>
</tr>
<tr>
<td>70-100</td>
<td>0.29</td>
</tr>
<tr>
<td>100-130</td>
<td>0.40</td>
</tr>
</tbody>
</table>

Table 4: Particle drag coefficients calculated from equation. The established empirical value is approximately 0.4. The HDPE micropellets are treated as spheres and the particulate phase and slip velocity Gaussian profiles as well as the calculated solids fraction values are used. The major source of error is the uncertainty of the solids volume fraction at each axial location.
3.1.3. Effect of fluidization on mean dynamics and analysis

The effect of fluidization velocity on the jet dynamics was examined by fluidizing the emulsion at \( V_f/V_{mf} \) = 0, 0.7, 1, 1.15, 1.3, and 1.5.

Increasing the fluidization velocity decreases the maximum centerline velocity and widens the velocity profiles for both phases as shown in Figure 19 to Figure 22 and Figure 23 to Figure 25 respectively. As expected, Figure 19 shows that the centerline gas phase velocity for all bubbling bed cases is significantly reduced when compared to the empty bed case due to momentum transfer to the particulate phase. However, Figure 23 reveals that the gas phase velocity profile width at minimum fluidization is comparable to the empty bed. The gas velocity profile is narrower when the emulsion is fluidized below this point and widens with increasing fluidization. Another important parameter affected by fluidization is the phase volume fraction in the jet plume. In Figure 26, it is evident that void fraction has a strong dependency on the fluidization state of the emulsion. In a spouted bed (no fluidization), the momentum averaged void fraction is roughly 94%. At 50% excess fluidization, this value increases to about 98%. Once again, this corresponds to a significant change in the solids fraction, \((1-\varepsilon)\), and thus the particulate phase transport rates.

![Graph](image-url)

**Figure 19:** Maximum velocity values for the gas phase with varying fluidization velocity compared with the empty bed data. The momentum transfer from the gas to the particulate phase significantly reduces the maximum velocity values.
Figure 20: Maximum velocity values for the gas phase with varying fluidization velocity. Increasing the fluidization velocity tends to decrease the maximum velocity values.

Figure 21: Maximum velocity values for the particulate phase with varying fluidization velocity. Increasing the fluidization velocity tends to decrease the maximum velocity values.
**Figure 22:** Ratio of the maximum velocity values for the gas and particulate phase with varying fluidization velocity. The ratio of maximum velocities appears to be independent of the fluidization velocity.

![Diagram showing the ratio of maximum velocities](image)

**Figure 23:** Half-velocity point values for the gas phase with varying fluidization velocity compared with the empty bed data. The gas phase velocity profile width at minimum fluidization is comparable to the empty bed. Increasing the fluidization velocity tends to widen the velocity profile.

![Diagram showing half-velocity points](image)
Figure 24: Half-velocity point values for the particulate phase with varying fluidization velocity. Increasing the fluidization velocity tends to widen the velocity profile.

838 μm HDPE, $V_j = 92$ m/s

Figure 25: Ratio of the half-velocity point values for the gas and particulate phases with varying fluidization velocity. Increasing the fluidization velocity tends to widen the gas velocity profile with respect to the particulate phase velocity profile as more interstitial gas is entrained.

838 μm HDPE, $V_j = 92$ m/s
Figure 26: Void fraction values with varying fluidization velocity. Increasing the fluidization velocity tends to increase the void fraction in the jet plume.

The gas phase mass flow rates at the various fluidization rates are compared with the jet inlet value and the empty bed case in Figure 27. This figure indicates that when the emulsion is fluidized below the minimum fluidization rate, gas originating from the jet inlet diffuses into the emulsion downstream to locally fluidize the particles as the gas phase mass flow decreases downstream. Above the minimum fluidization rate, interstitial gas and bubbles in the emulsion are entrained into the jet plume as the gas phase mass flow increases downstream. (Unfortunately, this trend cannot be verified by the lateral velocity flux of the gas phase near the plume boundaries as the interstitial gas is not seeded with LDV ice tracer crystals; only the gas that originates at the inlet is seeded, which mixes laterally outwards). As the fluidization rate increases, the gas phase mass flow increases and approaches the empty bed values. The two phases compete for entrainment into the jet plume, as is indicated by the decrease in particulate phase mass flow with increasing fluidization (Figure 28).

The dependency of the gas and particulate phase momentum rates on the fluidization rate are shown in Figure 29 and Figure 30 respectively. As the fluidization rate increases, the gas phase momentum increases due to increased interstitial gas entrainment. Once again, the particulate phase momentum decreases with increasing fluidization due to competition with the increased interstitial gas entrainment.
Figure 27: Mass flow rates for the gas phase with varying fluidization velocity compared with the empty bed data and jet inlet value. When the emulsion is fluidized below the minimum fluidization rate, gas originating from the jet inlet diffuses into the emulsion downstream to locally fluidize the particles as the gas phase mass flow decreases downstream. Above the minimum fluidization rate, interstitial gas and bubbles in the emulsion are entrained into the jet plume as the gas phase mass flow increases downstream. As the fluidization rate increases, the gas phase mass flow increases and approaches the empty bed values.

Figure 28: Mass flow rates for the particulate phase with varying fluidization velocity. As the fluidization rate increases, the particulate phase mass flow decreases due to competition with the increased interstitial gas entrainment.
Figure 29: Momentum rates for the gas phase with varying fluidization velocity. As the fluidization rate increases, the gas phase momentum increases due to increased interstitial gas entrainment.

Figure 30: Momentum rates for the particulate phase with varying fluidization velocity. As the fluidization rate increases, the particulate phase momentum decreases due to competition with the increased interstitial gas entrainment.
Finally, the particle drag coefficient was calculated using the Gaussian particulate and slip velocity profiles as well as the calculated void fractions as described earlier. The average values for the axial locations in the jet plume are reported in Table 5. The particle drag coefficient values at every fluidization condition are in good agreement with the established empirical value of 0.4.

<table>
<thead>
<tr>
<th>$V_{fl}/V_{mf}$</th>
<th>$C_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.48</td>
</tr>
<tr>
<td>0.7</td>
<td>0.42</td>
</tr>
<tr>
<td>1</td>
<td>0.38</td>
</tr>
<tr>
<td>1.15</td>
<td>0.38</td>
</tr>
<tr>
<td>1.3</td>
<td>0.37</td>
</tr>
<tr>
<td>1.5</td>
<td>0.43</td>
</tr>
</tbody>
</table>

**Table 5:** Particle drag coefficients. The values were determined in the same manner as described earlier, using the Gaussian particulate phase and slip velocity profiles along with the calculated void fraction values.
3.1.4. Effect of fluidization on fluctuating velocities and analysis

The same LDV technique and data used to measure the mean velocities was extended to yield the corresponding fluctuations after ensuring that enough statistics were available to estimate second order moments. One significant difference between the mean profiles and turbulent profiles is that the axial distance at which the measurements were made was not sufficient to observe self-similarity in fluctuations. The same normalizing variables of maximum centerline velocity and half-plume width based on mean streamwise velocity are used. However the effect of emulsion fluidization can still be investigated. For the sake of convenience the different emulsion fluidization states are named as cases according to Table 6.

<table>
<thead>
<tr>
<th>Case</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>No particles (Empty bed)</td>
</tr>
<tr>
<td>2</td>
<td>$V_f=0$ (Spouted bed)</td>
</tr>
<tr>
<td>3</td>
<td>$V_f=0.7V_{mf}$</td>
</tr>
<tr>
<td>4</td>
<td>$V_f=V_{mf}$</td>
</tr>
<tr>
<td>5</td>
<td>$V_f=1.15V_{mf}$</td>
</tr>
<tr>
<td>6</td>
<td>$V_f=1.3V_{mf}$</td>
</tr>
<tr>
<td>7</td>
<td>$V_f=1.5V_{mf}$</td>
</tr>
</tbody>
</table>

Table 6: Experimental cases considered

The fluctuating intensity in the velocity of a gas jet through the empty column also referred to in the present work as the “Empty Bed” (case 1) is compared to other planar jet experimental data in Figure 31. It must be noted that the data previously reported in literature has been restricted to one half of the domain, namely $x/x_{1/2} \geq 0$ and has been reflected along the centerline. Figure 31 shows good agreement with Miller and Comings (1957) but poor agreement with Gutmark and Wygnanski (1975). This is because the axial locations of the measurements made by Miller and Comings (1957) match better with the present study and both happen to lie within the potential core or non self-similar region of turbulence. On the other hand, measurements of Gutmark and Wygnanski (1975) were made at axial locations beyond $y/D_j = 95$ which is in the self-similar region.
The transverse (radial) profiles of the intensity of fluctuations in the axial velocity for different experimental cases for both gas and particle phases are shown at three axial distances of $y/D_j = 7.61$, $10.87$ and $14.13$ respectively, in Figure 32 to Figure 34 and Figure 35 to Figure 37. To enable better comparison between the fluctuations in the two phases, Empty Bed (case 1) gas fluctuations are added along with the particle phase profiles. It can be seen that the particle fluctuations are higher, close to 1.5 times the magnitude of gas fluctuations. In general, the shapes of the profiles of both the phases are similar to the Empty Bed (case 1) profile. Figure 38 and Figure 39 show the fluctuating intensity in the axial velocity of the two phases along the centerline of the jet for different experimental cases at three axial distances of $y/D_j = 7.61$, $10.87$ and $14.13$. Some significant trends can be observed from these figures. Firstly, the fluctuating velocities tend to increase when moving downstream for the same experimental case. Secondly, there is an increase in gas turbulence in the Spouted Bed (case 2) as compared to the Empty Bed (case 1). Thirdly, the effect of increasing the distributor gas velocity is to initially decrease and then increase the fluctuations in both phases. Further, the fact that the particle and the gas velocity fluctuations complement each other is illustrated.
**Figure 32**: Radial variation in gas axial fluctuating velocity for different experimental cases at $y/D_j = 7.61$

**Figure 33**: Radial variation in gas axial fluctuating velocity for different experimental cases at $y/D_j = 10.87$
Figure 34: Radial variation in gas axial fluctuating velocity for different experimental cases at $y/D_j = 14.13$

Figure 35: Radial variation in particle axial velocity fluctuations for different experimental cases at $y/D_j = 7.61$
Figure 36: Radial variation in particle axial velocity fluctuations for different experimental cases at $y/D_j = 10.87$

Figure 37: Radial variation in particle axial velocity fluctuations for different experimental cases at $y/D_j = 14.13$
Figure 38: Axial gas fluctuating velocity along the centerline for different experimental cases

Figure 39: Axial particle fluctuating velocity along the centerline for different experimental cases
It can be postulated that the effect of the particle phase on the fluctuating behavior of the gas phase and vice versa occurs through only the mean flow variables, namely the half plume width and the maximum axial velocity, for a given axial location within the jet plume. The relationship is direct with the former and inverse with respect to the latter. The reason for making this assumption is simply because the half plume width can be considered a measure of the eddy length scale for gas phase turbulence and the maximum axial velocity, a measure of the magnitude of mean velocity. For the particle phase, on the other, the half plume width can be considered a measure of the mean free path of particle collisions, though its relationship to particle fluctuations is still the same as that of eddy length scale to gas turbulence.

Figure 20 and Figure 21, and Figure 23 and Figure 24, illustrate the variation in the ratio of $x_{1/2}$ and $v_m$ for gas and particle phases for different fluidization cases respectively. When moving from the Empty bed to the Spouted bed case, the gas flow rate inside the jet plume decreases due to the lack of gas entrainment from the surrounding and the jet spreading width also decreases due to particles constricting the flow. However, the decrease in the maximum mean velocity caused by the lack of entrainment is much more significant than the reduction in the plume width. This causes the gas turbulence intensity to increase in the Spouted bed. Starting with case 4, which is the minimum fluidization case, increasing fluidizing air rate widens the jet spreading, as gas and particles from the emulsion phase and the jet plume interact more freely. Thus, the increase in fluctuating intensity with fluidizing rate beyond minimum fluidization can be attributed to the increasing plume half widths for both the gas and particle phases.

However, before reaching minimum fluidization it is seen that increasing fluidizing air rate decreases the fluctuating velocities. This can be explained by arguing that the additional gas flow within the voids of a packed bed facilitates a higher rate of gas and particles to be entrained from the emulsion into the jet. Hence, while the system cannot deform easily and there is negligible change in the half plume widths, there is a small increase in the gas and particle velocities within the plume which causes the turbulence intensity to decrease in both phases (case 3). In summary, an analysis of turbulence modulation based on coupling through mean flow variables (Figure 40 and Figure 41) mirrors the behavior seen in the gas and particle fluctuating velocities shown in Figure 38 and Figure 39.
Figure 40: Variation in the ratio of gas half plume width to maximum axial velocity for different experimental cases

Figure 41: Change in ratio of particle half plume width to maximum axial velocity for different experimental cases
3.1.5. Uncertainty analysis

In order to obtain stable mean and fluctuating statistics in the jet, LDV data was acquired at each location for a duration of 120 seconds. Typical data counts for both the gas and particulate phases in the core region are approximately 5,000 to 10,000 bursts. Based on Figure 42 and Figure 43, it can be seen that a reasonably good estimation of both the mean and fluctuating quantities of gas and particles can be obtained from data with bursts greater than 1000. While measurements made at most locations had counts of more than 1000, a few locations had insufficient number of bursts due to either poor seeding of tracer ice crystals (at higher axial locations and fluidization rates) or low bed particle concentrations (towards the boundary of the jet plume). These data points were eliminated while reporting the fluctuating velocity profiles.

**Figure 42:** LDV gas and particulate phase velocity measurements at $y = 130$ mm, $x = 10$ mm. 1,938 bursts were recorded for the gas phase and 6,231 bursts for the particulate phase over the recording period of 120 seconds.
The jet in the bubbling bed was run twice more at the same conditions as in the prior sections. In addition, an experiment was carried out with a non-seeded jet \( (T_j = 15^\circ\text{C}) \) at the same inlet momentum \( (J_j = 0.735 \text{ kg.m/s}^2) \) in order to determine if there are any unforeseen effects of the colder ice crystal seeded jet gas. Furthermore, the bed particle Doppler bursts from this run were processed with and without the subranging procedure, to examine the effects of this data subranging technique. The gas and particulate phase mean velocity profiles at the axial location of \( y=100 \text{ mm} \) for the three seeded jet runs as well as the subranged and non-subranged, non-
seeded jet run are shown in Figure 44 and Figure 45. Less deviation was seen at lower downstream distances (y = 60, 70 mm). The deviations are due to 1) the swaying and pulsating nature of the jet and 2) the decreased burst data count outside the jet core. The non-seeded runs indicate that subranging has no noticeable effect on the particulate phase velocity values in the jet core. The corresponding non-dimensional fluctuating velocity profiles are shown in Figure 46.

\[ y = 100 \text{ mm}, 838 \mu \text{m HDPE, } J_j = 0.735 \text{ kg.m/s}^2 \]

**Figure 44:** Gas phase velocity profiles at \( y = 100 \text{ mm} \)
Figure 45: Particulate phase velocity profiles at $y = 100$ mm

In such a complex system, it is difficult to identify all of the sources of uncertainty and error. The air flow rates are controlled by volumetric flow meters, which have an uncertainty of ± 7.5 SLPM, which translates into ± 1.72 m/s for the jet velocity and ± 2.18 cm/s for the fluidization
velocity. The temperature of the jet gas was maintained within ± 2°C. The largest sources of uncertainty are most likely due to particle size and shape variation. This is not only due to particle fabrication, but also to particle attrition and abrasion due the harsh flow conditions inside the bubbling bed. The bulk consistency of the particles was verified by repeating the fluidization curve tests before and after every experiment. Static levels were controlled as mentioned before but could become problematic as the amount of Larostat in the emulsion decreased over the duration of an experiment. Finally, optical alignment is critical due to the strong velocity gradients in the jet plume. Care was taken to ensure that the LDV probe head was oriented perpendicular to the 2D bed so that the LDV measurement volume was located in the center of the bed gap at all x and y locations.
3.1.6. Validating non-spherical minimum fluidization correlations

Fluidization correlations are primarily based on the behavior of mono-size spheres in a fluid. Though most of them try to include the effect of the non-spherical nature of particles, such equations have not been tested widely and have been found to perform differently for different shapes and particle Reynolds numbers (Lippens and Mulder, 1992). An attempt was made to study the performance of 6 such correlations found in literature (Table 7) in predicting the minimum fluidization of cylindrical polycarbonate particles (Table 8) by comparing them to the experimental value. The same experimental setup was used with the jet inlet turned off.

<table>
<thead>
<tr>
<th>Name</th>
<th>Expression</th>
<th>Length scale</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ergun (1952)</strong></td>
<td>$Ar = \frac{150(1 - \varepsilon_{mf})}{\varepsilon_{mf}^3} Re_{mf} + 1.75 \frac{Re_{mf}^2}{\varepsilon_{mf}^3}$</td>
<td>$D_v$</td>
</tr>
<tr>
<td><strong>Wen &amp; Yu (1966)</strong></td>
<td>$Re_{mf} = 33.7[(1 + 3.59 \times 10^{-5} Ar)^{0.5} - 1]$</td>
<td>$D_v$</td>
</tr>
<tr>
<td><strong>Chitester et. al (1984)</strong></td>
<td>$Re_{mf} = 28.7[(1 + 6 \times 10^{-5} Ar)^{0.5} - 1]$</td>
<td>$D_v$</td>
</tr>
<tr>
<td><strong>Haider &amp; Levenspiel (1989)</strong></td>
<td>$C_D = \frac{24}{Re} \left[1 + (8.1716 \exp(-4.0655 \psi)) \times Re^{0.0964 + 0.5565 \psi} \right] + \frac{73.69 Re \exp(-5.0748 \psi)}{Re + 5.378 \exp(6.2122 \psi)}$</td>
<td>$D_v$</td>
</tr>
<tr>
<td><strong>Ganser (1993)</strong></td>
<td>$C_D = \frac{24}{Re K_1 K_2} \left{1 + 0.1118(Re K_1 K_2)^{0.6567} \right} + \frac{0.4305}{1 + \frac{3305}{Re K_1 K_2}}$</td>
<td>$D_v$</td>
</tr>
<tr>
<td><strong>Chien (1994)</strong></td>
<td>$C_D = (30/Re) + 67.289 \exp(-5.03 \psi)$</td>
<td>$D_v$</td>
</tr>
</tbody>
</table>

Table 7: Minimum fluidization correlations for non-spherical particles

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_p$</td>
<td>diameter of the cylindrical particle (mm)</td>
<td>0.5</td>
</tr>
<tr>
<td>$h_p$</td>
<td>height of the cylindrical particle (mm)</td>
<td>0.72</td>
</tr>
<tr>
<td>$\rho_p$</td>
<td>density (kg/m$^3$)</td>
<td>1200</td>
</tr>
<tr>
<td>$\phi$</td>
<td>solids fraction at random closest packing</td>
<td>0.58</td>
</tr>
<tr>
<td>$x_{sv}$</td>
<td>surface-volume diameter (mm)</td>
<td>0.557</td>
</tr>
<tr>
<td>$x_v$</td>
<td>equivalent volume diameter (mm)</td>
<td>0.646</td>
</tr>
<tr>
<td>$\psi$</td>
<td>sphericity</td>
<td>0.86</td>
</tr>
<tr>
<td>$Ar_{sv}$</td>
<td>Archimedes number based on $d_{sv}$</td>
<td>8934</td>
</tr>
<tr>
<td>$Ar_v$</td>
<td>Archimedes number based on $d_v$</td>
<td>13981</td>
</tr>
</tbody>
</table>

Table 8: Particle properties used for fluidization study
Additionally the Khan and Richardson (1989) equation is used for finding the hindered settling velocity for all drag correlations, given the settling velocity of a single particle.

\[ u_s = u_t \epsilon^n \]

\[ n = \frac{4.8 + 0.1032 \times Ar^{0.57}}{1 + 0.043 \times Ar^{0.57}} \]

In the above the Archimedes number \( Ar \) is based on the surface-volume diameter, \( d_{sv} \) (Martin Rhodes, 2008).

The minimum fluidization velocity was experimentally found to be 11.5 cm/s. The results obtained are tabulated in Table 9.

<table>
<thead>
<tr>
<th>Correlation</th>
<th>( V_{mf}(\text{cm/s}) )</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ergun</td>
<td>16.56</td>
<td>44</td>
</tr>
<tr>
<td>Wen &amp; Yu</td>
<td>18.77</td>
<td>63</td>
</tr>
<tr>
<td>Chitester et. al</td>
<td>25.22</td>
<td>119</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Correlation</th>
<th>( V_{mf}(\text{cm/s}) ) (Projected Area 1)</th>
<th>( V_{mf}(\text{cm/s}) ) (Projected Area 2)</th>
<th>%Error (Projected Area 1)</th>
<th>%Error (Projected Area 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ganser</td>
<td>31.99</td>
<td>20.72</td>
<td>178</td>
<td>80</td>
</tr>
<tr>
<td>Haider &amp; Levenspiel</td>
<td>38.72</td>
<td>26.71</td>
<td>237</td>
<td>132</td>
</tr>
<tr>
<td>Chien</td>
<td>35.80</td>
<td>25.60</td>
<td>212</td>
<td>123</td>
</tr>
</tbody>
</table>

Table 9: Results of minimum fluidization prediction for cylindrical particles

The two projected areas considered are the circular, radial projection (Projected Area 1) and the rectangular, lengthwise projection (Projected Area 2) of the cylinder. The sensitivity of the results to the orientation or the projected area is high. The drag prediction of Ganser seems to match closest to the experimental value though it is still off by 80%. Ergun’s correlation gives the best match overall.
3.2. Computational results

3.2.1. CFD study on spanwise confinement

In order to enable a more accurate comparison of our experimental data with the widely studied two-dimensional cases, it is important to quantitatively identify and, preferably, isolate the role of the walls.

As a first step, the influence of spanwise walls on the gas velocity in a single phase turbulent planar jet was considered. This problem has been encountered previously in literature, since many workers have tried to use a thin geometry to “enforce two-dimensionality” when studying planar jets (Alhannal and Panidis, 2009). This is also the arrangement for which our Empty Bed profiles hold true. Each simulation takes approximately 10 days running on 2 processor distributed memory. The streamwise evolutions of the mean and turbulence variables are plotted in Figure 47 to Figure 49 as a function of spanwise separation. The results of a truly 2D simulation, the experimental data of the planar jet experiment conducted by Gutmark and Wygnanski (1976) and those of our experiments are added in these plots to enable comparison. It should be noted that the simulation results were obtained from the central spanwise layer of grids, i.e. at a z value of approximately w/2. Based on the plots, we see that all the different spanwise widths follow the 2D jet up to a certain streamwise distance from the orifice after which they show deviation in both mean and turbulence quantities. The deviation corresponds to decay in a centerline velocity which is not as steep as in a 2D jet and a dip in turbulent kinetic energy. This point where the transition occurs is related to the spanwise width. In fact, larger the spanwise width, the larger is the streamwise distance for the transition from 2D to occur. The above result qualitatively matches the findings of Deo et al. (2004) who found that the downstream distance at which 3-D effects emerge depends on spanwise width to jet diameter. The higher the ratio, the longer will be this distance. The fact that our experimental results lie almost within the 2D region suggests that the Empty bed data may not be influenced by the spanwise confinement. It must be noted here that since we only obtained streamwise fluctuations in our experiment certain assumptions had to be made in order to calculate the turbulent kinetic energy. It was assumed that the same 2D anisotropy exists in the two directions (radial: $u'^2/v'^2 = 0.6724$ and spanwise:$w'^2/v'^2 = 0.5041$ as in Gutmark and Wygnanski, 1976).

From Figure 50 it can be seen that there is a tendency of the flow to reach a maximum turbulent viscosity upon reaching the transition point, instead of continuing to increase with streamwise distance. It can be hypothesized that the flow shows a combination of the influence of free shear arising from the jet evolution and wall shear arising from the spanwise confinement. The contribution from the free shear is dominant close to the jet orifice, but the wall shear catches up once the jet half-width scale approximates the spanwise width. When the wall shear starts to dominate, the flow field resembles that of flow between parallel plates.
Figure 47: Streamwise centerline mean velocity decay in a single-phase jet

Figure 48: Streamwise variation in centerline turbulent kinetic energy in a single-phase jet
In the next step, the role played by the walls when solids are added to the system was investigated. Figure 51 shows the difference in the fluidization curves for the wall confined and 2D simulations that were conducted. While it was observed that the fluctuations in pressure drop upon reaching minimum fluidization are larger in the 3D wall confined case, once they reach
reasonable stability the pressure drops match well with the 2D case as seen in Figure 51. Hence, it can be said that there is negligible influence of wall confinement in predicting the minimum fluidization velocity of the experimental system. This is not surprising since the solid velocities are low and the surface area of the wall exposed to gas flow is small compared to surface area along the particle layers in a bed. Hence, a spanwise width of 15 particle diameters is sufficiently large to ensure that the wall effects can be ignored during fluidization.

Figure 51: Fluidization curve in the confined and non-confined simulations
3.2.2. CFD study on the sensitivity of frictional models in predicting minimum fluidization velocity

The frictional models, which are expressions to calculate the frictional stress ($\sigma_f$), can be divided into two main categories- one is activated only in the regions where the solids volume fraction is above maximum packing (SRO) and the other is activated even in regions below maximum packing (Princeton). The latter, called the Princeton models, can be further divided depending on the exact form of frictional pressure and frictional viscosity used. However, if one makes the critical state assumption (the granular assembly deforms without any volume change) that $P_f=P_c$, which was assumed in this study, then all the Princeton frictional models have the same expression for frictional pressure and differ only in the frictional viscosity. The frictional viscosity may depend only on the granular temperature (Savage), only on the solids rate of strain tensor (Solid-strain) or on a combination of both (SS). Additionally, a modified form which sets frictional viscosity to zero was used to study the significance of frictional viscosity relative to frictional pressure.

A brief summary of the continuum friction models found in literature is shown in Table 10. Figure 52 reveals that the value of $Fr$ significantly affects the prediction of minimum fluidization velocity. In particular, $Fr=0.05$ Pa seems to match best with the experimentally obtained result of 29 cm/s. Figure 53 on the other hand reveals that the minimum fluidization velocity is independent of the form of frictional viscosity. In fact, setting frictional viscosity equal to zero does not change the minimum fluidization prediction suggesting that the viscous component of frictional stress is negligibly small in the flow under consideration.

<table>
<thead>
<tr>
<th>Model</th>
<th>Frictional pressure</th>
<th>Frictional viscosity</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRO (Symal et al., 1993)</td>
<td>$P_f = P_c = \begin{cases} 10^{25}(\epsilon_s - \epsilon_s^{\text{max}}) &amp; \epsilon_s &gt; \epsilon_s^{\text{max}} \ 0 &amp; \epsilon_s \leq \epsilon_s^{\text{max}} \end{cases}$</td>
<td>$\mu_f = \frac{P_c \sin(\delta)}{2\sqrt{I_D}}$</td>
</tr>
<tr>
<td>SS (Srivastava &amp; Sundaresan, 2003)</td>
<td>$P_f = P_c = \begin{cases} 10^{25}(\epsilon_s - \epsilon_s^{\text{max}}) &amp; \epsilon_s &gt; \epsilon_s^{\text{max}} \ \sqrt{Fr} \frac{(\epsilon_s - \epsilon_s^{\text{max}})^r}{(\epsilon_s^{\text{max}} - \epsilon_s)^r} &amp; \epsilon_s^{\text{max}} \geq \epsilon_s &gt; \epsilon_s^{\text{min}} \ 0 &amp; \epsilon_s \leq \epsilon_s^{\text{max}} \end{cases}$</td>
<td>$\mu_f = \frac{\sin(\delta) P_f}{\sqrt{2} \sqrt{S \cdot S + T / \alpha_p^2}}$</td>
</tr>
<tr>
<td>Savage (Savage, 1998)</td>
<td>Same as above</td>
<td>$\mu_f = \frac{\sin(\delta) P_f}{\sqrt{2} \sqrt{f(T)}}$</td>
</tr>
<tr>
<td>Solid-strain</td>
<td>Same as above</td>
<td>$\mu_f = \frac{\sin(\delta) P_f}{\sqrt{2} \sqrt{S \cdot S}}$</td>
</tr>
</tbody>
</table>

Table 10: Frictional models in MFIX
Figure 52: Fluidization curve for SRO and Savage frictional models as function of Fr (in Pa)

Figure 53: Fluidization curve for $Fr=0.05$ Pa as a function of frictional viscosity expression
3.2.3. CFD study on the sensitivity of frictional models in predicting flow caused by jet injection

Finally, 2D simulations of the vertical gas jet penetrating a packed bed of HPDE particles were conducted. By using the experimental results, in particular, the mean gas and particle velocity profiles of the spouted bed, the performance of different frictional models was analyzed. In these simulations, the domain had to be extended in the vertical direction to prevent large amounts of solids from escaping as the bed expands immensely before stabilizing. It must be noted that in the experiments this was achieved by placing a screen at the top outlet.

Figure 54 shows the concentration profiles for the various models at $t=1.5$ s. While a stable plume has been formed in Savage run, the others are still showing continuous deformation.

![Concentration profiles](image)

Figure 54: Concentration profiles (voidage) at $t=1.5$ s for different frictional models

As seen in the plot of mean centerline streamwise velocity as a function of time (Figure 55), all the frictional models reach an average steady state at around 0.75 s even though SRO, SS, and Solid-strain show periodic fluctuations. The variations are on the order of 0.01 s. While these small fluctuations in the mean cannot be validated from the LDV burst data due to limited data rates (~50 Hz), they correspond to the plume region deforming continuously in the simulation as seen from the concentration profiles (Figure 54). From the video of the spouted bed experiment it was visually observed that such a rapid bulk deformation did not exist. Additionally, it is observed that the Savage frictional model does not show these fluctuations (Figure 55). Hence, the oscillations in the mean velocity are attributed to numerical errors that originate when using SRO, SS and Solid-strain frictional models.

The performance of the frictional models in predicting the gas and particle phase mean profiles is shown in Figure 56 to Figure 61. For SRO, SS and Solid-strain simulations a time average from
$t=0.75 \text{ s to } t=1.5 \text{ s}$ was taken in order to negate the effect of oscillations and for Savage, the results at $t=1.5 \text{ s}$ was used. It can be seen that the all the frictional models capture the shapes of gas and particle profiles reasonably well (Figure 56 and Figure 57). The centerline gas velocity decay is best captured by the SS model (Figure 58). All the models overestimate the gas half-plume width (Figure 59). None of the models correctly capture the steep decay in particle centerline velocity (Figure 60) and SRO predicts the particle half-plume widths the best while the others over-predict them (Figure 61).

**Figure 55:** Evolution of centerline gas and particle phase velocity with time for different frictional models
**Figure 56:** Non-dimensional gas phase profile for different frictional models

**Figure 57:** Non-dimensional particle phase profile for different frictional models
Figure 58: Centerline gas phase velocity decay for different frictional models

Figure 59: Gas phase plume half-width increase for different frictional models
Figure 60: Centerline particle phase velocity decay for different frictional models

Figure 61: Particle phase plume half-width increase for different frictional models
Finally, a comparison of the bulk plume width, obtained by measuring the distance between the two boundaries of the jet plume from the concentration profile (solid fraction > 0.5), was made with experimental photographs for the Savage model (Figure 62). This comparison has been extended to a 3D simulation in order to consider the effect of bounding walls. Since a relatively coarse mesh was used for computational ease in the 3D jet injection case, the results of the simulation are not used for studying individual velocity profiles. However, it is expected that there are enough grids to capture the bulk plume width with reasonable accuracy as seen from the match between the coarse and fine mesh plume sizes in the 2D case. The comparison shows that while both 2D and 3D simulations overestimate the plume width, the effect of walls (3D case) is to narrow down the width.

Figure 62: The bulk plume width estimated from photograph, compared to those estimated from concentration profiles. From left to right: experiment= 20 mm; standard mesh 2D= 70 mm; coarse mesh 2D= 70 mm; coarse mesh 3D= 50 mm.
4. Conclusions

A detailed experimental study of a jet penetrating a fluidized bed was conducted after a robust LDV technique to measure gas and particle velocities was developed. The mean and fluctuating, gas and particle velocity profiles inside the jet plume region have been reported and analyzed. The effect of fluidizing air on the mean and fluctuating profiles has been analyzed as well. The uncertainties associated with the experimental measurements have been studied.

Computational studies to investigate the effect of wall confinement on single-phase jets and fluidized beds have been conducted in order to enable a more accurate comparison of our experimental data with the widely studied two-dimensional cases. The sensitivity of minimum fluidization prediction to Eulerian frictional models employed has also been investigated. Additionally, the performance of some empirical, non-spherical minimum fluidization correlations has been studied.

The key findings of the project are summarized below.

(1) A procedure has been developed to simultaneously measure gas and particulate phase velocities based on LDV burst intensity and coincidence subranging. This technique has been implemented to obtain mean and fluctuating velocity profiles in a gas jet in a bubbling fluidized bed. In order to eliminate problematic Doppler signals due to frequency mixing, the LDV system must be optically configured to minimize the laser beam intensity fluctuations and the measurement volume oriented properly so that any remaining spurious signals can be easily filtered. Ice crystals were found to be a suitable tracer for high speed gas flows near viewing windows. These small gas tracers are on the order of the LDV fringe spacing in size and therefore produce low intensity bursts and can be readily differentiated from Doppler bursts produced by larger solid particles, which span several fringes and are on the order of the LDV measurement volume in size. The large solid particles require surface inclusions to produce Doppler signals; therefore the temporal coincidence criteria in a two-component system may be relaxed to increase the particulate phase burst count. The dynamic range of the photodector is adequate to capture the low intensity ice crystal gas tracer bursts as well as the high intensity solid particle bursts, yielding simultaneous gas and particulate phase velocity measurements.

(2) Gas and particulate phase velocity profiles in a gas jet plume in a bubbling 2D fluidized bed were obtained simultaneously via LDV burst intensity and coincidence subranging. The emulsion of Geldart Group B particles was fluidized approximately 15% above minimum fluidization. The gas, particulate, and slip velocity profiles appear to be self-similar and Gaussian. When compared to the empty bed gas jet plume at the same inlet conditions, the gas phase velocity is significantly reduced though the plume width growth is similar. The particulate phase centerline velocity decreases downstream due to the entrainment of slow moving particles from the emulsion along the plume boundary. An average void fraction was calculated to be 95 to 96%. The mass and momentum transport of the gas and particulate phases was calculated from the measured velocity profiles. The results reveal significant momentum transfer from the jet gas to the entrained particles. Mass flow calculations show considerable particle entrainment near the jet inlet while the
amount of gas in the jet plume remains nearly constant at these bed conditions. Using the particulate and slip velocity profile data along with the particulate phase equation of motion, the particle drag coefficient was calculated and is found to be consistent with the established empirical value of 0.4. This indicates that high Reynolds number gas-particle drag is the dominant mechanism of momentum transfer and that particle-particle collisions are not significant in the dilute jet plume.

(3) Using an emulsion 838 μm HDPE miropellets and maintaining the constant gas jet inlet conditions \( (V_j = 92 \text{ m/s}) \), the emulsion was fluidized at \( V_f/V_{mf} = 0, 0.7, 1, 1.15, 1.3, 1.5 \). It was found that the maximum centerline velocity decreases and the velocity profile width increases for both phases with increasing fluidization. It was found that that void fraction increases with the fluidization state of the emulsion. The calculated gas phase mass flow rates suggest that that when the emulsion is fluidized below the minimum fluidization rate, gas originating from the jet inlet diffuses into the emulsion downstream to locally fluidize the particles as the gas phase mass flow decreases downstream. Above the minimum fluidization rate, interstitial gas and bubbles in the emulsion are entrained into the jet plume as the gas phase mass flow increases downstream. Likewise, as the fluidization rate increases, the gas phase momentum increases due to increased interstitial gas entrainment. The particulate phase mass flow and momentum rates decrease with increasing fluidization due to competition with the increased interstitial gas entrainment. It was noted that the ratio of the maximum velocities for the gas and particulate phases appeared to be independent of fluidization and an explanation for this behavior was offered.

(4) Using the same LDV technique, radial profiles of axial velocity fluctuations for different fluidized states of the emulsion were found. A qualitative insight on the role of emulsion fluidization in the turbulent flow by analyzing the variation in fluctuating velocities along the jet centerline with change in fluidization rate has been proposed. It is estimated that the gas flow within a packed bed causes additional entrainment of gas and particles from the emulsion phase into the jet plume at the cost of no variation in the jet spreading width. This results in a small decrease in velocity fluctuations in both phases on increasing distributor gas rate when below minimum fluidization. On the other hand, free mixing between the emulsion and the jet is achieved once minimum fluidization is reached. This widens the jet spreading width, thereby increasing velocity fluctuations with increase in distributor gas rate. It is expected that the fluctuations in the particle phase enhances gas turbulence, though further quantitative analysis is required to assess the importance of this mechanism.

(5) Some comparisons of minimum fluidization correlations were made with the experimentally obtained value for cylindrical polycarbonate particles. It was found that all the correlations overestimate the minimum fluidization velocity to an extent. Ergun’s correlation matches closest to the experimental value and the predictions based on drag are highly sensitive to the projected area under consideration.
(6) A CFD investigation revealed that spanwise confined single-phase jets exhibit a combination of free shear and wall shear characteristics. Free shear dominates at small distances downstream from the jet orifice, but wall shear becomes prominent as the jet half-width length scale becomes comparable to the spanwise width. Following this, the flow is characterized by a more gradual streamwise decay, less sharp spreading behavior and a drop in turbulent kinetic energy due to the influence of walls on the free shear. This transition point is not achieved within 70 jet diameters downstream when the spanwise width is greater than 16 jet diameters. For the spanwise width used in the experimental setup which is ~ 2 jet diameters, the wall effects come into play only at streamwise distances greater than 15 jet diameters, which is beyond our measurement region.

(7) It was found that the prediction of minimum fluidization obtained from simulations is highly sensitive to the frictional pressure expression but does not depend on the frictional viscosity equation. A value of $Fr = 0.05$ Pa yields the best match of the minimum fluidization with the experimental value. Thus, the fluidization experiment can be used favorably to validate any frictional pressure model independent of the form of frictional viscosity being used.

(8) Finally, a CFD study on the sensitivity of frictional models in predicting the flow caused by a jet injection into a packed bed was conducted. While it was found that the frictional models differ primarily in the way the gas and particle half-plume widths and centerline velocities are captured as a function of downstream distance, the study was inconclusive as to which model performs best overall. However, numerical oscillations in the mean velocities were found in SRO, SS and Solid-strain models and were absent in Savage model suggesting that Savage is preferable. It was also found that the effect of bounding walls is to decrease the bulk plume size.
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7. Nomenclature

- $Ar$: Archimedes’ Number
- $C_D$: Particle drag coefficient
- $D$: Diameter
- $e$: Coefficient of restitution between particles
- $e_w$: Coefficient of restitution between particle and wall
- $F_{\rho, r, s}$: Constants in the frictional pressure equation
- $F_D$: Drag term in the Eulerian equations
- $g$: Acceleration due to gravity
- $H$: Height of emulsion with respect to fluidization distributor surface
- $j$: Momentum rate
- $\dot{m}$: Mass flow rate
- $\dot{m}_o$: Mass flow rate of gas that originates at the jet inlet orifice
- $P$: Pressure
- $P_c$: Critical state pressure
- $p$: Pressure
- $\dot{Q}$: Volumetric flow rate
- $Re$: Reynolds number
- $T$: Temperature
- $v$: Vertical component of velocity
- $V$: Spatially averaged, vertical component of velocity
- $w$: Width of the bed gap
- $x$: Transverse (horizontal) coordinate
- $x_{1/2}$: Half-velocity point
- $y$: Axial (vertical) coordinate
- $y_o$: Virtual origin location
- $z$: $3^{rd}$ dimension coordinate across the bed gap
Greek Letters

ε Volumetric void fraction
ρ Density
μ Viscosity
σ_s Solid-phase stress comprising the frictional stress (σ_f) and kinetic stress (σ_k)
τ_g Gas-phase shear stress comprising the viscous (τ_vis) and turbulent (τ_tur) stresses
φ Specularity coefficient
ν Solids fraction

Subscripts

f Frictional
g Gas phase
j Jet inlet value
fl Fluidization
m Maximum transverse value at a given axial distance
mf Minimum fluidization
p Particulate phase
s Slip
sv Based on surface area to volume ratio
v Based on volume

Acronyms

HDPE High density polyethylene
LDV Laser Doppler velocimetry
2D Two dimensional
3D Three dimensional
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