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ABSTRACT
Local thermal hot-spots in microprocessors lead to worst-case provisioning of global cooling resources, especially in large-scale systems. However, efficiency of cooling solutions degrade non-linearly with supply temperature, resulting in high power consumption and cost in cooling – 50–100% of IT power. Recent advances in active cooling techniques have shown on-chip thermoelectric coolers (TECs) to be very efficient at selectively eliminating small hot-spots, where applying current to a superlattice film deposited between silicon and the heat spreader results in a Peltier effect that spreads the heat and lowers the temperature of the hot-spot significantly to improve chip reliability. In this paper, we propose that hot-spot mitigation using thermoelectric coolers can be used as a power management mechanism to allow global coolers to be provisioned for a better worst case temperature leading to substantial savings in cooling power.

In order to quantify the potential power savings from using TECs in data center servers, we present a detailed power model that integrates on-chip dynamic and leakage power sources, heat diffusion through the entire chip, TEC and global cooler efficiencies, and all their mutual interactions. Our multi-scale analysis shows that, for a typical data center, TECs allow global coolers to operate at higher temperatures without degrading chip lifetime, and thus save ~27% cooling power on average while providing the same processor reliability as a data center running at 288K.

Categories and Subject Descriptors
B.8.1 [Performance and Reliability]: Reliability, Testing, and Fault-Tolerance; I.6.5 [SIMULATION AND MODELING]: Model Development

General Terms
Design, Management, Reliability, Measurement
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Data center, cooling power, active cooling, TEC

1. Introduction
The running costs of data centers are dominated by the need to dissipate heat generated by thousands of server machines. Higher temperatures are undesirable as they lead to premature silicon wear-out; in fact, mean time to failure has been shown to decrease exponentially with temperature (Black’s law [7]). Although other server resources also generate heat, microprocessors still dominate in most server configurations [4] and are also the most vulnerable to wear-out as the feature sizes shrink. Even as processor complexity and technology scaling has increased the average energy density inside a processor to maximally tolerable levels, modern microprocessors make extensive use of hardware structures such as the load-store queue and other CAM-based units, and the peak temperatures on chip can be much worse than even the average temperature of the chip. In recent studies, it has been shown that hot-spots inside a processor can generate ~800W/cm² heat flux whereas the average heat flux is only 10–50W/cm² [36], and due to this disparity in heat generation, the temperature in hot spots may be up to 30°C more than average chip temperature.

The key problem processor hot-spots create is that in order to prevent some critical hardware structures from wearing out faster, the air conditioners in a data center have to be provisioned for worst case requirements. Worse yet, air conditioner efficiencies decrease non-linearly as the desired ambient temperature decreases relative to the air outside. As a result, the global cooling costs in data centers are directly correlated with the maximum hot-spot temperatures of processors, and there is a distinct requirement for a cooling technique to mitigate hot-spots selectively so that the global coolers can operate at higher temperatures while providing the same chip reliability.

We observe that localized cooling via superlattice micro-refrigeration presents exactly this opportunity whereby hot-spots can be cooled selectively, allowing global coolers to operate at a higher temperature with higher efficiency. Recent advances in processor cooling technologies have demonstrated that thermoelectric coolers, which use the Peltier effect to form heat pumps, can be used to reduce the temperature of hot spots, and thereby increase the reliability of processors. By placing a thermoelectric cooler layer between the heat spreader and the processor die, and applying current selectively to the coolers over the hot spots, heat from the hot-spots can be spread much more effectively. The ability to implement such thermoelectric coolers on a real silicon device has been demonstrated recently [11], albeit for small prototype chips. In this paper, we propose that superlattice coolers can be used for active cooling power management by mitigating hot-spots and
running the data centers at a higher temperature while attaining the same level of chip reliability. Before such thermoelectric coolers can be integrated in commodity server processors, we must ask the key question: “What is the potential for superlattice microrefrigeration to reduce global cooling costs in data centers?” In order to answer this question, our research makes the following specific contributions:

- We propose to use superlattice thermo-electric coolers (TEC) as an active cooling power management device instead of as a reliability enhancing device. By mitigating hot-spots in servers, TEC devices enable global coolers to maintain power-efficient ambient temperatures, while the TEC keeps hot-spots closer to temperatures usually attained through more aggressive air conditioning.

- We present a comprehensive analysis of the impact of thermoelectric coolers on global cooling costs. In Figure 1, we show an overview of the modeled system. Our analysis covers all aspects of cooling a server in a data center, and integrates on-chip dynamic and leakage power sources with a detailed heat diffusion model of a processor (that models the silicon to the thermoelectric cooler to the heat spreader and the heat sink) and finally the data-center cooling efficiency.

- We find that TEC devices are very effective in spreading the heat away from hot-spots in a processor, but careful design choices are required to use them as cooling power management mechanism. Evaluating over 43 application phases from SPEC CPU 2000 benchmark suite, we report that by adding an energy efficient TEC layer in chip package and increasing the supply air temperature in a data center from a typical temperature of 294 K (70°F), on average 12% cooling power could be saved. In conservative data centers with 288 K (60°F) supply air temperature, (e.g. HPC data centers [1]), we observe ∼27% cooling power savings by running the data center at 297.5 K (75.2°F) temperature without affecting life span of processors. We find that selectively activating TECs can be effective for low-efficiency TEC devices. When using energy-efficient TECs [11], however, more cooling power can be saved by increasing data center temperature even higher while switching on all or majority of the TEC blocks.

The remainder of the paper is organized as follows. We motivate this work in Section 2, present an overview of the models in Section 3 and further details in Section 4. We describe the experimental methodology in Section 5, present the results in Section 6, and finally conclude in Section 8.

2. Motivation

Data centers house thousands of servers for running Internet and high-performance applications. When an application executes in a processor, often the components in the processor do not get used uniformly, leading to hot-spots in it. The heat fluxes from different segments of a processor differ significantly, often by an order of magnitude as reported by Chrysler [12]. For example, an average heat flux inside a processor is 10–50 W/cm² [36], where as the heat flux in a specific 400µm x 400µm area can be as high as 800 W/cm². Due to this difference in heat flux density, the temperature inside a chip can vary 5°C ~ 30°C.

In a data center, the cooling subsystem is designed considering the hottest point in the processors. However, a cooling unit operates at low efficiency if the target supply air temperature is low, and requires large amount of power to cool a data center. By increasing the temperature of the supply air, the cooling power could be reduced significantly. In a data center, this results in saving millions of dollars, but running the data center at a higher temperature can induce higher component failure, which increases exponentially with the operating temperature following Black’s equation [7]. An increase in 10°C in a component can reduce its lifetime to 1/2 or even less. Therefore, cooling units in many state of the art data centers (primarily HPC data centers) supply air at 15°C (~59°F) or lower temperature to the servers [1, 14, 20], though newer commercial data centers supply relatively warm air (~70°F) to reduce cooling power at the cost of reduced reliability.

Recent advances in active cooling technology have demonstrated the feasibility of using Peltier-effect-based Thermoelectric Cooling (TEC) [11, 3, 36] devices for eliminating the hot-spots from a processor. A typical TEC device is ∼70µm in thickness [11] and resides between heat spreader and the silicon die. Metal contacts are deposited on n and p substrates, which are soldered to electroplated Cu contacts. The other ends of the junctions are connected to power supply to form a transistor-level Peltier micro-cooling device, as shown in Figure 2. TEC blocks are most efficient when their sizes are small (< 100µm a side)[36]. In order to cover a larger hot-spot, a collection of tiles of these coolers can be built as a superlattice on top of the die as shown in Figure 2. TEC devices have been demonstrated to have ∼5µs response time [3], which makes them suitable for rapid cooling of hotspots. While pumping the heat out of the die, the flow of current through the superlattice produces a heating effect (the Joule effect) that adds to the heat flux, but overall the hot spot temperature and hence the temperature profile of the die becomes nearly uniform. These coolers are able to sustain heat flux up to 1250 W/cm² [11]. By absorbing heat from the areas close to hot-spots, TECs are able to reduce the temperature of the hot-spots on die, improving the mean time to failure (MTTF) of the die.

In this paper, we propose that TEC devices can be used in data centers as a cooling power management mechanism instead of a way to enhance reliability. By cooling hot-spots selectively, a data center can be run at a higher ambient temperature and still attain similar hot-spot temperature achievable by aggressive air-conditioning, leading to a reduction in cooling power without affecting chip life span. We build and integrate thermal models of different components of a whole
data center – from the silicon in a chip, embedded TECs, to the air conditioners – and quantify the expected savings in cooling power in the whole data center.

3. Model of Datacenter Cooling: From Die to Air Conditioner

In a typical data-center the cooling units in individual floors or rooms are provided with cold air or water to extract heat from them. In a chilled water cooling system, a chiller plant generates cold water centrally using cooling towers, and pipes water to air handling units (computer room air conditioning or CRAC units) that supply cold air to servers.

Our goal is to quantify the impact of using micro-level thermoelectric coolers on the power for cooling an entire data center, which is typically 50 – 100% of the IT power [26]. Figure 3 shows details of all the components in the modeled system and how they interact among themselves. At the bottom most layer, the die is housed in a ceramic case. A thermal interface material (TIM) layer is applied on top of it, which is used to connect the heat spreader to die. Similarly another layer of TIM is applied between the heat spreader and the heat sink. We model a slab-fin heat sink in this paper, but our model could be easily used for a pin-fin heat sink as well. To incorporate active cooling, the TEC tiles are housed on the bottom side of heat spreader. In Figure 5, we show the placement of individual TEC tiles, which consume 9mm² area (< 10% of chip area). A controller could use sensor readings from the hot spots to trigger TECs. In our experiments we assume that thermal sensors are placed in the middle of TEC blocks to activate them. In older Intel® processors, a thermal sensor is placed near hotspots to measure die temperature, which could be used to trigger TECs when needed. In Intel® Core™2 Duo and newer processors a digital thermometer is fabricated that measures temperatures from multiple points distributed across the die [27]. Inputs from the sensors could be used to activate individual TEC devices more selectively. In the chip package, the heat generated from computations on the chip, spreads up to the heat sink, and is ultimately absorbed by the air outside (that then needs to be cooled using the CRAC). CRAC supplies cold air to the server room, which is driven by a fan to the heat sink. The supply air temperature of the air affects the efficiency of the CRAC. Therefore, we create a model that integrates detailed chip-level heat diffusion with power efficiencies of server and data center-level components. Adding a layer of TECs requires an investment of energy in order to improve the heat transfer from the die to the heat spreader, but decreases the peak temperature on the die. Our task then is to determine how much heat has to be absorbed by the CRAC before and after introducing thermo-electric cooling within the chip stack.

We approach the problem of modeling this multi-scale system in a bottom-up fashion. Servers generate heat from dynamic switching as well as static leakage. The consumed power, both from the dynamic and static components, dissipates as heat to the chip, increasing its temperature. Due to the positive feedback loop between the temperature and the leakage power of the chip, we need numerical simulations for estimating the thermal profile of the chip. We model leakage power as a function of temperature by using ITRS [2] data and HSPICE simulation on logic and SRAM cells. To estimate dynamic power, we obtain power traces for each architectural component using the Wattch tool [8] on the SPEC CPU2000 benchmark suite. Figure 6 illustrates that applications show phase-behavior during their executions. As numeric simulation restricts us from analyzing entire execution, we choose representative points from the execution according to the phases. We use the power consumption of individual units at those execution points to create sources of appropriate power densities at each architectural component. The sources are used to simulate heat diffusion beginning from the die and all the way to the heat sink.
in order to determine the temperature-map and leakage power consumption of the entire chip as shown in Figure 4. This total power generated by the chip, along with power generated by other server components, has to be removed by the CRAC, whose efficiency depends on the temperature of supplied cold air in the data center. The net result is that a data center can be modeled as a closed system where power densities on the die and power provided by the TEC form the heat sources, the power provided by the CRAC forms the heat sink, and a heat diffusion model through the chip yields the hot-spot temperature. Our goal here is to find out whether investing some power in the TEC to reduce the peak temperature on the die is worth increasing the leakage power of the chip (as the CRAC has to absorb it). We obtain the heat-map for the active layer of the processor for each application for two cases – (1) without the TEC layer in chip package, running the data center at a low ambient temperature and (2) with the TEC layer packaged inside a processor running in a warmer data center. Then, we compute the benefit of using TECs to reduce global cooling power and the effect on chip-reliability.

4. Detailed Models

We present details on modeling the sources of heat (i.e. computation on the chip and other sources on a server), heat flows through the processor chip, power spent by the TEC layer, cooling power consumption by the CRAC and finally the processor reliability model in the following.

4.1 Modeling Sources of Power

Dynamic Power: We use Watch [8] to estimate power consumed by different architectural components for an Alpha EV6 processor running SPEC-CPU 2000 programs with MinneSPEC large inputs. Though there are data-center servers that use embedded processors to reduce power consumptions, a major segment of data-centers still use high power processors for performance [24]. Watch, which is validated against 3 processors (10 – 13% errors in modeling reported [8]), provides a power trace and we use it to obtain the power density over time for each component. We account for this error by performing a sensitivity study on the heat flux rate. We choose representative points in the execution by analyzing temperature traces collected using HotSpot tool. We define a phase change if temperature of any unit changes by 8% on average in a window of 50 million instructions. We found this heuristic to detect the phases correctly, which we validated with visual inspection. The computed power density is provided as an input power source to our chip heat diffusion model. Thus we evaluate the system for representative points during execution.

Leakage Power Estimation: In order to build a model for how leakage power varies with temperature, we simulated an SRAM cell at 32nm technology node using HSPICE for various temperatures and obtained the leakage power relative to 298K. In order to determine leakage power density, we first estimate the leakage power density at 298K, and then scale this number for different temperatures using relative leakage power values from the HSPICE results. According to ITRS data [2], the leakage current at 298K for 32nm technology is 60nA/µm (at 1.1V). We assume that transistors cover 70% of the overall area [2] and that 1/2 of the CMOS transistors are off at any given time. Since the length of a smallest sized transistor for a 32nm technology node is 0.096µm, the leakage power density can be estimated as 0.7 × 0.5 × 1.1 × (0.06/0.096) µW/µm² i.e. 24.05W/cm² at nominal temperature 298K. Post curve-fitting, we find that a 3rd-order model represents the relationship of leakage power with temperature keeping the error rate below 0.25%.

4.2 Modeling Heat Diffusion

We model the diffusion of heat flux through the silicon and other layers through solving heat equation of a system using iterative methods. The temperature inside the package at point (x, y, z) and at time t + 1 is modeled with equation (9). The
boundary condition is modeled using convection process to air with equation (10). The heat sink is modeled by treating it as a part of the chip stack [10]. In our model we derive the behavior from thermal properties and the geometry of the heat sink. We treat the points outside the surface as independent of each other though in a practical situation, their behavior will be affected by each other. Fans are modeled by using a higher value of the convection heat transfer coefficient (800 W/m² °C) [10]. We derive these equations in Appendix A, which can be referred to for further details.

We model the TEC layer as part of the chip stack, treating the hot side as a heat source and the cold side as a heat sink. We transform the heat-pumping-capability equation of TECs to the discrete domain and incorporate in our numerical PDE solver. Please refer to Appendix A for further details.

4.3 TEC Power Modeling

The efficiency of TEC, termed as coefficient of performance (COP), determines the cost of cooling using TEC. The maximum value of COP [3] can be calculated as:

$$\text{COP}_{\text{max}} = \frac{T_{\text{cold}}}{T_{\text{hot}} - T_{\text{cold}}} \left( 1 + ZT_{\text{avg}}^{0.5} \right) - \frac{T_{\text{hot}} / T_{\text{cold}}}{(1 + ZT_{\text{avg}}^{0.5}) + 1}$$

where $T_{\text{avg}} = (T_{\text{hot}} + T_{\text{cold}}) / 2$.

Chowdhury et al. [11] have demonstrated efficient TECs with ZT (figure of merit) as high as 2.5 along with reduction of 15°C temperature. Conservatively with an assumption of 10°C temperature difference with the cold side at 350K, we find $\text{COP}_{\text{max}}$ of $\approx 10.25$.

4.4 CRAC Power Modeling

In order to maintain the temperature of the server room, the CRAC unit needs to remove at least equal amount of heat as generated by the server. We adapt the efficiency model for a water chilled CRAC unit as presented by Moore et al. [22] in this work, which is shown in Figure 8. In a typical HPC data center, due to reliability requirements, cold air of ~288K temperature is provided to the servers, as recommended by ASHARE [14] and used in many industry standard data centers [20]. In our work we experiment with different supply air temperatures as newer data centers promote supplying relatively warmer air.

4.5 Modeling Other Server Components

Server Fans: Power consumed in server fans can vary anywhere between 8W and 40W as CPU load changes. As fan speed has a cubic relationship with its power consumption, running the fan at higher speed consumes more amount of power. In this analysis, we assume that the fan speed is fixed at 10W [4].

Memory: Changes in temperature have very little effect on the power consumption of the memory system. Subthreshold leakage is not the primary source of leakage as opposed to logic components. Leakage in DRAM is found to be slower and having lower dependence on temperature, and therefore, we exclude it from our model and assume a power consumption of 5W [4].

Misc. Server Components: The effect of temperature on power consumption of other components is very small as compared to the processor and fans. Some devices may even consume less power e.g. hard drives spinning consumes less power as the viscosity of the grease inside it decreases with increase in temperature. We assume that rest of the server consumes 40W [4].

Chiller plan, CRACs and Fans: The efficiency of the cooling subsystem, primarily the chiller plant and CRACs, gets affected heavily with changes in supply air temperature. We consider that the CRAC fans consume a fixed amount of power: 10KW per CRAC [22] i.e. 8.93W per server. In Figure 9, we show the contribution of each component to the power consumption of the system.

4.6 Modeling Processor Reliability

We follow the RAMP [32] reliability modeling methodology in this work. In a processor, hard failures arise from several phenomena – Electromigration (EM), Stress migration, Time-dependent dielectric breakdown (TDDB) and Thermal cycling. Of these, EM and TDDB are reported to be most critical for small feature sizes and have strong correlations with temperature. Therefore, we select these two factors of failure for evaluating life span (MTTF) of a processor. Following the RAMP methodology, we exclude L2 caches while computing MTTFs as they often have ECC and can be bypassed to preserve correctness. For details, please refer to Appendix B.

5. Experimental Methodology

We collect power traces by running SPEC CPU2000 benchmarks on Watch [8]. The configuration of the modeled AlphaEV6-like processor is shown in Table 1. We select representative simulation points for each benchmark following the method described in Section 4.1, and then compute power density for each block of the floorplan for each such point, which we feed to our numerical PDE solver along with the configuration of the environment (ambient temperature and convective heat transfer coefficient of air flow) and package configuration. In this paper, we evaluate the benefits for 43 application phases across SPEC CPU2000 benchmarks. We simulate a chip package where we make realistic assumptions in its configuration and physical parameters (listed in Table 2) and estimate the temperature distribution inside the package.

With different ambient temperatures, we obtain the heat map of the die layer for the case where TEC is present and the case...
Table 1: Configuration of simulated processor in Wattch

<table>
<thead>
<tr>
<th>Layer</th>
<th>Area (mm²)</th>
<th>Height (mm)</th>
<th>Specific Heat (J/kgK)</th>
<th>Density (kg/m³)</th>
<th>Thermal Conductivity (W/mK)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Die</td>
<td>10x10</td>
<td>0.5</td>
<td>712</td>
<td>23.30</td>
<td>120</td>
</tr>
<tr>
<td>TIM 1</td>
<td>10x10</td>
<td>0.2</td>
<td>230</td>
<td>7310</td>
<td>30</td>
</tr>
<tr>
<td>IHS</td>
<td>30x30</td>
<td>1.8</td>
<td>385</td>
<td>8930</td>
<td>390</td>
</tr>
<tr>
<td>TIM 2</td>
<td>30x30</td>
<td>0.2</td>
<td>2890</td>
<td>900</td>
<td>6.4</td>
</tr>
<tr>
<td>Heat Smm</td>
<td>60x60</td>
<td>6.4</td>
<td>385</td>
<td>8930</td>
<td>360</td>
</tr>
<tr>
<td>Slab-fn</td>
<td>0.1x0.1</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TEC(β₁₄₅Te₃/β₂₅₅Te₃) \[34\], \( \alpha = 301 \mu V/K \)

\( \rho = 108 \times 10^{-12} \text{m} \cdot \text{cm} / \text{m} \cdot \text{K} \)

Conductivity (W/mK)

Table 2: Properties of chip package layers

6. Results

In this section, we present the results from our experiments to quantify the effect of micro-level coolers on global cooling and also on the lifetime of the processors. In our experiments, we use lower ambient temperature than prior work [33] in simulating thermal behavior, as the ambient temperature in a data center is significantly lower (15°C vs. 45°C) when compared to ambient temperature for a desktop server.

In Figure 11, we show the heat flux in individual components across all 43 application phases, illustrating the diversity in our evaluation scenarios. For each of these simulation points we estimate the cooling power consumption following the methodology described in Section 4 with and without TEC devices. Due to the positive feedback nature of leakage on temperature of the chip, overall temperature of the chip increases when the supply air temperature is changed from 288K to 294K as shown in Figure 10(a). Using TECs aligned to the hot regions of the processor die, the peak temperature of the chip is reduced as shown also in Figure 10(a). Looking into the temperature distribution across points in the active layer provides us with the insight behind the effectiveness of TECs as shown in Figure 10(b). By increasing the supply air temperature from 288K to 294K, the temperature of the points in the active layer increase in the same pattern. By using the TECs with a higher ambient temperature cuts off the peaks, reducing the peak temperature, though the temperature of L2 cache increases as shown in Figure 10(a).

Recent endeavors in reducing data center cooling power have explored the possibility of increasing supply air temperature, which increases the COP of cooling units, and thereby, reduces cooling power significantly. However, as shown on the secondary vertical axis in Figure 12, chip reliability worsens considerably when the supply air temperature is increased from 288K (60°F), sacrificing 14% \( \text{MTTF}_{\text{EM}} \) and 7% \( \text{MTTF}_{\text{TDDDB}} \) to save 12% cooling power at supply air temperature of 290K (63°F), and 37% \( \text{MTTF}_{\text{EM}} \) and 20% \( \text{MTTF}_{\text{TDDDB}} \) to save 27.5% cooling power with 294K (70°F) air temperature on average across 43 application phases. By switching on TECs over the hot regions of the die, the reliability of the processor is not sacrificed, while retaining significant cooling power savings, as shown in Figure 12(b). In an aggressive use of TECs, where all TEC blocks are activated, 19% cooling power could be saved on average by raising supply air temperature to 294K, while increasing reliability by 23.2% from EM failures and 11.4% from TDDDB failures. On a more selective activation scenario of TEC blocks, where only TECs over relatively hot areas are switched on, a savings of 24% in cooling power could be achieved at the cost of 4.5% \( \text{MTTF}_{\text{EM}} \) and 2.5% \( \text{MTTF}_{\text{TDDDB}} \), which is a small loss considering the average life span of processors [32].

Since Wattch and HotSpot tools introduce some errors in evaluation, up to 10 – 13% from Wattch [8] and 0.2K from HotSpot [35], we conduct a sensitivity experiment. We estimate the variation in cooling power reduction for a subset of application phases by setting heat flux values by ±10%, as shown in Figure 13. In this experiment we activate all TEC blocks to ensure high reliability. Selective activation of TECs provides higher benefits (~24%), as shown in Figure 12(b). We find that TECs work better for higher power density, as the scope for savings becomes larger, though the variation is marginal. We also examine the sensitivity of savings in power with the efficiency of TEC devices. With COP of 1, i.e. spending 1W power to extract 1W of heat, even selective activation TECs blocks may consume ~17W power on average, and thereby increasing cooling cost by ~21%. However, with a low COP of 2 we start observing benefits as shown in Figure 14. With high efficiency TECs (COP = 10), ~24% cooling power could be saved without sacrificing chip reliability. With TECs of moderate efficiency (COP = 5), we find that switching all TEC blocks lead to only 8% cooling power savings, whereas selective activation of TEC blocks lead to 18.5% savings with negligible loss of 6% EM and 3% TDDDB MTTF.

Finally, we perform a study on one application phase over a range of supply air temperature to estimate the savings. We select apsi_1 for this study, which is representative of average behavior, as shown in Figure 12(b). In order to save cooling power, the supply air temperature could be raised, which leads to reduction in MTTF. TEC devices improve the reliability, thereby enabling operation of CRAC to supply air at higher temperature. However, due to power consumption in the TECs and increase in leakage power, the benefit of increasing target supply air temperature decreases, as shown in Figure 15. Due to this overhead in cooling, TEC device packaged chips require more cooling power at the same supply air temperature, but the chip reliability is enhanced significantly. Running the data center with higher ambient temperature and still achieving same reliability as low supply air temperature yields significant cooling power savings. It can be observed that TEC devices always provide better pareto optimal choice over the case where ambient temperature is increased while not using TECs. By comparing two points with equal y-coordinate, one lying on the trend line for TEC packaged chip and the other on the trend line corresponding to the case without TECs, we measure the savings in power.
Temperature Distribution

(b) Temperature Distribution

Figure 10: Temperature profile and effect of TECs. (a) The heatmap of the active layer with an air temperature of 288K and without TECs is shown on the left. The chip becomes hotter by increasing the ambient temperature to 294K, which is shown in the middle heatmap. By using TECs, temperature peaks are cut off leading to reduction in peak temperature as shown in the rightmost heatmap and the linear profile in (b).

Figure 11: Heat flux in different architectural components estimated across benchmarks using Watch

Figure 13: Sensitivity to 10% variation in heat flux with all TECs active

Figure 14: For TECs with COP of 10, over 23.5% cooling power can be saved by supplying air at 294K instead of 288K, whereas >12% savings is achievable by activating all TECs having low efficiencies (COP=3) as well.

If the CRAC unit is set to supply cold air at 292K to save 24% cooling power with a reduction in chip life time by 25% due to EM failures, deploying TECs with COP of 5 does not result in cooling power savings by raising data center temperature even up to 302K, as shown in Figure 15(a). In a data center running at 294K (70°F), cooling power increases if TEC of COP 5 or lower is used. From our simulations we find that if one is ready to sacrifice chip reliability by supplying air at 300K (82.4°F), there may not be any benefit of using TECs if the COP is < 10, though the chip life time may be reduced to 42% of a chip cooled with air at 288K (60°F). For a data center running at 294K ambient temperature, we observe 12% reduction in cooling power with a TEC COP of 10, while providing the same reliability. With TECs of even higher COP = 15, 16% cooling power could be saved in such a scenario. In more conservative data centers, for example HPC data centers, where CRAC supplies air at 288K (∼60°F) [1], TEC devices of COP = 10 and COP = 15 could lead to 27.5% and 30% cooling power savings respectively without affecting chip reliability.

Static vs. dynamic activation: We compare the two ways of using TECs: (1) using minimal number of TECs to achieve cooling power reduction without affecting chip reliability, and (2) activating all TECs and at the same time supplying even warmer air to achieve the same level of reliability. The savings in cooling power from CRAC units by supplying warmer air, and the increase in leakage power and the TEC power consumption decide the suitable method. We show the benefits of the first method in Figure 15 and the second method in Figure 14. We find that with TECs of low or moderate COP (e.g. 5) provide higher benefit with selective activation (19% vs.
We find that TEC devices present us with an opportunity to reduce global cooling power in data centers with hot-spots switching dynamically [13] (e.g., between ALU and FPU). Selective activation of TECs may lead to higher savings in cooling power.

**Summary:** We find that TEC devices present us with an opportunity to reduce global cooling power in data centers with.
out affecting chip life time. However, energy efficient superlattice coolers are required to leverage this savings. TECs with low or moderate efficiency (e.g. COP = 5) may not provide any reduction in cooling power due to the increase in leakage power when supply air temperature is increased. Even with power efficient TECs (e.g. COP = 10), the reduction in cooling power will be negligible if reliability is already largely sacrificed in the base case to save cooling power by raising data center temperature to \( \sim 85^\circ F \). If chip reliability is important, e.g. in HPC data centers, efficient TEC devices (with COP = 10, demonstrated by Chowdhury et al. [11]), could lead to savings in cooling power by \( \sim 27\% \) while providing the same chip life span as running the data center at 288K (60\(^\circ\)F).

7. Related Work

Our work touches on different areas of research including thermal modeling of processors, hot spot management and techniques for reducing the power usage in data centers. In this section, we describe prior work in these domains and compare them to our work.

**Thermal Modeling of Processors:** The increase of power density inside processors has led to higher device failure rates. At the architecture level, Brooks et al. [8] introduced Wattch, which estimates power usage of a processor on the basis of its component activity. The components are modeled at a block level and coarse-grain power usage statistics are derived. Stan et al. [33] proposed the HotSpot model, which uses a lumped modeling technique to model the thermal paths inside a processor and computes the temperature at a block granularity using power density statistics. Li et al. [19] use geometric multi-grid methods to efficiently solve a large number of heat PDEs efficiently. Monchiero et al. [21] evaluate thermal/power/performance design choices in multicore architectures by modeling heat diffusion in them. Our work builds upon the full chip thermal model using fundamental heat equations and solving it for the steady state. While the previous work models processors in isolation, our model integrates TEC and CRAC efficiencies to determine power savings at the data center level.

**Hot-Spot Removal:** There has been a significant body of work in finding solutions to mitigate hot spots. Processors (e.g. Transmeta Crusoe) often use dynamic voltage scaling (DVS) or deactivation techniques to control the temperature of processors. Skadron et al. [31] introduced thermal-behavior-aware microarchitecture and floorplanning techniques to reduce hot-spots. Puttaswamy et al. [25] propose Thermal Herding technique that reduces 3D power density by placing highly switching 16-bits closer to the heat sink, and thereby, reducing the occurrences of hot-spots as well. Since hot spots arise from high transistor switching rates, Heo et al. [15] propose that migrating the computations frequently across multiple locations can reduce the hot-spots. Task migration approach is orthogonal to active cooling technique that we analyze in this paper. In fact, both of these techniques could work well with each other, where TEC could be used to prevent wear out at high loads. Task migration could be used in presence of redundant structures. Adding such structures, e.g. extra ld/st queue) would be intrusive to processor design. Huang et al. [16] propose a framework to control the performance of a chip for keeping the temperature of the processor below a target. We find that since TECs target hot-spots directly, it can be used in conjunction with the above more indirect means of mitigating hot-spots.

**Modeling Microprocessor Reliability:** We build our reliability models following the RAMP [32] modeling methodology, which considers four phenomena behind processor wear-outs. In this work, we consider failures due to EM and TDDB as other mechanisms have lower effect on modern microprocessors [32]. We extend this model by computing the joint probability distribution of failure by incorporating the MTTF function for EM and TDDB, which are found to show lognormal [18] and Weibull distributions [17] respectively.

**Reducing the Power Usage in Data Centers:** On a data center level, where thousands of processors are cooled constantly using CRAC units, conserving power has both ecological and financial benefits. Patel et al. [23] and Schmidt et al. [28] modeled CFD simulations of a data center air flow and report that careful design and air cooling provisioning is important for sustained operation of a data center. Chaparro et al. [9] present a quantitative model of data center power efficiency and report that reducing supply air temperature provides larger energy savings than running the blowers at high speed. However, due to non-uniformity in resource usage, hot spots at lower granularities cannot be removed. Sharma et al. [29] propose thermal monitoring and thermal load balancing techniques by scheduling jobs to balance the temperature across a data center through prediction of utilization of server resources. Moore et al. [22] propose techniques (zone-based discretization and minimized heat recirculation) to create prioritized lists of servers for proper scheduling of jobs, taking into account the efficiency of CRAC units for supplying cold air. Bash et al. [5, 6] propose an architecture and control mechanism for reducing cooling cost using dynamic thermal management based on a cooling cost model. Sharma et al. [30] report that power consumption for cooling a data center can be reduced significantly by designing the air flow path to prevent mixing of hot and cold air and present non-dimensional parameter based models of the air flow inside aisles. These techniques improve the efficiency of the global coolers and should work well in conjunction with direct hot-spot mitigation using TECs.

8. Conclusions

In a data center with thousands of servers, the cooling system plays a major role in reliability of the servers, and also in the cost of running a data center, which is typically in the order of millions of dollars per year. In a typical data center, the cooling power is nearly equal to the total power of running the IT equipment. Cooling units show higher efficiency with the increase in the target supply air temperature. However, the cooling units are provisioned for the worst case, i.e. the hot-spots inside the processors. As reliability is exponentially related to the operating temperature, increasing the supply air temperature reduces the lifetime of the hottest processor component, and in turn, of the entire processor.

Localized cooling via superlattice thermoelectric coolers provides the capability to reduce the temperature of the hot-spots, and thereby, increase the lifetime of the critical components. Recent advances suggest the feasibility of integrating high efficiency thermoelectric coolers [11] with the chip package to create high efficiency heat pumps for cooling hot-spots. In this paper, we propose that TEC devices could be used as a cooling power management mechanism to reduce global cooling cost. We integrate a multi-scale model of the system, considering different thermal components of a data center, from
chip package to the cooling units. Then, we perform numerical analysis to obtain the chip thermal behavior and quantify the benefit of incorporating a TEC inside the chip package. We show that ~27% of global cooling power could be saved, compared supply air temperature of 288K, by running data centers at a higher temperature while cooling the hot-spots selectively with superlattice TECs.
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**APPENDIX**

**A. Modeling Heat Diffusion**

From the second law of thermodynamics, we use equation (2), where $A$ is the surface area and $n$ is the direction normal to it. $T$ is the temperature distribution and $k$ is the thermal conductivity of the material. We assume $k$ to be a constant across a layer. It has been shown that the temperature dependence of thermal conductivity of silicon is low, and even a change in temperature by 20°C results in only 6.67% change in $k$, which does not affect the results significantly. Similarly, from Newton’s law of cooling we find equation (3) for convection heat loss from surface, where $h$ is the convection heat-transfer-coefficient. $T_{surf(cold)}$ is the temperature at the surface and $T_{surf(hot)}$ is the temperature a distance of infinity from that surface. Equation (2) and (3) can be rewritten in a continuous form as a partial differential equation as equations (4) and (5). In these two equations, $C_p$ is the heat capacity ($J/gK$), $k$ is the thermal conductivity ($W/mK$) and $\rho$ is the density ($gm/m^3$) of the material. $g(x,y,z,t)$ is the heat generation rate ($W/m^3$) at point $(x,y,z)$, which includes the leakage and dynamic power. For simplicity, we assume $k$ to be constant across a layer and $g$ to be a step function inside the layer. At the hot spot, $g(x,y,z)$ is larger to other points by an order of magnitude. Transforming the equations to a discrete form we obtain equations (6) and (7), where $M_x$, $M_y$, $M_z$ are linear operator in $x$, $y$ and $z$ directions as described in equation (8).

We assume that there is no heat flow towards the bottom of the die as the rate of heat flow in that direction negligible compared to other directions. We model it by Neumann boundary condition where $M_z$ is treated as $2 \times (T_{surf(cold)} - T_{surf(hot)})$. Simplifying the equations further by assuming the unit length in all directions to be same, we obtain equations 9 and 10. Thermoelectric cooler’s heat pumping capability is described by equation (12), where $\rho_e$ is the electrical resistivity of the TEC material. In order to model the heat flow in TEC layer, following the law of conservation of energy, we rewrite equation (12) as equation (13). Rewriting the equation in a discrete form, we obtain equations (14) and (15). We approximate the solution by ignoring the $x$ and $y$ direction heat propagation through Peltier effect in thermoelectric cooling layer as the geometry dictates flow in vertical direction primarily. The model has been simplified by assuming that the thickness of the TEC layer is the length of the cubes in the 3D mesh. The simple explanation of the TEC layer is that the cold side absorbs the heat at the cold side and transmits to the hot side (which is larger in area and thus spreads the heat, reducing the peak temperature of the hot spot). The temperature at the cold side continues decreasing until the Peltier heat flux from cold to hot side equals the conduction heat flux from hot side to the cold side. We solve this problem iteratively to find the stable temperature.

\[
\frac{\partial T}{\partial t} = -kA \frac{\partial T}{\partial n} \tag{2}
\]

\[
\text{Rate of heat convection (W)} = hA(T_{surf(hot)} - T_{surf(cold)}) \tag{3}
\]

\[
\rho C_p \frac{\partial T}{\partial t}(x,y,z,t) = -k \nabla ((x,y,z)) + g(x,y,z,t) \tag{4}
\]

\[
kA \frac{\partial T}{\partial n}(x,y,z,t) = h[T(x,y,z,t) - T_{surf(cold)}] \tag{5}
\]

\[
T^{t+1} = T^t + \Delta t \left( \frac{k}{\rho C_p} \left[ \left( \frac{M_x}{\Delta n} + \frac{M_y}{\Delta n} + \frac{M_z}{\Delta n} \right) \nabla \right] \right) + \Delta t \frac{g}{\rho C_p} \tag{6}
\]

\[
\]

\[
\text{TTEC} = T_{surf(hot)} + hA \tag{7}
\]

\[
M_x T_{surf(cold)} = T_{surf(hot)} - 2T_{surf(cold)} \tag{8}
\]

\[
T^{t+1} = T^t + \Delta t \left( \frac{k}{\rho C_p} \left[ \left( \frac{1}{\Delta n} \right) (M_x + M_y + M_z) \nabla \right] \right) + \Delta t \frac{g}{\rho C_p} \tag{9}
\]

\[
\text{TTEC} = T_{surf(hot)} + \Delta t \frac{hA}{k} \tag{10}
\]

\[
\]

**B. Failure Model**

In this section we present the reliability model based on RAMP [32]. Two major factors for processor failure, which have strong correlation with operating temperature, are Electromigration and Time-dependent dielectric breakdown (TDBB). Stress migration, which arises due to mechanical stress and Thermal cycling, which is caused by processor state change (e.g., power state change, shut-down, power-up etc.), have lower effect than Electromigration and TDBB for processors with small feature size [32]. Electromigration occurs due to mass transport of metal atoms in copper interconnects, resulting in depletion of metal in one region and pile up in other, which might lead to resistance variation or open circuits. According to Black’s equation, mean time to failure at temperature $T$ with respect to temperature $T$ can be modeled as equation (15), where $E_0$ is the activation energy and $k$ is a constant depending on the interconnect metal. TDBB or gate-oxide breakdown is due to the breakdown of gate dielectric layer leading to a conductive path. MTTF due to TDBB, as shown in RAMP methodology, could be modeled as equation (16), where $V$ is the $V_{dd}$ and $a$, $b$, $X$, $Y$ and $Z$ are fitting parameters with values of 78, 0.081, 0.759, $e^{-66Kev/K}$ and $-8.37e^{-3ev/K}$ respectively (adapted from RAMP model [32]).

\[
MTTF_{EM}(T) = \frac{E_0}{kT} \tag{15}
\]

\[
MTTF_{TDBB}(T) = \frac{1}{\frac{e^{-E_0/kT}}{V_{dd}}} \tag{16}
\]

In a system with independent components, the failure of the chip will be related to the fastest failing point in it. Therefore the probability of a working chip at time $t$ can be formulated as $P_{working}(t) = \frac{1}{\frac{e^{-E_0/kT}}{V_{dd}}} \frac{1}{\sum \frac{e^{-E_0/kT}}{V_{dd}}}$, where $C$ represents all components in a chip and $CDF_{failure}(c,t)$ is the cumulative distribution function for failure rate of component $c$ at time $t$. MTTF due to Electromigration follow lognormal distribution [18], for which we use $a = 0.25$, and failures due to TDBB follow Weibull distribution [17], for which we use $k = 9$. We estimate MTTF of the processor when the probability of its working is $> 0.95$. We have performed a sensitivity study on these parameters and found similar correlation with processor reliability.