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Summary

Wind is a significant source of energy; however, the human capability to harness this
great power to produce electrical energy still has many hurdles to overcome. One of these
is the unpredictability of the winds in the atmospheric boundary layer (ABL). The ABL is
highly turbulent in both stable and unstable conditions (based on the vertical temperature
profile) and the resulting fluctuations can have a dramatic impact on wind turbine operation.
Any method by which these fluctuations could be observed, estimated, or predicted could
provide a benefit to the wind energy industry as a whole.

Based on the fundamental coupling of velocity fluctuations to pressure fluctuations in
the nearly incompressible flow in the ABL, this work hypothesizes that a ground-based
array of infrasonic pressure transducers could be employed to estimate the vertical wind
profile over a height relevant for wind turbines. To analyze this hypothesis, experiments
and field deployments were conducted. Wind tunnel experiments were performed for a thick
turbulent boundary layer over a neutral or heated surface. Surface-pressure and velocity
probe measurements were acquired simultaneously. Two field deployments yielded surface
pressure data from a 49 element array. The second field deployment at the Reese Technology
Center in Lubbock, TX, also included data from a smaller aperture, 96-element, array and
a 200-meter tall meteorological tower. Analysis of the data successfully demonstrated the
ability to estimate the vertical velocity profile using coherence data from the pressure array.
Also, dynamical systems analysis methods were successful in identifying and tracking a gust
type event.

In addition to the passive acoustic profiling method, this program also investigated a rapid
response Doppler SODAR system, the optimization of wind turbine blades for enhanced
power with reduced aeroacoustic noise production, and the implementation of a wireless
health monitoring system for wind turbine blades. Each of these other objectives was met
successfully. The use of phase unwrapping applied to SODAR data was found to yield
reasonable results for per-pulse measurements. A health monitoring system design analysis
was able to demonstrate the ability to use a very small number of sensors to monitor blade
health based on the blade’s overall structural modes. Most notable was the development of
a multi-objective optimization methodology that successfully yielded an aerodynamic blade
design that produces greater power output with reduced aerodynamic loading noise. This
optimization method could be significant for future design work.
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1 | Project Goals and Accomplishments Summary

1.1 Summary of Proposed Tasks
At the outset, the proposed research program’s primary object was to obtain real-time

measurements of wind turbine in-flow conditions using an array of passive, ground-based
pressure sensors. As the sensors in question operate to sense both audible and infrasound
frequencies, the measurement of wind turbine noise in the infrasound region was included
as an objective. A secondary objective was to obtain real-time measurements of the in-flow
conditions from an active Sonic Detection and Ranging (SODAR) system. Because of the
inherent coupling between atmospheric turbulence, wind turbine noise production, and the
health of the turbine components, two additional objectives were pursued: a blade design
optimization to produce a low-noise rotor with optimized power output, and a wireless,
flush-mounted health monitoring system that could monitor the large amplitude infrasound
signatures.

Based on the proposed objectives, four research tasks were defined. The chapters of this
report are organized to present final reports associated with each of these tasks:

Task 1 Chapter 2: “Development of a Rapid Response Doppler SODAR”
Task 2 Chapters 3 & 4: “Passive Acoustic In-Flow Profiling”
Task 3 Chapter 5: “CFD Optimization of Rotor Blade Geometry”
Task 4 Chapter 6: “Health Monitoring of Wind Turbine System”

1.2 Relevance of Program Objectives to Wind Energy
The relevance of the current work is summarized well by some comments found in a 2005

report by Kelley et al.[2] which presents a computational analysis of the effect of large-scale
turbulent structures on the aeroelastic response of wind turbines. The authors suggest that
the “greatest structural fatigue damage tends to occur during the nighttime hours from
coherent turbulence that develops in the stable, nocturnal atmospheric boundary layer.”
The observed “nocturnal low-level jet streams (LLJs) provide increased wind resource with
height but also result in intense vertical wind shear and temperature gradients.” The authors
note that this wind shear feeds Kelvin-Helmholtz instabilities that produces billows which
subsequently impact the turbines. These are exactly the type of events that the current work
seeks to measure and predict using ground-based measurements.

Kelley et al.[2] also note that the breakdown of the billow structures produces regions of
high coherent turbulent kinetic energy which are smaller in size than the spatial extent of the
turbine itself. This results in elastic modes being excited rather than producing torque. This
points to a specific type of flow-field feature of interest. The current work seeks to understand
the relationship between the ground-based pressure fluctuations and these salient events so
that the turbine can be optimized and its life extended.

Further validation of the relevance of the current work was given through personal com-
munication with NREL scientist Andrew Clifton who noted that the current state of the art
in estimating the available wind resources at a given location has around a 12% margin of
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1 | Project Goals and Accomplishments Summary

Task
Number

Task Description Outcome Summary

1.1 Evaluate SODAR
Developed and demonstrated
framework for rapid response SODAR.

1.2
Downwind Extrapolation of
Wind Profiles

No work performed – determined to
be out of the scope of the program.

2.1
Develop Velocity Profile
Prediction Methodology

Successful demonstration of DMD
method for gust detection. Successful
demonstration of coherence method
for mean in-flow profile prediction.

2.2
Perform Experiments to
Measure Correlation

Completed 2 field experiments.
Collaboration with TTU resulted in
synchronous tower meteorology and
ground-based pressure measurements.

3.1
Framework Development for
Design Optimization

Framework implementation
completed.

3.2
Improvements to Noise
Prediction

Successfully completed and
implemented in optimizer.

3.3
Prediction of Wind Tunnel
Boundary Layer

Preliminary computations complete.
No conclusive evidence of gust-like
behavior.

3.4
Integration of Aero-Elastic
Effects in CFD Framework

Contingent on future funding.

4.1
Development of Wireless Sensor
Technology

Subcontractor focused on data
analysis of fictitious system. No sensor
development was conducted.

4.2
Apply Sensor Technology to
Working Wind Turbine

Subcontractor did not pursue
implementation.

Tab. 1.1. Summary of sub-task items and associated outcomes.

error. Clifton noted that the ability to provide ground based estimation of the wind resource,
even if just to reduce the margin of error by 3-4%, would be a “game changing technology
for the industry.[1]”

1.3 Program Outcomes at a Glance
Table 1.1 shows at a glance the sub-task items and summarizes the associated outcomes.

Greater detail on the task outcomes is presented in the corresponding chapters.

1.3.1 Comments on Program Management

In October 2010, the principle investigator (PI), Dr. John M. Seiner, passed away un-
expectedly. In his absence, the lead researcher for Task 2, Dr. Nathan E. Murray, assumed
leadership as the PI with Dr. Raspet and Dr. Gilbert remaining as Co-PIs. Dr. Murray
remained the technical lead for Task 2. Dr. Gilbert continued as the technical lead for Task
1. Dr. Raspet continued as the principle mentor for graduate students working on related
research.

Page 2
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1 | Project Goals and Accomplishments Summary

Tasks 3 and 4 were subcontracted out to research partners. Combustion Research and
Flow Technology, Inc. (CRAFT-Tech) were subcontracted to complete Task 3. Task 4
was subcontracted to Miltec Research and Technology, Inc. (MR&T) of Oxford, MS. The
subcontract to MR&T also included support for the field experiments performed in Task 2.

An additional subcontract was let to retain the consulting services of Dr. F. D. Shields
who has significant experience in performing infrasound field experiments and analyzing the
related data. Dr. Shields completed data analysis in support of Task 2.

1.4 Publications or Presentations
Murray, N. (2011) “Measurements of Atmospheric Boundary Layer Related Sur-
face Pressure Fluctuations.” 8th Meeting of the Midsouth Chapter of the Acous-
tical Society of America. Oxford, MS. April, 15-16.

Lyons, G. & Murray, N. (2011) “Description of Coherent Features in the At-
mospheric Boundary Layer by Low-Dimensional Analysis of Surface Pressures.”
Abstract D1.00006, 64th Annual Meeting of the APS Division of Fluid Dynamics.,
November 20-22, Baltimore, MD.

ABSTRACT: Short-term localized forecasting of the near-earth atmospheric boundary layer

could enhance empirical models and provide input for wind energy control systems. It is

expected that a successful forecasting method could be developed through characterization of

the coherent turbulent structures in the near-earth flow field. The coherence of these features

suggests description by a low-dimensional method, such as the dynamic mode decomposition.

To this end, a circular array of pressure transducers approximately 60 meters in diameter

was deployed on the earths surface, and time series were recorded at each sensor location. As

scalar observables, these pressure measurements are functions of the flow field system. As such,

by decomposing these data into dynamic modes, the spatial and temporal coherence of local

features in the near-earth atmospheric boundary layer is described.

Publication of the CRAFT Tech optimization efforts and the Reese Technology Center
field deployment are anticipated.

1.5 Collaborations Formed
A number of informal collaborations were formed during this program. To date, none of

these have resulted in funded collaborative efforts; however, discussions with the TTU Wind
Science and Engineering Center to have NCPA provide acoustic support for their research
efforts have been positive.

• Sandia National Laboratories: Dr. Joshua Paquette provided NCPA with FEA models
of the CX-100 and WindPACT turbine blades for the health monitoring analysis.

• U. of Wyoming, Wind Energy Research Center: A letter of support was provided to
Dr. Jonathan Naughton to identify a proposal of his on stochastic estimation of inflow
conditions as relevant to the current work.
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1 | Project Goals and Accomplishments Summary

• Texas Tech University, Wind Science and Engineering Center: A research agreement
was put in place to allow NCPA to conduct the field deployment at the Reese Technol-
ogy Center. TTU provided data acquisition support to NCPA and provided the data
from the 200-meter meteorological tower during the field deployment. The success-
ful experimental campaign has led to further discussions that may lead to additional
collaborative work.

1.6 A Note on the NCPA Infra-Sound Sensors
At the time of this program, the NCPA-UMX infra-sound sensor was still in a devel-

opmental phase with ongoing improvement occurring during the period of performance.
Therefore, the NCPA-UMX sensors used in the two field deployments discussed in Chap-
ter 3 had slight differences primarily in the digitizer and data acquisition electronics. As
of the conclusion of this program, the NCPA-UMX sensor has been commercialized and is
available through Hyperion Technology Group, Inc. Details of the analog version of the
sensor (to be used with the customers own digitizer and acquisition system) are attached as
Appendix A. Hyperion does offer its own digitizer providing a complete stand alone wireless
sensor unit, but the frequency response characteristics are unchanged from the analog unit
presented in the appendix.

Bibliography
[1] Clifton, A. (2012) personal communication.

[2] Kelley, N. D.; Jonkman, B. J.; Scott, G. N.; Bialasiewicz, J. T.; & Redmond,
L. S. (2005) “The Impact of Coherent Turbulence on Wind Turbine Aeroelastic Response
and Its Simulation.” National Renewable Energy Laboratory, Conference Paper NREL/CP-
500-38074.
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2 | Development of a Rapid Response Doppler SODAR

2.1 Summary
A theoretical simulation model has been developed to simulate the instantaneous wave

form for the echoes received by a Doppler SODAR. The model led to a new approach
for processing SODAR signals which uses the unwrapped Doppler phase. The new ap-
proach, denoted as “Doppler phase method,” was applied to near real-time data collected
during a 24-hour measurement period with an Atmospheric Systems Corporations (ASC)
Doppler SODAR. Wind speeds were estimated every 13.6 seconds using the Doppler phase
method at four heights (47 m, 75 m, 116 m, and 158 m), and compared to the corresponding
sonic anemometer measurements on a meteorological tower. The tower/SODAR comparison
clearly demonstrates the ability of the Doppler SODAR to track rapid changes in wind speed.
For example, a wind speed increase from 2 m/s to nearly 10 m/s in less than two minutes was
accurately tracked. However, in general, the variance in the SODAR wind speed estimates
was larger than desired. In an effort to reduce the variance, a simple Kalman filter was
developed to track the wind speed in conjunction with the Doppler phase method. The sim-
ple Kalman filter did not reduce the variance, but did demonstrate the general applicability
of Kalman filter algorithms to estimating wind speed profiles from Doppler SODAR echoes.
Since Kalman filter methodology is already highly developed, developing a high-performance,
adaptive Kalman filter is proposed for follow-on research.

2.2 Task Objectives

2.2.1 Objective – SODAR Determined Wind Velocity Profile

Task 1.1 Evaluate the potential of SODAR to estimate real-time or near real-time vector
wind profiles: (a) review existing SODAR data comparisons with anemometer data
from meteorological towers, (b) use Large Eddy Simulation (LES) model to study
the evolution of a wind profile as it undergoes downwind advection, and (c) acquire
unprocessed and processed SODAR data and investigate pulse-to-pulse variability in
the estimated wind profile to determine the extent to which the estimated profiles meet
physical criteria (vector velocity continuity, zero divergence). Field data collection will
likely take place at a national lab that is to be determined.

Task 1.2 Conduct tests on measurement and downwind extrapolation of wind profiles: (a)
lease or buy 2 SODARs that can be configured for research measurements (alter-
natively, modify an existing NCPA Remtec SODAR for research use as the second
SODAR), (b) compare profiles measured at a fixed location with those measured at
increasing downwind distances to determine the decay length/time of the long-period
components of the advected wind profile and investigate empirically the capability of a
single SODAR to estimate the downwind decay of the long-period components of the
wind profile, (c) use the SODAR data to begin to develop and test dynamic estimation
models for measuring and extrapolating wind profiles from a fixed upwind location to
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2 | Development of a Rapid Response Doppler SODAR

a downwind location with the objective to estimate the turbine inflow at hub height
from an upwind wind profile measurement, and (d) carry out a full-scale test with an
instrumented wind turbine. The site for this test will likely be at a national lab. In-
strumentation will include two commercial SODARs along with a tethersonde and/or
radiosonde for meteorological data collection.

2.2.2 Tasks Addressed

Early in the present investigation, it became apparent that essentially no experimental or
theoretical information existed on real-time or near real-time wind speed profiles determined
by Doppler SODARs. As a result, considerable effort had to be devoted to developing a
credible theoretical model in order to begin the analysis of real-time SODAR data. Conse-
quently no research, theoretical or experimental, was conducted on the downwind evolution
of wind speed profiles. The investigation focused entirely on understanding the real-time,
pulse-to-pulse SODAR echoes and comparing the near real-time wind speed estimates with
ground-truth data collected on a 200-m instrumented meteorological tower at Texas Tech
University.

2.3 Overview of Current Doppler SODAR Measurements
SODAR (SOund Detection And Ranging) systems are used to remotely sense the struc-

ture of the lower layer of the atmosphere (up to several hundred meters). The measurement
of wind speed by Doppler SODAR has a considerable history going back several decades.
During the past 30 years, Doppler SODAR data have been extensively compared with tower
anemometer measurements.[1, 3, 6] Typically, when SODAR measurements are averaged for
10-15 minutes the agreement with tower anemometers has been shown to be fairly good,
having a standard deviation of approximately 1 m/s.[3] In contrast, for short-time (i.e. not
time averaged) wind speed measurements, there appear to be no studies comparing SODAR
measurements to anemometer measurements. This is unfortunate since monitoring rapid
changes in wind speed is an important application for the wind turbine indus-
try. The absence of any existing short-time SODAR/anemometer comparisons motivated
the investigation reported here. This report presents a theoretical analysis that is applied
to data from a 2011 field experiment aimed at assessing the capability of a Doppler SODAR
to continuously monitor rapid changes in wind speed at altitudes from 47 m to 158 m.

2.4 Procurement and Testing of an ASC-3000S SODAR
The wind speed profiles output by typical commercially available SODARs are usually

averaged over 1 – 20 minutes. For the present investigation, however, access to the pulse-by-
pulse output of the SODAR was essential. Since the standard signal processing in commercial
SODARs generally does not allow users access to the raw SODAR signal, a vendor was sought
who would be willing to provide the proprietary information needed to access and record the
real-time (pulse-by-pulse) data. Dr. Kenneth Underwood, owner of Atmospheric Systems
Corporation (ASC), agreed to do so. Dr. Underwood obtained his Ph.D. in meteorology from
Penn State University on the topic of SODAR design. He is recognized internationally as a
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leading SODAR expert. It was felt that Dr. Underwood and ASC would be good partners
for the envisioned research. That has proved to be the case.

A model 3000S ASC SODAR was procured in the Spring of 2010, and delivery was taken
in August of 2010. Two NCPA engineers were sent to the ASC office in Santa Clarita, CA,
for training on the use of the model 3000S SODAR. During September 2010, they loaded the
software and learned to set up and use the SODAR. Preliminary testing took place in October
and November at the NCPA Locke Station, MS, experiment site. Preliminary comparisons
were made with cup anemometers on a tethersonde, which proved to be satisfactory.

Since the Locke Station site is not secure, it could not be used for long-term testing.
Consequently, in November 2010, the SODAR was taken to a secure site at the University of
Mississippi Biological Field Station. The SODAR remained at the Biological Field Station
while long-term data were collected and analyzed through the winter of 2010 and into the
Spring of 2011. In May 2011, the SODAR was brought back to be prepared for a comparison
with data from a 200-m instrumented meteorological tower during a field test conducted in
June 2011 at Texas Tech University. The analysis of the data from the Texas Tech field test
is reported here along with the theoretical model on which the analysis is based.

2.5 A Theoretical Model for Instantaneous SODAR Signals
While testing and evaluation of the ASC SODAR at the Biological Field Station were

being done in the Spring of 2011, research was simultaneously being conducted to develop
a theoretical model for the instantaneous wave form (amplitude and phase versus time). It
was felt that, in order to effectively analyze the data from the Biological Field Station, more
insight was needed on the basic physical processes that govern the instantaneous waveforms
of the received echoes.

While there is a good deal of information on the average backscattered acoustic power
measured by SODARs, no experimental or theoretical information could be found on pre-
dicting the instantaneous waveform, which is essential for real-time wind speed estimation.
Hence it became imperative to conduct a fundamental theoretical study aimed at under-
standing the basic physical mechanisms in real-time acoustic backscatter from turbulence.
This investigation is apparently the first study aimed at such an understanding.

2.5.1 The Physical Principles of Doppler SODARs

Fig. 2.1 shows (schematically) acoustic backscatter from atmospheric turbulence. An
array of transducers is used to project an acoustic pulse vertically in a beam. Turbulence-
generated inhomogeneities in temperature create sound speed fluctuations that scatter sound
and lead to weak but measurable echoes. The transducers, which also act as receivers, detect
the faint echoes, which are recorded and processed to determine the Doppler shift.

By electronically adjusting the phase of the transducer array, the SODAR can project
three acoustic beams as shown in Fig. 2.2, generally in sequence. The u-beam is in the
x − z plane, the v-beam is in the y − z plane, and w-beam points directly upward. The
Doppler shifts on the three beams determine the u-component (x-direction), v-component
(y-direction), and w-component (z-direction), of the vector wind velocity. Fig. 2.3 is a
photograph of the model 3000S ASC SODAR actually used in the investigation. From left
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Fig. 2.1. Illustrations of a single-beam Doppler SODAR.

to right in Fig. 2.3 are NCPA researchers Mr. Rick Burgett, Mr. Rommel Stribling, and
Dr. Garth Frazier.

The mean flow of the turbulent atmosphere produces a Doppler shift on each of the
SODAR beams, so that together the full three-dimensional vector wind velocity can be
estimated. Note, however, that even at one instant of time, due to the sampling volume
of the SODAR, the measurement yields a vector wind velocity averaged over a considerable
volume of atmosphere. For example, for the speed of sound c0 = 340 m/s and a SODAR pulse
of length τ = 0.2 s, the vertical extent of the pulse is c0τ = 68 m. At any instant of time, the
received echo comes from a sampling volume with a vertical extent of c0τ/2 = 34 m. With a
6◦ beam (≈ 0.1 rad), the averaging volume at 100 m altitude is thus approximately 3400 m3.
Hence, even before any temporal averaging, the SODAR wind speed estimate is an average
wind speed that represents the mean wind velocity in a large volume of the atmosphere.

The geometry of the SODAR beams in most modern phased-array SODARs is similar
to that shown in Fig. 2.2. For example, for the ASC SODAR the u-beam is in the x − z
plane and makes an angle of 21◦ with the z-axis. Similarly, the v-beam is in the y− z plane
and also makes an angle of 21◦ with the z-axis. The w-beam points along the z-axis (i.e.,
directly upward).

On a given beam, the Doppler shift, ∆f , is given by (2vproj/c0)f0, where vproj is the
projection of the mean wind onto the beam direction and is given by vproj = v · n̂ where
v is the volume average of the vector wind velocity in the sampling volume, and n̂ is a
unit vector pointing in the direction of the beam. The quantity f0 is the frequency of the
SODAR, which for the ASC SODAR is 2800 Hz. For the u-component of the mean wind
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Fig. 2.2. Diagram of a multi-beam Doppler SODAR.

Fig. 2.3. The Atmospheric Systems Corporation multi-beam Doppler SODAR used in the
present investigation.
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velocity (x-component), the projection vproj = u sin θ, where θ = 21◦ is the tilt angle on the
ASC SODAR. Similarly for the v-beam, vproj = v sin θ. For the w-beam, vproj = w.

As will be discussed in detail later, ∆f can be determined either from the Fourier trans-
form of the backscattered signal on a given beam or by the time derivative for the unwrapped
phase of the signal. Once values of ∆f are obtained for each beam, vproj = (c0/2)(∆f/f0) is
determined for each beam. Hence we have u = (c0/2 sin θ)(∆fu/f0), v = (c0/2 sin θ)(∆fv/f0),
and w = (c0/2)(∆fw/f0), where the subscript on ∆f indicates the beam. The mean hori-
zontal wind speed is then given by s =

√
u2 + v2. The vertical component w is typically an

order of magnitude smaller than u and v, and is generally neglected. The quantity w is not
considered in the analysis given in this report.

As indicated above, to determine the real-time values of the horizontal wind, the critical
quantities to be measured on a SODAR are the real-time Doppler shifts on the u and v
beams. Accurately estimating these Doppler shifts is the focus of the present analysis. We
present what to our knowledge is a new method for obtaining the Doppler shift using the
“unwrapped” phase on the u beam and the v beam.

2.5.2 Estimating Acoustic Scattering from “Frozen Turbulence”

The Doppler shift on a given SODAR beam is modeled here as the sum of two components:
a random unpredictable component and a systematic, deterministic component determined
by the mean wind flow. The deterministic component is straightforward to estimate. The
random component, in contrast, requires a theoretical model that captures the essential
physics but is simple enough for a useful analysis.

2.5.2.1 Gaussian Statistics of the Impulse Response

To estimate the random component, a first-order Born approximation[5] is used to com-
pute backscatter for an acoustic Dirac delta function pulse scattering from a “snapshot” of
turbulence with no mean flow. Such turbulence is here referred to as “frozen” turbulence.
It is argued that the central limit theorem leads to a Gaussian statistical distribution for an
ensemble of many backscatter snapshots from frozen turbulence.

The integral equation for the full Green’s function (point source solution) for an acoustic
point source of angular frequency ω in an atmosphere with sound speed c0 is given by

G(R,R′) = e−iωtG0(R,R′) +
e−iωt

4π

∫
G0(R,R′′)δk2(R′′)G(R′′,R′)dR′′, (2.1)

where G0(R,R′) = exp(ik0|R−R′|)/|R−R′|, δk2(R′′) = k2(R′′)− k2
0, and k0 = ω/c0. The

term G0(R,R′) on the right-hand side is the unscattered field and the second term is the
scattered field.

Since acoustic backscatter from turbulence is very weak the first-order Born approxima-
tion holds which assumes G(R,R′) ≈ G0(R,R′) on the right-hand side, so that the scattered
field, δG, due to δk2 is given by

δG ≈ e−iωt

4π

∫
G0(R,R′′)δk2(R′′)G0(R′′,R′)dR′′. (2.2)
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The quantity δk2 ≈ −2 (δc/c0) k2
0, where δc(R′′) = c(R′′)− c0 is the sound speed fluctuation

generated by turbulent temperature fluctuations. This notation yields

δG ≈ −2k2
0e
−iωt

4πc0

∫
G0(R,R′′)δc(R′′)G0(R′′,R′)dR′′. (2.3)

Now, the impulse response for backscatter received at R = R′ = 0, denoted as σ(t), is
given by the integral of δG over frequency (a Dirac delta function acoustic pulse has infinite
bandwidth):

σ(t) ≈ −1

2πc3
0

∫ ∫
ω2e−iωtG0(0,R′′)δc(R′′)G0(R′′, 0)dR′′

dω

2π
,

=
1

2πc3
0

∂2

∂t2

∫ ∫
eiω(2R/c0−t)

R′′2
δc(R′′)dR′′

dω

2π
. (2.4)

The integral over ω yields a Dirac delta function, δ(2R′′/c0 − t) = (c0/2)δ(R′′ − c0t/2).
Therefore,

σ(t) =
1

4πc2
0

∂2

∂t2

∫ ∫
1

R2
δ(R− c0t/2)δc(R)R2 dR dΩ, (2.5)

where dΩ = sin(φ)dφdθ indicates the differential solid angle. It is assumed that the wave
amplitude is zero outside of a solid angle, ∆Ω, and that the average over the solid angle ∆Ω
is denoted by 〈〉. Then (2.5) becomes

σ(t) =
∆Ω

4πc2
0

〈
∂2

∂t2
δc(c0t/2)

〉
. (2.6)

Since the distance to the scattering surface is R = c0t/2, the time derivative can be written
as ∂2/∂t2 = (c2

0/4)∂2/∂R2. Thus the impulse response is found to be

σ(t) =
∆Ω

16π

〈
∂2

∂R2
δc(c0t/2)

〉
. (2.7)

Eq. (2.7) represents the sum of many random contributions over a surface of area ∆ΩR2,
where ∆Ω is of order 0.01 and R2 is of order 104 m2. Thus the sampling area is of order
100 m2. With such a large sampling area, the central limit theorem implies that σ(t) is a
random variable with a Gaussian distribution. The assumption of Gaussian statistics for
σ(t) is made in this report.

In (2.7), δc is the turbulence-induced sound speed fluctuation, and 〈〉 indicates the average
over the scattering surface (area approximately ∆ΩR2) that generates the SODAR signal
received at time t. The scattering surface is at a vertical distance given by R(t) = c0t/2
where c0 is the mean speed of sound, e.g., 340 m/s. The solid angle of the beam is ∆Ω and
R is the distance along the beam. As noted above, a scattering surface of area 100 m2 is
typical.

It is important to note in (2.7) that, because of the large size of the scattering surface,
the signal σ(t) is proportional to the average of a large number of random turbulent compo-
nents. Hence, by the central limit theorem, we would expect σ(t) to be a random variable
with a Gaussian distribution[2, 4]. The Gaussian assumption is made throughout the present
analysis. As will be shown, in a moving medium, the volume-averaged (mean) Doppler shifts
are essentially independent of the details of the Gaussian distribution.
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2.5.2.2 Rayleigh Statistics of the Response to a Gated Sine Wave

If a SODAR outputs a signal S0(t), then the received signal S(t) on a given beam is the
convolution of the output signal with the impulse response. That is,

S(t) =

∫
S0(t− t′)σ(t′)dt′. (2.8)

If S0(t) is a gated sine wave of angular frequency ω0 and length τ , as it is in the ASC SODAR,
we have

S(t) = <
∫ t+τ

t

e−iω0(t−t′)σ(t′)dt′. (2.9)

Hence the analytic signal with the carrier wave removed, denoted SA(t), is given by

SA(t) =

∫ t+τ

t

eiω0t′σ(t′)dt′. (2.10)

It is well known that the Fourier transform of a random variable with a Gaussian distribution
leads to a distribution in the complex plane where the phase is random and the amplitude is
Rayleigh distributed.[2] In terms of the real and imaginary components of the analytic signal,
both have Gaussian distributions. Hence, in the absence of mean flow in the atmosphere, the
analytic signal performs a random walk in the complex plane and the phase associated with
the random walk represents the random component of the Doppler shift. This phase is not a
real Doppler shift, but is an unavoidable consequence of attempting to extract a Doppler shift
using backscattering from a moving random medium (i.e., from turbulence). By examining
how the phase evolves over time we can investigate the “phase noise” that we always must
deal with in analyzing instantaneous SODAR signals. Extensive simulations were carried out
for “frozen” turbulence (no mean flow) and it was found that the magnitude of the random
phase variation was surprisingly small relative to expected mean Doppler shifts produced by
the mean wind flow. Fig. 2.4(a) shows an example of a typical simulation of the random
component of Doppler phase. In the figure the phase is plotted as a function of height instead
of time, where the height is given by c0t/2. Note that the random wander in phase is in the
range of 10 radians. In comparison, for typical Doppler shifts (greater than approximately
30 Hz) the phase shifts due to mean flow are typical more than 100 radians, an order of
magnitude larger than the random component. In Fig. 2.4(b) the strength of the turbulence
was increased by a factor of 100, but the phase wander is not any larger. Although the
strength of the turbulence is critical in governing the strength of the backscatter (and hence
the signal to noise ratio), it apparently has little effect on the phase wander.

It can be concluded from Fig. 2.4 that the total Doppler phase should be reasonably
stable, even with random scattering from turbulence. To further test the hypothesis, simu-
lations were done for scattering from turbulence including mean flow. These simulations are
discussed next.

2.5.3 Acoustic Scattering from Turbulence with Mean Horizontal Flow

In the presence of a mean flow vector v, the response on a given beam is similar to (2.10),
but is modified by a pulse compression/expansion factor given by γ = (c0 − vproj)/(c0 +
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Fig. 2.4. Numerical simulation of the Doppler phase wander produced by scattering from
turbulence.

vproj) ≈ 1− 2vproj/c0 , where c0 is the mean speed of sound and vproj is the projection of the
mean flow vector v onto the beam direction.

With mean flow, the response to an output signal S0 is given by

S(t) =

∫
S0[γ(t′)(t− t′)]σ(t′)dt′. (2.11)

When the flow projection is positive (beam and flow components in same direction) the pulse
is stretched and the frequency is lowered (down Doppler). When it is negative (beam and
flow components in opposite directions), the pulse is compressed and the frequency is raised
(up Doppler).

In the case of a gated sine wave, the received signal (echo) is given by

S(t) = <
∫ t+τ

t

e−iγ(t′)ω0(t−t′)σ(t′)dt′ (2.12)

Since vproj/c� 1 , it is convenient to to define 2vproj/c as ε and write γ = 1− ε. With this
notation, the analytic signal SA with the carrier wave removed can be written as

SA(t) =

∫ t+τ

t

eiω0ε(t′)teiγ(t′)ω0t′σ(t′)dt′. (2.13)

The Dopper shift in the received signal is contained in the phase of the factor exp[iω0ε(t
′)].

To simplify the integral, we add and subtract the mean phase φ̄(t), which is defined as

φ̄(t) = ω0

∫ t

0

ε(t′)dt′,

= (2ω0/c0)

∫ t

0

vproj(t
′)dt′. (2.14)

This leads to the result

SA(t) = eiφ̄(t)

∫ t+τ

t

ei[ω0ε(t′)t−φ̄(t)]eiγ(t′)ω0t′σ(t′)dt′. (2.15)
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Since we are interested in the wind speed as a function of height and not time, the
integral in (2.14) can be rewritten as an integral over R where R = c0t/2. The mean phase
then becomes

φ̄(R) = (4ω0/c
2
0)

∫ R

0

vproj(R
′)dR′. (2.16)

Then we have for SA(R)

SA(R) = eiφ̄(R)

∫ c0(t/2+τ/2)

c0t/2

ei[(2ω0/c0)ε(R′)R−φ̄(R)]e2i(ω0/c0)γ(R′)R′σ(r′)dR′. (2.17)

The factor γ(R′) in the argument of the second exponential in the above integral is approx-
imately unity. Because the total Doppler phase departs very little from the mean phase,
the argument of the first exponential is small. As a consequence, we expect of the integral
to yield approximately the same distribution as in the case for no mean flow (Raleigh dis-
tributed amplitude and random phase). This expectation has been confirmed by numerical
evaluations of the integral. It was observed numerically that the random component of the
phase (phase wander) was very similar to the phase obtained from the “random walk” dis-
cussed earlier. In all cases the random phase produced by the integral was much less than
the mean phase φ̄(R).

Fig. 2.5 shows the simulated echo return for scattering from turbulence. On any given
realization, the signal will be different, due to the random nature of the scattering which
is simulated with a random number generator. The unwrapped phase associated with the
simulated echo return is shown in Fig. 2.6: the blue line is the unwrapped phase and the
red line is the mean unwrapped phase (no turbulence effects). The difference in the two
lines is a measure of the Doppler phase wander. The mean unwrapped phase was computed
using the mean (deterministic) wind speed profile that served as an input to the calculation.
Note that the random phase produced by scattering (phase wander) from turbulence does
not significantly corrupt the mean phase. The simulations thus provide strong theoretical
evidence for the stability of the Doppler phase.

2.5.4 Using Doppler Phase to Extract Wind Speed Profiles

The numerical observation that the phase of the SODAR signal is dominated by the mean
phase φ̄(R) motivated an examination of the measured “unwrapped” phase of the signals
obtained from the ASC SODAR. Fig. 2.7 and 2.8 show, respectively, three consecutive returns
on the same beam and the corresponding unwrapped phase, both recorded with the ASC
SODAR. The data are plotted as a function of height instead of time. The data were collected
as part of the SODAR testing at the University of Mississippi Biological Field Station during
the winter of 2010-2011. The data shown are for the v-beam (y-axis) of the ASC SODAR and
were taken near midnight on the night of January 7, 2011. The three pulses shown are each
separated by 13.6 seconds, which is the time for one complete cycle on the ASC SODAR.
Note that in Fig. 2.7, the pulse amplitudes bear little detailed resemblance to each other,
giving the impression that there is no systematic information in the signals. In contrast, when
the unwrapped phase versus height is plotted (2.8), we see that the three phases are very
similar. Note further that the random “wiggles” in the phase are relatively small compared
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Fig. 2.5. Simulated pressure-vs-altitude signal for the echo received on a SODAR beam (note:
Altitude = c0t/2).
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Fig. 2.6. The unwrapped Doppler phase versus altitude for the signal in Fig. 2.5.
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Fig. 2.7. Pressure-vs-altitude for three consecutive v-beam echoes separated by 13.6 seconds.
The signals were recorded on the ASC SODAR at the University of Mississippi Biological
Field Station near midnight on January 7, 2011. Note the similarity of the measured signals
to the simulated signal in Fig. 2.5.

to the overall trend in the phase, as was also observed in the numerical simulations. This is
experimental evidence that the phase wander does not significantly corrupt the mean phase.

There clearly is order hidden in the apparently random pulses. The conclusion is that
the amplitude of the SODAR return reflects the randomness of acoustic scattering from
turbulence while the phase shows the systematic behavior of the mean wind speed as a
function of height. These suggest that the phases of the instantaneous SODAR returns
contain information that can be used to estimate real-time or near-real-time profiles for
the wind speed versus height. The ability to obtain systematic information to estimate the
wind speed versus height without long-term temporal averaging indicates the potential to
utilize SODARs for continuous monitoring of the wind speed in applications for the wind
turbine industry. The investigation thus moved forward toward a field experiment conducted
adjacent to an instrumented 200-m meteorological tower at Texas Tech University in June
of 2011.

2.6 Measurements at the WiSE Meteorological Tower
On June 21–23 of 2011, the ASC SODAR made continuous measurements adjacent to

a 200-m meteorological tower at the Texas Tech University (TTU) Wind Science and Engi-
neering Research Center (WiSE). The tower’s sonic anemometers were used for comparison
to the SODAR data. The SODAR was approximately 150 m to the west and slightly south
of the tower. No attempt was made to correct the time series from the SODAR and tower
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Fig. 2.8. The unwrapped Doppler phases for the echoes shown in Fig. 2.7. Note the similarity
of the measured phases to the simulated unwrapped Doppler phase in Fig. 2.6.

anemometers for the time delay associated with convection over the separation distance.
Complete details of the TTU field deployment are given in Section 3.5.2.2.

The sonic anemometers on the tower were sampled at 20 Hz but were down sampled to 1
Hz for comparison with the SODAR. The ASC SODAR requires approximately 4.5 seconds
for the completion of each pulse. Since there are three beams (u, v, and w), a complete
SODAR cycle takes 13.5 seconds. Thus, a new SODAR wind speed profile is produced every
13.5 seconds.

2.6.1 Standard Fourier Analysis of TTU SODAR Data

The first goal was to compare the tower data to the 15-minute averaged profiles produced
by the ASC SODAR using the standard ASC SODAR processing which is based on fast
Fourier transforms (FFTs). This step was essential in order to verify that the standard ASC
wind speed outputs are sufficiently accurate for a useful analysis. These outputs are the
standard outputs produced by the ASC software as part of their commercial package.

In the ASC FFT analysis, the SODAR signal on each beam is divided into “time bins”
that correspond to altitude bins of 10 m vertical extent. The 2800 Hz SODAR carrier wave
is removed from the signal and an FFT is computed on the signal in each time bin for each
beam. The peak in the FFT gives an estimate of the Doppler shift in each time bin. As
discussed earlier, the Doppler shift on each beam is directly proportional to the component
of the vector wind velocity in the beam direction.

Due to the finite vertical extent of the sampling volume (34 m for a 0.2 s pulse), the first
usable altitude bin starts at approximately 50 m. At higher altitudes the received echoes die
away rapidly, so that the signal-to-noise ratio (SNR) decreases rapidly with altitude. It was
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Fig. 2.9. Comparison of wind speeds measured by tower anemometers and estimated by
conventional FFT analysis using the ASC SODAR software (15-minute averages).

found that the highest usable altitude was between 150 m and 175 m. Within these upper
and lower limits, there were 4 sonic anemometer locations on the meteorological tower: 47
m, 75 m, 116 m, and 158 m. The sonic anemometer data from these 4 heights are the tower
measurements with which the ASC SODAR was compared.

Fig. 2.9 shows a comparison of the standard ASC SODAR wind speed estimation with
the tower sonic anemometers at the heights cited above. Here, only the 24 hour period from
7 pm (00:00 UTC) June 21 to 7 pm June 22 is considered. The blue line is the tower data
computed with a 15-minute running average. The green line is the corresponding 15-minute
average wind speed from the ASC SODAR. Sunrise in Lubbock, Texas at 6:38 am on June
22, is 698 minutes into the measurement period.

The ASC SODAR seems to capture the trends, but fails to consistently track the larger
excursions particularly during stable atmospheric conditions. In the second half of the 24
hour period, daytime unstable conditions, the tower/SODAR agreement is somewhat better.

The increased turbulence during daytime conditions definitely served to increase the
signal-to-noise ratio (SNR). The poor SNR in the first half of the measurement period may
be responsible for the marginal agreement with the tower data during that time. Evidence
for the poor SNR can be seen in the data dropouts in standard ASC SODAR outputs at the
two highest tower heights (116 m and 158 m) in the first half of the measurement.

At approximately the middle of the June 22 measurement period, there was a wind speed
increase from 2 m/s to nearly 10 m/s that occurred in less than 2 minutes. This sudden
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increase in wind speed and the subsequent wind speed data are later examined in detail
as a test for the usefulness of SODARs for real-time monitoring of rapidly changing wind
conditions.

2.6.2 Doppler Phase Analysis of the SODAR Data

Doppler phase analysis (using unwrapped phase) has some distinct advantages over the
standard FFT analysis. Although the two are mathematically equivalent, Doppler phase
analysis lends itself more readily to theoretical analysis than standard FFT analysis. First,
Doppler phase analysis does not require peak finding as in the FFT approach. Second, the
phase is a continuous function of height, so that continuity constraints are easier to impose.
With the FFT approach, in each height bin, each wind speed is essentially an independent
estimate, making constraints awkward to apply. Finally, with the Doppler phase approach,
once the phase is unwrapped, it is straightforward and efficient to compute the Doppler shifts
needed for a vertically continuous wind speed profile. The instantaneous Doppler shift is
simply the derivative (time or space) of the phase. That is, ∆f = dφ/dt = (c0/2)dφ/dR ≈
(c0/2)∆φ/∆R.

Here the mathematical equivalence of using a windowed FFT versus a phase derivative
to determine the Doppler shift in a SODAR signal is demonstrated first. Then, the two
approaches are applied to the SODAR data and compared.

2.6.2.1 Equivalence of Conventional FFT Analysis and Doppler Phase Analysis

To begin we first treat a Gaussian window function so that a closed form result is obtained.
Consider the analytic signal from a SODAR with the carrier wave removed. We assume that
the amplitude is normalized to unity, so that the analytic signal is of the form SA(t) =
exp[iφ(t)], where φ(t) is the phase. A standard approach for obtaining the Doppler shift,
and hence the wind speed, is to compute a windowed FFT on SA(t) and then find the
frequency for the peak in the resulting spectrum. For a Gaussian window centered on t̄,
exp(t− t̄)2, the Fourier transform is given by

S̃(ω) =

∫ ∞

−∞
e−iωteiφ(t)e−(t−t̄)2/τ2dt, (2.18)

where ω is the angular frequency, t̄ is the center of the time interval and τ is the decay
constant of the window. If we expand φ(t) linearly about t̄ we have φ(t) ≈ φ(t̄)+φ′(t̄)(t− t̄),
where φ′(t̄) is the derivative dφ/dt evaluated at t = t̄. Defining t′ = t − t̄, and using the
linear expansion of φ(t) yields

S̃(ω) = eiφ(t̄)e−iωt̄
∫
ei(ω

∗−ω)t′e−t
′2/τ2dt′, (2.19)

where ω∗ ≡ φ′(t̄). Performing the integration yields

S̃(ω) = τ
√
πeiφ(t̄)e−iωt̄e−(ω∗−ω)2τ2/4. (2.20)

Clearly the peak in the spectrum |S̃(ω)|2 = τ
√
πe−(ω∗−ω)2τ2/4 is at ω = ω∗ = φ′(t̄). Hence,

rather than doing a windowed Fourier transform and locating the peak in |S̃(ω)|2, we can
just evaluate φ′(t̄).
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Continuing, a general result can be simply derived for an arbitrary symmetric window
function W (t− t̄) centered about t̄. We again assume that the phase can be expanded linearly
about t̄, so that we have

S̃(ω) =

∫ ∞

−∞
e−iωei[φ(t̄)+φ′(t̄)(t−t̄)]W (t− t̄)dt, (2.21)

= eiφ(t̄)e−iωt̄
∫
ei(ω

∗−ω)t′W (t′)dt′,

where t′ = t− t̄, φ′ = dφ/dt = ω∗. Hence the spectrum is given by

|S̃(ω)|2 = |W̃ (ω − ω∗)|2, (2.22)

where W̃ (ω) is the Fourier transform of W (t). For an arbitrary smooth symmetric window,
the stationary phase point is at ω = ω∗, and |S̃(ω)|2 will thus be a maximum at ω∗ = φ′(t̄).
Hence, just as with the Gaussian window function, instead of Fourier transforming S(t) over
a window and finding the peak, we can obtain the same result by computing the derivative
of the phase, φ′(t̄), at the center of the window. The result applies to any smooth symmetric
window function.

The only drawback with Doppler phase analysis appears to be the difficulty of accurately
unwrapping the phase of noisy data. For the analysis here, the standard MATLAB phase
unwrapping routine was adequate for the data considered. To provide a complete analysis,
it remains to quantify the uncertainty due to peak finding in the FFT method versus phase
unwrapping in the phase analysis method.

2.6.2.2 Comparison of Conventional FFT SODAR Analysis and Doppler Phase Analysis

Here the Doppler shift is estimated by computing the spatial phase derivative using a
finite difference approximation. As with the standard FFT approach above, a 15-minute
running average is presented. The purpose of the comparison, shown in Fig. 2.10, is to
demonstrate the equivalence of the FFT and Doppler phase approaches. The blue line is the
same tower data as in Fig. 2.9. The green line was computed by averaging the phase over a
vertical interval of 20 m and approximating the phase derivative with a finite difference also
over a 20 m vertical interval.

Comparison of Fig. 2.9 with Fig. 2.10 shows that the two methods give similar results.
It seems that the standard FFT method follows the tower data more accurately. However,
with the Doppler phase approach, it was possible to compute wind speed estimates at heights
(such as 158 m) where, with the FFT approach, there were numerous data dropouts (due
to poor SNR). The reason there are no data dropouts with the Doppler phase method is
that the phase is continuous. If a poor SNR region has good SNR regions on either side, the
Doppler phase method essentially interpolates between the two good SNR regions. Hence
if the regions of low SNR are not too numerous, the Doppler phase method will work at
all heights under conditions where the FFT method will fail. However, if the SNR becomes
sufficiently low, obviously both methods will fail.

It is anticipated that the phase approach could be improved by addressing the phase
unwrapping method and the finite differencing used to compute the derivative.
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Fig. 2.10. Same as in Fig. 2.9 except the ASC SODAR data was analyzed using a Doppler
phase method.
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2.6.2.3 Tower/SODAR Comparison: Near Real-Time Data

A detailed comparison has been made of near real-time tower and SODAR data over
three portions of the measurement period: minutes 680 – 720, minutes 1010 – 1050, and
minutes 1300 – 1340. These comparisons are shown in Figs. 2.11-2.13. The blue lines are
the sonic anemometer wind speeds and the green lines are the wind speeds estimated with
the phase derivative method discussed above. The anemometer at 116 m appears to have an
intermittent electronic problem that caused random “spikes” in the wind speed. The spikes
did not appear in the 15-minute averages but are apparent in the 1-second wind speed in
Fig. 2.11.

The tower sonic anemometer data clearly show the increase in the wind speed fluctuations
with a rising sun and increased solar heating. The wind speed fluctuations peak at mid-
afternoon and decrease later in the day as the sun became lower in the sky. In contrast, the
fluctuations in the SODAR wind speed estimates stay about the same, as would be expected
from the theoretical model presented earlier. That is, the size of the phase fluctuations are
relatively insensitive to the turbulence intensity. However, the accuracy of the wind speed
estimates are quite sensitive to the SNR. At the highest altitude, 158 m, where the SNR is
lowest, the SODAR wind speed estimates are noticeably worse than at the lower altitudes
where the SNR is higher.

2.7 Summary & Conclusions
A theoretical model for the instantaneous wave form measured by a Doppler SODAR

was presented. The model predicts that, although the amplitude of the received echo is
chaotic and apparently random, the unwrapped Doppler phase is quite stable and systematic.
Analysis of data confirmed the model predictions and led to a useful approach for analyzing
near real-time SODAR data. The approach, which uses the unwrapped phase of the echo, is
denoted the “Doppler phase method.” The new method has some distinct advantages over
conventional FFT processing. The Doppler phase method provides vertically continuous
wind speed profiles and can return velocity profiles for individual SODAR echoes allowing
for near-real-time output.

The Doppler phase method was applied in a comparison of 24 hours of wind speed data
acquired from the WiSE 200-m instrumented tower with wind speeds estimated by an Atmo-
spheric Systems Corporation (ASC) Doppler SODAR. The capability of the ASC SODAR
to track rapid changes in wind speed using the Doppler phase method was demonstrated.
However, the variances in the estimated wind speeds were larger than desired. This stems
from the sensitivity of the Doppler phase method to the signal-to-noise ratio. Traditional
FFT methods for SODAR analysis use time-averaging and peak finding to enhance the out-
put. While the Doppler phase method ideally provides a continuous vertical profile for each
pulse, applicability of the method would require further research to determine methods for
applying physical models to enhance the SNR.

One such method could be to develop an adaptive Kalman filter that should produce
smaller variances. This would depend on a realistic parametric model for the spatial-temporal
evolution of the second-order statistics of boundary layer turbulence. Secondly, improved
models are needed for the spatial correlation and level of the noise in SODAR returns as
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Fig. 2.11. Near real-time comparisons of tower anemometer wind speeds with ASC SODAR
estimates using the Doppler phase method for minutes 680 – 720 in Fig. 2.9. The anemometer
data rate is 1 sample per second while the SODAR data rate is 1 sample per 13.6 seconds.
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Fig. 2.12. Same as Fig. 2.11 except the time is 1010-1050 minutes.
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Fig. 2.13. Same as Fig. 2.11 except the time is 1300-1340 minutes.
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a function of height. Clearly, noise in echo return data will not be uncorrelated sample-
to-sample, and this fact should be accounted for in order to not place undue weight on
noisy measurements. Thirdly, a more sophisticated method for handling errors in phase
unwrapping is needed.

Bibliography
[1] Antoniou, I.; Jørgensen, H.; Ormel, F.; Bradley, S.; von Hünerbein, S.;
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3.1 Concept Description
As noted by Kelley et al., unsteady inflow conditions caused by turbulence in the atmo-

spheric boundary layer (ABL) lead to unsteady blade loading which contributes to turbine
failure.[8] Additionally, the inability to predict the inflow conditions for seasonal and/or
diurnal variation lead to suboptimal performance compared to expectations.[3] The current
industry methods for addressing these issues include measurement systems such as

• LIght Detection and Ranging (LIDAR) at $50k to $100k per unit,
• SOnic Detection and Ranging (SODAR) at $30k per unit, and
• instrumented meteorological towers.

These systems are costly and provide measurement along a single vertical line. It would
be prohibitively expensive to deploy a large enough number of these systems to provide
real-time feedback for optimization of an entire wind farm.

This program offers a low cost concept to the wind resource measurement community by
utilizing relatively low cost ($1,200 per unit) infrasound pressure sensors in a wireless
array to sense the local wind conditions around a turbine. The concept proposes the
distribution of an array of these infra-sound sensors (0.01-100 Hz sensitivity) on the ground
in the area around a wind turbine. Then, using correlation-based analysis methods, the
vertical profile of the wind velocities is estimated on a real-time basis. Fig. 3.1 illustrates
a conceptual layout for such an array to provide inflow velocities. A pair of microphones is
positioned in a number of heading directions to estimate the profile in that direction.

The concept builds upon years of experience in infra-sound propagation in the atmo-
sphere and technologies for its measurement. Section 3.2 discusses this experience at the
National Center for Physical Acoustics in detail and states an explicit hypothesis based on
this experience that guided the Task 2 effort. Section 3.2 also provides other references in
the published literature that support the concept. Section 3.3 gives details on the approach
taken to test the hypothesis and provides a review of the theoretical basis for the approach.
In section 3.4, the results of a re-analysis of some old infrasound data is presented which
gives support to the hypothesis. Section 3.5 describes the large experimental campaign com-
pleted under this work to provide data to use in testing the governing hypothesis. Finally,
sections 3.6 and 3.7 present results of data analysis efforts performed on the collected data.
Overall conclusions and comments on future work are provided in section 3.8

3.2 Background

3.2.1 Development of Primary Hypothesis

The impetus for the title effort of this research program, “Passive Acoustic Detection of
Wind-Turbine Inflow Conditions,” is found in experimental results discovered by researchers
at the National Center for Physical Acoustics (NCPA) over years of experience in infra-sound
monitoring. “Since 1998, NCPA has been leading the national resurgence of the development
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Fig. 3.1. Illustration of the concept for infra-sound detection of wind turbine inflow conditions.

and application of infrasound research and technology. NCPA played a decisive role in
the development of the U.S. infrasound component of the United Nations Comprehensive
Test Ban Treaty Organizations International Monitoring System (IMS) and has been, and
remains, the lead institution for the U.S. Infrasound Research and Development Team. While
the IMS was intended primarily for the detection of clandestine nuclear weapons tests, for
the last decade the U.S. has been focused on using the infrasound network for geophysical
research.”∗

Typically, the IMS employs infrasound sensing elements that are connected to a network
of porous hose. The hose is used to effectively increase the sensing area on the Earth’s surface
thereby averaging out the effects of atmospheric turbulence. The hose, while effective, ages
quickly and needs to be replaced on a regular basis. As an alternative, NCPA researchers
began experimenting with large multi-element infra-sound sensor arrays with the intent to
average the signals to reduce the effect of wind noise any enhance signal quality.[26]

In field testing the multi-element arrays, NCPA researchers began to notice correlated
disturbances that neither traveled with the acoustic sound speed nor the seismic speed.
These correlated disturbances also appeared to convect at different speeds depending on
their correlation length.[4, 26] Fig. 3.2 illustrates just such an observation presented in Dillion
et al.[4] This was vexing for the physical acoustics researchers but was identified by the
aeroacoustics researchers as a familiar trait of turbulent flows.[5] These observations gave
rise to the hypothesis that an array of suitable pressure transducers distributed
on the ground could be used to predict the time-dependent velocity profile in
the near-Earth boundary layer.

∗http://ncpa.olemiss.edu/infrasound/
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Fig. 3.2. Snapshot of a turbulence-related pressure wave propagating across a 100-element
infra-sound sensor array at a speed consistent with the local wind velocity. Taken from Dillion
et al.[4]

3.2.2 Infra-Sound Array Observations of Shields[27]

In discussions with Dr. F. D. Shields concerning some data that he had collected with
an infra-sound array, it was apparent that his findings were of fundamental importance to
the goal of utilizing ground based sensors for estimating wind profiles. These following notes
summarize the key points of the discussion.

3.2.2.1 Details of Dr. Shields’ Data

The discussion with Dr. Shields centered around an unpublished paper in which the
results of data collected at Piñon Flat, CA in September of 2007 were analyzed. The following
description of the data is taken from that paper.

“This paper compares signals from a seismometer and a 100 element infra-sound array
deployed at Piñon Flat, CA. in Sept. of 2007. The sensors were individually calibrated,
had a sensitivity of approximately 2 mv/Pa, and a flat frequency response from 0.02
to 100 Hz. A similar array was previously used in the observation of infra-sound
from the second and third high altitude blasts from rockets launched from White
Sands Missile Range in 2006. The sensors in the array were arranged in a square,
10 sensors on an edge, with the sensors 2 m apart, making the array 18 m square.
The signals from the 100 sensors were read and recorded 200 times per second with
a 16 bit A/D data acquisition system. Signals from an anemometer located at the
center of the array giving the x, y, and z components of the wind velocity were also
recorded simultaneously. The array was co-located with a calibrated CTBT IMS infra-
sound pipe array and a seismometer. The original purpose for the deployment was to
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(a) Cross-Correlations (b) Correlation Peaks

Fig. 3.3. Shields’ results from Piñon Flat data showing the cross-correlation of columns in the
array running east to west. The slope of the line in 3.3(b) is −2.15 m/s.

compare the noise canceling and infra-sound sensing ability of the 100 element array
with that of the calibrated pipe array.”

The key feature of the data for supporting the present hypothesis is that the infra-sound
data were recorded simultaneously with an anemometer which was located at the center of
the infra-sound array.

3.2.2.2 Shields’ Observations Related to Wind Speed Predictions

Shields’ primary observation was the correlation between the infra-sound data and seismic
data. However, as a secondary focus, the infra-sound array data was processed to yield cross-
correlations between either rows running south to north or between columns running west
to east. The results are particularly telling in relation to the present efforts for wind speed
predictions.

“When these cross correlations are plotted as a function of lag time, the peaks in the
correlation curves are shifted by the time it takes the eddy pattern to move from the
first row or column to the row or column in question. When the sensor separation is
plotted as a function of this delay time a straight line should result with a slope equal
to the wind speed. This effect is shown for a 15 minute interval when the wind was
blowing from west to east with a speed of approximately 2.1 m/s in Fig. 3.3.”

Analysis of the slope in Fig. 3.3(b) gives a wind speed of −2.15 m/s which matches the
wind speed Shields measured with an anemometer located at the center of the infra-sound
array at approximately 5 to 6 feet off the ground.

3.2.3 Brief Review of Relevant Literature

As turbulence boundary layers are a significant area of research, there is no end to the
number of relevant publications discussing characteristics of the same. In this particular
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effort, the researchers found a selection of these of direct significance. These included pub-
lications related specifically to the wall-pressure fluctuations.[2, 6, 10,12–14,16,17] In addition to
these, there are three publications that were key significant references in support of the
working hypothesis. These are reviewed here in brief.

3.2.3.1 Wind Speed from a Three Microphone Array, Bass et al.[1]

This early work by NCPA researchers found that Taylor’s frozen turbulence hypothesis
could be applied to determine the local wind speed and direction from a three microphone
array. The approach was simply “to determine the wind speed acoustically” using “the travel
time between microphones” for the signal associated with turbulent eddies. “The travel time
is determined from a cross-correlation between pairs of microphones at known locations.”

The researchers note that “the observed noise is most intense below 50 Hz.” In conclu-
sion, they state that “initial results indicate that average wind speed and direction can be
determined from the wind noise on a microphone array.”

This early work only focused on the local wind velocity near the measurement micro-
phones. In contrast, the present work seeks to utilize the frequency dependent phase lag to
determine the wind speed at other altitudes above the measurement array.

3.2.3.2 Correlation Studies of Priestly [18,19]

J. T. Priestley’s work titled, “Correlation Studies of Pressure Fluctuations on the Ground
Beneath a Turbulent Boundary Layer,” which he completed in 1965 at the University of
Maryland while working with Dr. Alan Faller, is a key reference for the current effort. This
is because Priestly successfully established an empirical model for the frequency dependent
cross-correlation delay and predicted the atmospheric boundary layer velocity profile.

In his thesis, Priestley defines a coherence scale, α, such that the optimal (time shifted
to provide maximum) cross-correlation decays with distance such that

Ropt,ω(ξ) = e−αξ. (3.1)

Priestley recognizes that the coherence scale should be proportional to the wave-length, k,
which is related to frequency, ω, by the convection velocity, k = ω/Uc. Then, he plots all of
the values of α and k for all the data he collected over a significant range of wind speeds and
solar radiation magnitudes. He finds that his data above k = 0.02 m−1 can be represented
by

α = 0.41k1.28 (3.2)

where both α and k are expressed in m−1. The data for k < 0.02 seem to suggest a constant
value for α. Next, Priestley makes the following observation:

Bull, et al. (1963)† find that it is necessary to distinguish between small and large
eddies; and, in particular, that for wave numbers less than k = 0.35/δ? (the large
eddies), the coherence scale is independent of k. If we assume that the turbulence

†Bull, M. K., Wilby, J. F., Blackman, D. R. (1963) “Wall Pressure Fluctuations in Boundary Layer
Flow and Response of Simple Structures to Random Pressure Fields.” University of Southampton A.A.S.U.
Report No. 243.
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in the present experiment is similar to that investigated by Bull, et al., and that
the behavior of the left hand portion of Fig. 7 [Priestley’s plot of α and k] is the
result of the same phenomenon they observed, we can get a rough estimate for
the present boundary layer displacement thickness.

Priestley went on to estimate δ? = 18 m and δ ≈ 200 m which seems reasonable for an
atmospheric boundary layer.

Priestley continues his analysis with a discussion of the convection of eddies of various
sizes and makes some very pertinent conclusions about the effect that large eddies will have
on the surface pressure correlation at high frequencies due to small eddies:

Now, if we look at the effect of the small eddies upon the coherence of the large
eddy pressure fluctuations, we find that the velocity variations due to the small
eddies cannot physically displace the large eddies and, therefore, cannot cause
any phase variation in the large eddies. The only thing the small eddies can do is
to cause local high frequency pressure fluctuations which simply add to the low
frequency pressure undulations due to the large eddies. Since we are measuring
the narrow band correlations, the high frequency pressure fluctuations added to
the low frequency variations cannot affect the coherence in the low frequency
pass band.

Finally, Priestley utilizes his observations to obtain a wind velocity profile through the
application of the following discussion:

. . . it is probably safe to assume that the dominant influence of an eddy extends a
distance approximately proportional to the “size” of that particular eddy. Thus
we would expect the high frequency portion of the fluctuating pressure, the part
arising from small eddies, to be caused predominantly by turbulence near the
ground. Likewise, the effective source height of the low frequencies should be
expected to be higher since the larger eddies extend to a greater height. If
this is true, the “size” of the eddy versus the convection velocity should be
monotonically related to the height versus wind speed. That is to say, if we let
convection velocity correspond to wind speed, then the wavelength should be
monotonically related to source height.

Priestley then confirms this conclusion be plotting the correlation length, λ, as a function
of the convection velocity, Uc. He then confirms this is related to altitude by comparison to
two anemometer measurements at 4.27 and 10 meter heights above the ground which exactly
intersect the curve! The resulting plot of λ vs. Uc resembles a boundary layer profile.

Priestley’s results for λ vs. Uc were produced for a solar radiation of ≈ 0.1 Langley/hr.
Data for ≈ 25 Langley/hr showed little variation in the convection velocity with respect to
wave-length. Priestley concludes that the vertical motion of the air mass in a highly unstable
condition results in a nearly uniform convection velocity. This is most likely incorrect and
results from the fact that the boundary layer thickness for unstable conditions was too
thick to be measured using the array size that Priestley had employed. The arrays used
by Priestley had no more than 4 sensors and a maximum linear separation of 45 meters.
Therefore, he was only able to predict convection velocities up to heights of ≈ 60 meters
(based on Fig. 9 in his thesis).
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3.2.3.3 ABL Research by Klewicki et al.[9]

Klewicki et al. present results of an experimental work performed at the Surface Layer
Turbulence and Environmental Science Test (SLTEST) facility on the salt playa in Utah
is presented. Measurements were acquired during near-neutral conditions in the evening.
Streamwise pressure gradients were measured using 3 microphone types: (a) 0.25 inch Larson-
Davis resolving down to 23 Hz, (b) 0.5 inch Larson-Davis resolving down to 1.0 Hz, and (c)
0.5 inch B&K 4193-L-004 resolving down to 0.07 Hz. In discussing the resolution of these
sensors the authors state, “Based on estimates of the depth of the atmospheric surface layer,
we may surmise that the 0.07 Hz transducers capture the contributions from δ scale eddies.
Specifically, typical values for the suface-layer thickness, δ, and the mean velocity at y = δ
are 100 m and 10 m/s, respectively. Given these values, a δ-sized eddy advecting at U∞
would generate a frequency of about 0.1 Hz. Comparisons of the present data with the
model predictions of Panton & Linebarger (1974) further support the conclusion that the
present measurements capture a range of frequencies extending from the high-end to below
the peak [pp. 200-201].”

With regard to the wall pressure gradients in the streamwise direction, the authors state,
“Axially aligning the array allowed the construction of space-time correlations, Rpp(∆x,∆t).
[The advection velocity] U+

a was calculated by determining the first peak in the correlation
between pairs of transducers separated by a distance ∆x+ and the simple relation U+

a =
∆x+/∆t+.” Concerning the results the authors state that the calculated values “reveal an
increasing trend in Ua with increasing ∆x+ that is consistent with numerous previous studies
(e.g. Willmarth & Wooldridge 1962; Bull 1967; Blake 1970) [p. 203].” This is extremely
significant because it (a) supports the ability to measure convection velocities
from surface pressure measurements and (b) provides references showing that
this trend is well known from previous work.

The catch will be the determination of the actual velocity, U+(y+) from the advection
velocity, U+

a . The authors comment that the largest U+
a measured was 18.8 which was

significantly larger than previous studies at lower Reynolds number. However, the spacing
between sensors was small, so this value is assumed to be a lower bound. This suggests
that the relationship between the two quantities may be Reynolds number dependent. This
would suggest that wind tunnel measurements at low Reynolds numbers relative to the ABL
may not be useful.

The high Reynolds number data was used to update the empirical constants in a re-
lationship between the pressure variance and the boundary layer thickness [p. 207]. This
relationship was originally proposed by Farabee & Casarella (1991) and was update by the
authors to

prms
τw

=

√
6.5 + 2.30 ln

(
δ+

333

)
. (3.3)

This relationship suggests that it is reasonable to predict δ+ using the pressure variance.
This may be the key to determining the relationship between the advection velocity, U+

a ,
and the actual velocity at a given altitude.

Concerning gusting events the authors reference Schewe (1983) who “revealed that
high-frequency high-amplitude negative events in the p(t) signal underlie the negative skew-
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ness” in the p.d.f. of the fluctuating wall pressure [p. 207]. They also note that at δ+ ' 600
Schewe found that “sensors having a d+ [normalized diameter duτ/ν] greater than 50 failed
to produce a negative S(p) [skewness].” This gives information concerning the detection of
gusting events (i.e. high-frequency, high-amplitude negative events in p(t)) which may be
undetectable if the sensors are too large but should, if detected, manifest themselves in the
skewness of the pressure probability density function.

Concerning the pressure spectra, the authors reference Panton & Linebarger (1974) for a
method to calculate the expected spectral shape including the f−1 behavior observed by the
authors. Noting that the calculations of Panton & Linebarger assume an irrotational and
isothermal free stream, the authors make the interesting statement that “the outer region
of the atmospheric surface layer is bounded by a turbulent ‘free stream,’ and, even under
near-neutral stability conditions, will contain motions that formed under unstable conditions
[p. 210].”

Concerning the pressure correlations, the authors analyze the auto-correlations and state
that the “time to the first zero-crossing has association with advecting O(δ) eddies [p. 211].”
This suggests that the auto-correlation itself may contain enough information for estimat-
ing the advection velocity. If this could be confirmed with cross-correlation measurements,
it would significantly reduce the number of sensors required to estimated turbine inflow
conditions.

The authors examine the (∂p/∂x)wall spectra and find a consistent peak at f+ = 0.08
[p. 214]. They conclude that this reveals that “even at this high Reynolds number the
motions involved in the surface flux of vorticity are confined to a relatively narrow band of
dynamically significant scales. The frequency associated with this peak corresponds to an
advected length of x+ ' 285 [pp. 214-215].” They find that this also manifests itself as a
distinctive negative peak at ∆t+ ' 15 in the autocorrelation of ∂p/∂x.

3.3 Approach

3.3.1 Steps Toward a Deployable System

In order to effectively determine the wind-turbine inflow conditions, the ground-based
system must be able to provide (a) an estimation of the velocity profile over the vertical
extent of the turbine and (b) an ability to detect and track gust-type events. The work
performed in Task 2 was specifically directed to evaluate these two keys to enabling a real-
time acoustic profiler.

Success was anticipated based on previous observations of infra-sound array deployments.
The works of Priestly[18, 19] and Klewicki et al.[9] discussed above provided some guidance
to the efforts. First, as a means of testing the hypothesis, a subcontract was provided to
Dr. Shields to re-analyze existing infra-sound array measurements taken at Piñon Flat, CA,
in September and October of 2007. These results are discussed in Section 3.4. Second,
experiments were planned which would provide the data necessary to assess the key issues.
This included a wind tunnel experiment conducted to develop a method for velocity profile
estimation and to determine the dependence of the method on the surface temperature. Also,
two large field experiments were conducted to acquire infra-sound array data. The deploy-
ment at the Reese Technology Center in Lubbock, TX, provided synchronized array data
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with a 200-m meteorological tower. These experiments are described in detail in Section 3.5.
The use of correlation-based method to estimate the velocity profile from the surface pres-
sure data is presented in Section 3.6. Finally, the use of low-dimensional methods to detect
gust-type events in the ABL from the pressure data is presented in Section 3.7.

3.3.2 Fundamental Basis for Pressure/Velocity Coupling in the ABL

Poisson’s equation provides a description of the convected pressure field, Pc, that is the
hydrodynamic pressure gradients that seem to move with the flow field, as being dependent
on the Laplacian of the turbulence velocity product. Here the velocity, U , is decomposed by
the familiar Reynolds decomposition into a mean, U∞, and fluctuating, u, component such
that U = U∞ + u.

∂2

∂xk ∂xk
Pc = −ρ0

∂2

∂xi ∂xj
uiuj (3.4)

Integrating (3.4) gives the pressure on a surface under a turbulent flow.[10, 15]

P (~x, t) =
ρ0

2π

∫

y2>0

∂2ui(~y, t)uj(~y, t)

∂xi ∂xj

d3~y

|~x− ~y|
(3.5)

However, at this point the question becomes, what gradients are important in the atmo-
spheric boundary layer? The work of Klewicki et al.[9] is particularly insightful here. It
suggests that the typical assumptions that would be applied to a turbulent boundary layer
should also hold for the ABL at least in a local sense (given the length and time scales rel-
evant to wind turbines). The primary of these assumptions is that the horizontal gradient,
∂/∂x, is significantly smaller that the vertical gradient, ∂/∂y. Given that (3.5) describes
the pressure on the ground, the result is that the horizontal gradients in the surface
pressure fluctuations are dependent on the vertical gradients in the velocity.

The theory supports that primary hypothesis, and indeed many researchers in the field of
ABL turbulence hold to these principles in a local sense. Many of the comments of Klewicki
et al.[9] reflect this. Nevertheless, in order to turn this into a useable result for a deploy-
able system, either the solution to Navier-Stokes equation must be found or an empirically
based model for the relationship between the wavelength, λ, of pressure fluctuations on the
ground and the altitude, h, of the related turbulent eddies must be determined. Priestly[18, 19]

endeavored to develop just such a relationship but did not find good agreement in all at-
mospheric conditions and was hampered by a lack of velocity data in the ABL. Here, the
Task 2 efforts were planned to acquire a data set capable of revisiting Priestly’s results with
higher fidelity data.

3.4 Shields’ Analysis of Past Infra-Sound Data
A collaboration with Dr. F. Douglas Shields was formed to provide Dr. Shields the op-

portunity to re-analyze infra-sound array data collected in Piñon Flat, CA, in September
and October of 2007. This new analysis would focus specifically on determining wind speed
from correlation-based analysis of the array signals. In previous work, the multi-element
array was used to eliminate wind noise through averaging, so attempting to use the wind
noise for direct measurement is a new approach.
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Fig. 3.4. Square array setup in Pinon Flat, CA, from 2007 infra-sound experiments.

The Piñon Flat data was obtained with a square array of 100 elements as shown in
Fig. 3.4. The anemometer in the center of the array was only 2.5 meters above the ground
which is not at an elevation significant for wind turbines. Nevertheless, the anemometer does
give some indication of the wind speed. For reference, Figures 3.5 shows the wind speed and
array-averaged pressure for a 15 min. segment of time.

The new analysis of the Piñon Flat data yielded favorable results that support the hy-
pothesis that an array of pressure transducers can be used to predict the wind velocity profile.
Dr. Shields was able to apply some new correlation analyses to array data. An example of
his results is shown in Fig. 3.6 which plots the correlation derived convection velocity as a
function of frequency. The bold red symbols/line is an average of the other plotted data:
these represent 4 different 10 minute segments of data (see Appendix B for details). The red
‘+’ is the wind velocity measured by an anemometer positioned at the center of the array
at 2.5m above the ground.

Theoretically, the correlation between signals at lower frequency should be related to
physical events with larger wavelength (or correlation length scale). This would imply a
relationship between increasing altitude with decreasing frequency. Fig. 3.6 shows an increase
in convection speed with decreasing frequency which fits with expectations of a boundary
layer flow: velocity is higher farther from the bounding surface. Dr. Shields complete report
is provided in Appendix B.

3.5 Details of Lab Experiments and Field Deployments
This section presents the details of the various experiments and field tests that were

conducted under Task 2. Data analysis and results are presented in later sections.
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Fig. 3.5. Wind speed and array-averaged pressure during a 900 second sample on 10/1/2007
beginning at 7:16:02 pm.

Fig. 3.6. Plot of correlation derived convection velocity as a function of frequency.
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3.5.1 Low-Speed Wind Tunnel Measurements

Given that the approach to passive acoustic in-flow profiling is an empirically derived
estimation based on surface pressure correlations, an understanding of the effect of surface
temperature on the correlations is key. Experiments in the NCPA 2′ × 2′ low-speed wind
tunnel were carried out to (a) develop an empirical velocity profile estimation methodology
and (b) evaluate the effect of surface temperature variation. This section describes the
experimental setup and the characteristic data for the wind tunnel environment. Further
data analysis is presented in Section 3.6.

The 2′×2′, low-speed tunnel can reach a maximum test section velocity of approximately
50 mph and has a total test section length of 8 ft. An initial scaling analysis confirmed that it
is not possible to produce a turbulent boundary layer in the test section whose characteristics
are scalable to atmospheric boundary layer (ABL) levels. The drastic difference in Reynolds
numbers is too great to overcome. This is a well known issue when trying to simulate ABL
flows in a laboratory environment. However, the primary objective in the current work is
to predict the velocity at a given elevation using ground-based sensors. The physical basis
behind this estimation relies on turbulent boundary layer physics in general. Therefore,
the approach was to generate a thick turbulent boundary layer that includes large scale
coherence in the wind tunnel environment so that the wall-pressure/flow-field correlations
can be studied.

To generate the thick boundary layer, a 3′′ back-step geometry was chosen. The back-step
was placed immediately at the entrance to the test section. It is known that the reattachment
point lies approximately 6 step heights downstream, and that after approximately 20 step
heights the flow has regained a large portion of its boundary-layer self-similarity but still
retains influences from the large-scale motion generated by the flow separation.[11] For the
3′′ back-step, 20 step heights is 5 ft. This leaves a 3 ft. length in the test section in which
measurements were made.

Fig. 3.7 shows the tunnel setup which includes a 3-inch backstep leading into the 8-
foot long test section. The test section has a 2-foot square cross-section. Tempco silicone
rubber coated electric heaters were installed on the test section floor to allow for a heat flux
boundary condition. K-type thermocouples were mounted in the vicinity of the heaters and
a computer controlled solid state relay was used to supply power to heaters and allow for
thermostatic control. During testing with elevated temperature the heater pads were held
constant to within ±1 ◦C.

Eight 1/4 inch Panasonic series WM-61A microphones spaced out along the centerline
of tunnel test section were used to acquire the dynamic pressure data. The sensors had
a nominal sensitivity of 150 V/psi and a specified frequency range of 20-20,000 Hz. The
microphones were placed in and flush mounted with a top surface of a thin strip of wood
that allowed for alignment and running the microphone wires without having to cut through
and possibly disable to heating strip on which it was mounted. Photographs illustrating
the trimmed wood piece placed on top of the orange heat strips inside the wind tunnel test
section, along with the microphones, are presented in Fig. 3.8. Microphone number 1 was
placed 1.61 m downstream of the backstep inlet. Subsequent microphones were placed 0.006,
0.019, 0.044, 0.095, 0.197, 0.400, and 0.806 m downstream of microphone 1. The variation
in sensor spacing was chosen to allow for a range of correlation lengths to be investigated.
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Fig. 3.7. Low-speed wind tunnel inlet modified with a 3′′backstep at the test section entrance.

(a) Backstep and Sensor Strip (b) View of Sensor Spacing

Fig. 3.8. Trimmed wood piece installed on top of the strip heaters along the centerline of the
wind tunnel test section floor with microphones flush mounted in the downstream section of
it.

Page 39
Final Report | DOE Award No. DE-EE0003269



3 | Passive Acoustic In-Flow Profiling

Fig. 3.9. Photograph of the hot-wire probe within the wind tunnel test section.

A two-wire hot-wire probe connected to a Dantec CTA system and attached to a traverse
system was used to acquire the velocity measurements above select microphones. A photo-
graph of the hot-wire probe above the strip with microphones is shown in Fig. 3.9. The rod
attached to the probe was mounted on a traversing system located on the top of the tunnel
which allowed for horizontal and vertical movement. The hot-wire measurements were taken
at 39 locations throughout the vertical extent of the wind tunnel boundary layer above select
microphone locations starting at approximately 0.013 m above the floor. The next 14 mea-
surements were acquired every 0.006 m and the remaining 24 measurements were spaced out
every 0.013 m until the last measurement was acquired 0.406 m above the test section floor.
The horizontal component of the velocity acquired with the hot-wire at vertical location of
0.406 m above the heater strips was considered to represent the freestream velocity (U∞) of
the flow within the tunnel.

The 2D hot-wire probe was used to measure the streamwise, U , and vertical, V , compo-
nents of the velocity. In the following the mean velocity is denoted with a captial U while
the fluctuating part is denoted with lower-case, u. Calibration measurements were made in
situ as shown in Fig. 3.10 where the hot-wire was placed at various angles to the freestream
flow and acquired voltages were compared to the velocities determined by a reference pitot
probe.

The hot-wire data was collected synchronously with the microphone data at several free-
stream velocities, various surface temperatures, and at different longitudinal locations in
order to define the effect of flow speed and surface temperature on the measured turbulence
and predict downstream flow speed based on upstream pressure measurements. In particular,
the measurements were acquired at tunnel (freestream) velocities, U∞, of 6.1, 7, 8, 9, and 9.5
m/s, with surface temperatures, Ts of 23, 32, 50, and 65 ◦C. Measurements were made at six
longitudinal locations corresponding to microphones 1 through 6, and 39 vertical locations
as noted above

The spectra of the hot-wire measured streamwise, u, and vertical, v, velocity components
of select run at various heights is shown in Fig. 3.11 for a freestream velocity, U∞ = 7.9 m/s
and surface temperature, Ts = 23 ◦C (unheated). Moreover, the influence of tunnel speed
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(a) Hot-Wire and Pitot Probe (b) Compass Indicator for Setting Angle

Fig. 3.10. Photographs of the calibration setup where the hot-wire probe is angled to the
freestream flow and acquired voltage values are compared to those from a pitot probe.
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(b) v-velocity

Fig. 3.11. Spectra of the u and v velocity components measured with a hot-wire located over
microphone 4 at various heights, surface temperature of 23 ◦C and freestream speed of 7.9 m/s.
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Fig. 3.12. Spectra of the u velocity component measured with a hot-wire at a height of 0.05 m
above the microphone 4 for runs with different freestream speeds and surface temperatures.

and surface temperature on the u spectra at h = 0.05 m is shown in Fig. 3.12. For this range
of U∞ and Ts the turbulence spectra seems relatively insensitive to surface temperature.

The mean velocity profiles of the U -velocity above various select microphones are illus-
trated in Fig. 3.13 for U∞ ≈ 8 m/s. Self-similarity is demonstrated here as the profiles are
consistent over the 0.2 meter span between microphones 2 and 6. The effect of surface tem-
perature on the resulting mean velocity profile above microphone 4 is shown in Fig. 3.14
which shows negligible dependence on Ts over the range tested. Fig. 3.15 shows the depen-
dence of the mean U velocity profile on the freestream U∞.

The effect of tunnel speed, U∞, and surface temperature, Ts at a given longitudinal
station in the wind tunnel on turbulence levels can be represented by computing the RMS

values,
√
u2, the mean kinetic energy, k = 0.5

(
u2 + v2

)
, or the turbulence intensity level,

√
2k/3/U∞. All of these represent similar quantities. Here, the kinetic energy, k, is plotted

for several U∞ and Ts in Fig. 3.16. While it is obvious that U∞ has the largest effect on the
turbulence levels, it is also evident that the increase in Ts does slightly reduce the maximum
k in the boundary layer. That is, the turbulence intensity is inversely proportional to the
surface temperature over this range. This may be counter-intuitive; however, the increase
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Fig. 3.13. Mean velocity profiles of hot-wire measurements above various microphones for
runs with surface temperature of 23 ◦C and tunnel speed of approximately 8 m/s.
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Fig. 3.14. Mean velocity profiles of hot-wire measurements from runs with various surface
temperatures and tunnel speed of approximately 8 m/s.
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Fig. 3.15. Mean velocity profiles of hot-wire measurements from runs with various tunnel
speeds and surface temperature of 23 ◦C.
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Fig. 3.16. The effect of surface temperature and tunnel flow speed on the kinetic energy
computed from the two measured velocity components.
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(c) Freestream Velocity

Fig. 3.17. The effect of microphone location, temperature, and freestream velocity on the
sound pressure level values.

in Ts serves to add buoyancy to the fluid which should spread the energy out in the vertical
direction thereby reducing the absolute maximum value.

Pressure measurements were acquired synchronously with the hot-wire data. Although
some variation was noted in pressure measurements as the hot-wire height was changing,
the analysis of the pressure data was carried out only on measurements acquired when the
hot-wire was at its furthest point away from the microphones (height of 0.41 m). Here
the general characteristics are presented. Further correlation-based analysis to estimate the
velocity profile is presented later in Section 3.6.

The analysis of pressure measurements was initiated by looking at the sound pressure
level (SPL) values acquired during the runs. Fig. 3.17 illustrates the small variation in SPL
results depending on (a) which microphone in a given run was considered, (b) the effect
of temperature on the resulting SPL values for runs with similar freestream speeds and
longitudinal location, and (c) the effect of freestream speed on the SPL values for runs with
the same surface temperature and longitudinal location. In all, only the U∞ variation causes
a measurable effect on the SPL.
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Fig. 3.18. Cross-correlation of microphone 1 with other microphones for a sample run at room
temperature.

The cross-correlation coefficients between the eight pressure sensors were calculated as

ρp′i,p′j(x, ξx, τ) =
p′i(x, t)p

′
j(x+ ξx, t+ τ)

pi,rms(x, t)pj,rms(x+ ξx, t+ τ)
(3.6)

using Matlab’s build-in xcorr function, which provided the means to compute a convection
velocity and an integral time scale for the surface pressure signals. Microphones 7 and 8
were found to be located too far from the other microphones and no cross-correlation was
found. Sample results for ρp′1,p′j of microphone 1 with other microphones at U∞ = 8 m/s and

Ts = 23 ◦C are plotted in Fig. 3.18 showing the characteristic time shift and decay of ρMAX.[2]

3.5.2 Field Experiments

3.5.2.1 Locke Station, MS, November 2010

The first significant field experiment was performed over the course of 5 days at a location
near Locke Station in the Mississippi Delta. Fig. 3.19 shows a Google Earth view of the test
site whose GPS center is at 34.26453◦N, 90.20182◦W. A large array of 49 ground-based
measurement locations covering a circular area with a 400 meter diameter was populated
with two different types of pressure sensing elements at each measuring location. Fig. 3.20
shows the layout of the sensor elements. These elements recorded their data continuously
from 1:00 pm Monday, November 8 through 8:00 am Friday, November 12.

A SODAR unit was deployed on site to record data simultaneously with the array over a
24 hour period starting Tuesday at 2:00 pm. The SODAR was placed just South-West from
the array at the location shown in Fig. 3.19. Fig. 3.21 shows the deployed SODAR system.
Fig. 3.22 shows a typical time trace of signal returns from the SODAR unit from midnight
to 2:00 pm on Wednesday, 10 November.

At the center of the array, a sonic anemometer was placed at a height of 124 inches giving
the wind vector near the ground at the array origin. Fig. 3.23 is a view looking South-East
from the center of the array showing the anemometer position. The field site had recently
been cleared and was characterized by very regular soil rows as shown in Fig. 3.23. Fig. 3.24
shows the wind velocity and temperature measured by the anemometer during the course of
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Fig. 3.19. Google Earth view of test site at the corner of Reed and Cook Roads, Locke Station,
MS: GPS center 34.26453◦N, 90.20182◦W.

Fig. 3.20. Layout of infra-sound sensor array at the Locke Station test site. Six arms with 8
sensors in each arm and a single unit at the center giving 49 total sensor locations.
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Fig. 3.21. View of the SODAR system deployed at the Locke Station test site.

Fig. 3.22. Sample SODAR time trace of signal returns from the Locke Station data: colored
by signal strength, plotted versus time on the horizontal and altitude on the vertical.
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Fig. 3.23. View of the test site looking South-East from the array center. The sonic anemome-
ter shown is positioned 124 inches above the ground.

the experiment. The diurnal cycle is clearly evident and the conditions over the course of
the three day deployment were very repeatable. Note that both the mean velocity, |U |, and
the velocity fluctuations, u′, increase during daylight hours except on Thursday. This is due
to a weather front that passed through on Friday.

The pressure sensor array was populated with two different sensor types at each mea-
surement location. This was specifically to satisfy objective (c) in Subtask 2.2: obtain
comparative measurements with infrasound sensors. One sensor was the NCPA developed
UMX sensor referred to as NCPA-UMX below, and the other was the Miltec Research &
Technology (MRT) Triple-Threat system referred to as MRT-TT below. Both of these units
are shown in Fig. 3.25. The MRT-TT sensing element is derived from the Shields dual-
bimorph design.[26] Each MRT-TT sensing element was connected with a short umbilical to
a power and data acquisition box. The NCPA-UMX sensor is an earlier version of that de-
ployed in the USArray program‡ and also uses piezo-bimorphs but in a clover-leaf pattern.[28]

Both the MRT-TT and NCPA-UMX sensor systems offer GPS locked stand-alone sensors
that record data autonomously and can be accessed wirelessly as needed.

Fig. 3.26 shows a comparison between two collocated sensors over the course of the field
deployment. Data was continuously sampled from 6 pm Monday through 6 am Friday. The

‡http://http://www.usarray.org/
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Fig. 3.24. Temperature and horizontal velocity data measured by the anemometer during the
Locke Station field deployment. Red is the temperature and blue is the U velocity where −U
is the South-to-North direction.

(a) NCPA-UMX Sensor Unit (b) MRT-TT Sensor Unit

Fig. 3.25. Infrasound sensor units used to measure atmospheric pressure fluctuations at the
ground. The MRT-TT sensor was connected to an external power supply and data acquisition
box which is not shown in the photo.
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Fig. 3.26. Characteristic pressure signals showing a comparison between the NCPA-UMX and
MRT-TT sensor over the duration of the Locke Station field deployment.

characteristic diurnal cycle shows up in the pressure data as an increase in Prms during
daytime conditions. This corresponds to a thicker boundary layer and higher turbulence
levels characteristic of unstable atmospheric conditions.

The results shown in Fig. 3.26 were used to compare the capabilities of the two sensor
types for future use. The velocity and temperature data in Fig. 3.24 suggest very repeatable
conditions over the three days of the deployment. The MRT-TT sensor exhibits a very
distinct difference between the day and night RMS levels. In contracts, the NCPA-UMX
sensor, located at the same physical position in the deployed array, exhibits unusual bursts
of “noise” in the pressure signal during the day. Additionally, the NCPA-UMX sensor’s
calibration resulted in levels 10 times larger than the MRT-TT sensor. Note that the MRT-
TT sensor was calibrated to a reference B&K 4193-L. Based on these results, the MRT-TT
sensor was identified as a more reliable measurement. Therefore, the bulk of the remaining
analysis was focused on data from the MRT-TT sensors.

Klewicki et al.[9] noted that the single point statistics of the pressure provided some
general characteristics of the ABL. In that vein, probability density functions (PDFs) for
select segments of the data were computed. The results reflect the increase in Prms from
approximately 0.05 at night to nearly 0.7 during the day. Fig. 3.27 plots the PDFs averaged
over a 1 hour time period showing the difference between day and night conditions. The
nighttime data was from 00:00 hours and the daytime data was from 12:00 hours local
time on Tuesday, Nov. 9, 2010. The same data is plotted in as the Log of the amplitude
in Fig. 3.28 which shows the nighttime data exhibits a significant skewness. The negative
skewness suggests high-frequency, high-amplitude negative events which would correspond
to gusting.[21] This lends support for the ability to detect gusting events using the surface
pressure array.

Figures 3.29 and 3.30 show the one-sided auto-spectral density of the pressure signals.
The spectra for three individual sensor’s signals are shown along with the spectra for a
spatially averaged signal obtained by averaging all the array elements together. It is known
that the averaging reduces the “wind noise” by 1/

√
n where n is the total number of sensors in

the average.[26] The two spectra show the characteristic differences in the spectra for daytime
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Fig. 3.29. One-sided auto-spectral density of three individual MRT sensors and also of the
entire array average signal for Tuesday midnight data.

and nighttime conditions at the site. It is interesting to note that with the array averaging,
the wind noise is reduced enough to observe the microbarom signal in the nighttime data.[29]

3.5.2.2 Reese Technology Center, Lubbock, TX, June 2011

An field deployment in collaboration with Texas Tech University was conducted at the
Reese Technology Center (RTC) in Lubbock, TX, on 21-23 June 2011. This experiment
provided coincident measurements of the atmospheric boundary layer with four different
measurement systems:

200-meter Met. Tower The 200-meter meteorological tower operated by RTC provided
measurements of the wind velocity, air temperature, relative humidity, and barometric
pressure at various elevations along its vertical extent. The sampling rate was 20 Hz
for all the data acquired from the tower (see Figures 3.31 and 3.32).

Small Aperture Array A small aperture array of 96 wired MRT-TT pressure sensors was
distributed on the ground covering a 60-meter aperture. Data was acquired for all
channels at 200 Hz. The sensors were spaced evenly in the radial direction at 4 meter
spacing, and each array arm was at 15 degree increments around an arc (see Fig. 3.33).

Large Aperture Array A large aperture array of 49 wireless NCPA-UMX pressure sensors
was distributed on the ground covering a 400-meter aperture. The center of the large
aperture array did not coincide with that of the small aperture array. Data was acquired
at 1000 Hz and each sensor was GPS time synchronized. The array included 6 arms
spaced at 60 degree increments. Along each arm the sensors were distributed with
spacing that increased as powers of 2 with smaller spacing near the array center (see
Fig. 3.34). The layout was the same as in Fig. 3.20.
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Fig. 3.30. One-sided auto-spectral density as in Fig. 3.29 but for the Tuesday noon data.

ASC SODAR An ASC-3000S SODAR system was setup just to the west of the meteoro-
logical tower to acquire data for analysis using the pulse-to-pulse method developed
under this program (see Fig. 3.35). Analysis of this data is discussed in Chapter 2,
Section 2.6.

Each of the measurement systems was operated continuously for 44 hours beginning at
12:00 CST on 21 June 2011. Fig. 3.36 plots the average of all 96 sensors in the small aperture
array showing the higher pressure fluctuations characteristic of daytime conditions over the
duration of the experiment.

Figures 3.37 through 3.42 show the general characteristics of the flow environment ob-
served from the 200-meter tower at the Reese Technology Center field site. Wind speeds
were measured with both sonic anemometers and propellor-type anemometers, and the two
measurements agree (Figures 3.37 and 3.38). Fig. 3.39 shows the wind direction which was
predominantly out of the North initially and shifted to be from the West/Southwest for
much of the last half of the experiment. The quick changes in wind speed early in the
evening on Tuesday correspond to very low wind velocities, so the tan−1 was very sensitive
to small gusts in the wind. Fig. 3.40 shows the vertical wind speed which picked up and
was a significant 1.5-2.0 m/s above 100 meters from Thursday onward. Fig. 3.41 shows the
temperature profile which exhibits the typical diurnal cycle with the high temperature being
at its peak Wednesday evening. Finally, Fig. 3.42 shows the pressure spectra from the MRT
pressure array. These are all presented here to document the atmospheric conditions during
the experiment.

The RTC deployment was intended to provide measurements at a site where a wind
turbine was in active operation. The intent was to gather atmospheric data coincident with
acoustic data to observe the noise produced by the active turbine under varying atmospheric
conditions. However, the research turbine at the Reese Technology Center was not under the
direct control of the Wind Science and Engineering researchers at the time of the experiment.
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Fig. 3.31. The photo shows the entire 200 meter height of the meteorological tower at the
Reese Technology Center. The tower includes measurements at 10 stations along its vertical
extent.
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Fig. 3.32. The meteorological tower at the Reese Technology Center includes measurements at
10 stations. This photo shows the equipment at each station which include a sonic anemometer,
propeller anemometer, temperature sensor, and humidity sensor. Three of the stations include
a barometric pressure measurement.

Fig. 3.33. Small aperture array setup for the Lubbock, TX, experiment.
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Fig. 3.34. Large aperture array setup for the Lubbock, TX, experiment.

Fig. 3.35. The ASC SODAR system was positioned just West of the meteorological tower (in
the left background).
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U2 + V 2) from the Prop-Anemometers. Units are m/s.
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U2 + V 2) from the Sonic Anemometers. Units are m/s.
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velocity components.
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Fig. 3.42. Auto-spectrum of the surface pressure fluctuations averaged over a ∼ 22 minute
period starting from 23:00:00, Tuesday, 21 June 2011. (8192× 32 samples at 200 Hz.)

Rather, the manufacturer, Alstom Power, was in the process of assessing a modified blade
design. As a result, the turbine was not operational during the field experiment. Therefore,
it remains a goal of future work to obtain acoustic data over the infra-sound and audible
ranges to compare with the results obtained under the computational efforts of this program
(see Chapter 5).

3.6 Velocity Profile Estimation
Section 3.3.2 established the fundamental basis for pressure/velocity coupling in the ABL

and demonstrated that horizontal gradients in the surface pressure fluctuations
are dependent on the vertical gradients in the velocity. The ability to utilize this
framework to determine convection velocities was established by Shields’ analysis of the
Piñon Flat data presented in Section 3.4. To move these concepts toward a deployable
system, it was necessary to achieve an automated methodology for data analysis that would
demonstrate estimation of the entire velocity profile. This section presents the development
of just such an analysis method and shows the successful application to both the wind tunnel
data described in Section 3.5.1 and the RTC data described in Section 3.5.2.2.

3.6.1 Establishing the Link Between Pressure and Velocity Length Scales

The cross-correlation functions, ρp′i,p′j , in (3.6) provided a means to compute a convec-
tion velocity and an integral time scale for the surface pressure signals. This analysis was
performed on the wind tunnel data described in Section 3.5.1. The convection velocity, Uc
was determined by selecting the time lag, τ , for the maximum cross-correlation. This τmax
varied depending on the spatial separation, ξ, between the sensors in question (as shown in
Fig. 3.18). Fig. 3.43 shows the obtained convection velocity using this method normalized
by the related free-stream velocity. Compared to the boundary layer profile in Fig. 3.14, Uc
appears to follow the same trend if the microphone separation is taken as an analogy for
the vertical height in the boundary layer. Also, it appears that the heat addition at the
boundary slightly increased the convection velocity.
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Fig. 3.43. Convection velocity computed from the cross-correlation between microphone 1
and microphones 2 through 6.

In order to convert the sensor spacing to an elevation above the measurement surface, it
seemed appropriate to first look at the time scale. The estimate of the integral time scale
was obtained from the auto-correlation of the pressure signals by integration:

θ =

∫ ∞

0

ρp1,p2(0, τ) dτ. (3.7)

The time scale was then normalized by the free-stream velocity, U∞, and the boundary layer
displacement thickness, δ?:

θ? = θ U∞/δ
?. (3.8)

Fig. 3.44 shows that the time scale is approximately 1.1 for the heated surface and 1.6 for
the unheated surface. It is expected that the heat addition at the boundary, which causes
additional buoyant convection, would result in a more rapid breakdown of the turbulent
structures. Therefore, this result follows expectations and suggests that the time scale would
continue to decrease for increased surface temperature.

Finally, the convection velocity and integral time scale were combined to yield a estimate
for the longitudinal (streamwise) length scale, Lx based on the surface pressure signals:

Lx = Uc θ. (3.9)

Fig. 3.45 shows that the heat addition at the boundary resulted in a decrease in the integral
length scale. Given that increasing Ts also corresponded to a decrease in the time scale,
θ?, and a slight increase in Uc, it appears that the time scale is more sensitive to surface
temperature than convection speed. As a result, the length scale decreases but not as fast
as the time scale decreases.

These initial results were significant because they point to the ability to estimate the flow
velocity in the boundary layer from the surface pressure convection speed by considering
the length and time scales present in the boundary layer. The relative insensitivity of
the convection speed with surface temperature was promising because it suggests that an
established velocity estimation method would not depend on surface temperature. Further
research is needed to establish this independence.
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Fig. 3.44. Normalized integral time scale observed from the surface pressure signals for the
two surface temperature conditions.
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Fig. 3.45. Estimated length scale based on the surface pressure data for the two surface
temperature conditions.
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3.6.2 Velocity Profile Estimation Methodology

In order to automate the Shields analysis method and at the same time take the charac-
teristic time scales into account, an analysis method based on the coherence was adopted.
The first step of the analysis was to calculate the magnitude squared coherence at each fre-
quency between the signals of two sensors. The coherence function, Cs1s2(f), was calculated
from the power spectral densities of each signal (Ps1s1(f) and Ps2s2(f)) and the cross power
spectral density (Ps1s2(f)) of both of them:

Cs1s2(f) =
|Ps1s2(f)|2

Ps1s1(f)Ps2s2(f)
. (3.10)

Based on the coherence results a frequency range of interest was defined. The beginning
of the range was defined as a frequency where coherence greater than 5% was recorded for
four consecutive frequencies. Similarly, the end of the range was defined as the frequency
where four consecutive coherence values were below the set value. Requiring 4 consecutive
values above/below the 0.05 limit was chosen based on experience with the data and served
to provide some filter for the frequency range selection.

In the select frequency range, the complex transfer function, Ts1s2(f), was computed as
the quotient of the cross power spectral density of the two signals and the power spectral
density of the first signal:

Ts1s2(f) =
Ps2s1(f)

Ps1s1(f)
. (3.11)

From this, the lag time, τ(f), was calculated at each frequency by unwrapping the phase
angle of the transfer function and dividing it by frequency.

Next, following the method of Priestly[18, 19] the known separation distance between the
microphones, d, was divided by the time lag in order to calculate the convection velocity,
Uc(f) = d/τ(f), at the select frequencies. Knowing the the boundary layer must merge with
the freestream, the wave-length, λ was estimated by dividing the freestream velocity by the
frequencies in the selected frequency range: λ(f) = U∞/f . The two variables, when plotted
against each other resulted in a relationship λ(Uc). Assuming an exponential curve consistent
with boundary layer theory, best-fit equation was applied to determine the constants Ac and
Bc such that

λ(Uc) = Ace
BcUc . (3.12)

The next step is to determine the appropriate relationship between the length scale λ
and the corresponding altitude, H, allowing the estimation of the vertical velocity profile.
To do this, known velocity data (from either the low-speed tunnel hot-wire or the RTC
meteorological tower) was fit with an exponential function such that

H = Aee
U×Be , (3.13)

where H is the altitude and U is the velocity. Then, by requiring the two exponential curves
(3.12) and (3.13) to match, the constants can be related by

Ae = Ac ×
d

Ca
, and (3.14)
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Be = Bc × |Uc,min − Uc,max| × Cb. (3.15)

The goal was the to compare all the collected data to establish Ca and Cb as constants which
could be used for subsequent estimation of the velocity profile. For the low-speed tunnel
data, it was found that Ca = 60 and Cb = 1.65 could be used as constants to successfully
analyze the entire data set. However, in analyzing the RTC met. tower data, the best fit
required Ca = 0.57 and Cb = 13 which was significantly different from the wind tunnel data.
Nevertheless, for the tunnel data, once these constants were known, the pressure data could
be used to estimate the velocity profile with great accuracy. Results demonstrating this are
presented next.

3.6.3 Velocity Profile Estimation Results and Discussion

The velocity estimation methodology was applied first to the wind tunnel data and later
to the RTC data. In the case of the wind tunnel data, three runs were considered with
nearly identical freestream speed of 7.9 m/s but with three different surface temperatures:
23, 32, and 50 ◦C. The streamwise velocity profile was estimated from the surface pressure
coherence. In the case of the RTC field tests, a 30 minute long segment of the data starting
at 04:00 UTC on 22 June 2012 was considered for a given array arm pair of sensors. The
velocity profiles in u, v, and w directions were estimated.

3.6.3.1 Analysis of Wind Tunnel Data

To fully demonstrate the procedure, the analysis of the room temperature data (23 ◦C)
is presented step-by-step. The coherence measurements were constructed from the signals
measured by microphones 3 and 4. In Fig. 3.46, the coherence between the signals is plotted
with the frequency range having consistent coherence above 5% highlighted as noted in the
discussion following Equation 3.10. For reference, the individual spectra of both signals is
shown in Fig. 3.47 with the same frequency range highlighted. The selected frequency range
in this case was found to be between approximately 2400 Hz and 5000 Hz.

Fig. 3.48 presents both the real and imaginary parts of the calculated transfer function
between the two signals along with the highlighted frequency range. Fig. 3.49 presents
the time lag, τ(f), between the two microphones calculated from the transfer function as
suggested by Equation (3.11).

The calculated time lag and select frequency values, as explained in the previous section,
were used to calculate the convection velocity and wavelength estimates. The two variables
plotted against each other are shown in Fig. 3.50 along with a best-fit exponential line with
Ac = 0.0057 and Bc = 0.0191. The crucial next step of the procedure considered the
mean, hot-wire acquired, streamwise, velocity profile. The constants of Equation 3.13 were
calculated following Equations 3.14 and 3.15, and the resulting exponential curve estimating
the velocity profile was plotted along with the measured mean velocity profile, as shown in
Fig. 3.51.

The same procedure was repeated for tests at 32 and 50 ◦C. The resulting estimated ve-
locity profile along with the measured mean velocity profile are illustrated in Fig. 3.52. Over
the range of conditions encountered in the wind tunnel experiment, the estimating equa-
tion was found to be independent of the surface temperature in the considered
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Fig. 3.46. The coherence between signals of pressure sensors 3 and 4 for wind tunnel tests at
room temperature; highlighted is the select frequency range of interest.
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Fig. 3.47. The spectra of pressure measurements acquired using sensors 3 and 4 for wind
tunnel tests at room temperature; highlighted is the select frequency range of interest.
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Fig. 3.48. The real and imaginary parts of the transfer function between the two signals;
highlighted is the select frequency range of interest.
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Fig. 3.49. The time lag between the two signals at various frequencies; highlighted is the select
frequency range of interest.
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Fig. 3.50. Plot of calculated convection velocity and wavelength at the select frequency range
along with a best-fit exponential curve.
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Fig. 3.51. Plot of the hot-wire measured velocity profile along with the velocity profile esti-
mated from two ground pressure sensors for wind tunnel tests at 23 ◦C.
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Fig. 3.52. Comparison of hot-wire measured velocity profiles along with the velocity profiles
estimated from two ground pressure sensors for wind tunnel tests at 32 and 50 ◦C.

range. Therefore, the values of the constants mentioned above were not altered to produce
these estimates.

3.6.3.2 Analysis of RTC Field Data

The analysis of the field data was performed for only one single 30 minute segment of
data starting at 04:00 UTC, 22 June 2012. This was a test to determine the applicability
of the methodology developed in the wind tunnel test. The methodology was only applied
to two of the 96 sensors in the MRT array. It was immediately apparent that the analysis
would be more difficult based on the much lower levels of coherence, plotted in Fig. 3.53,
compared to the wind tunnel coherence plot of Fig. 3.46. Above 0.1 Hz, the coherence is
never continuously above 5%, so no automated way of selecting a frequency range based on
coherence was determined. Instead, in this case, a frequency range was selected from the
time lag data, where a ”hump” was noted from its lowest to its highest point (smallest and
largest time lag value). The calculated time lag along the whole frequency range is shown
in Fig. 3.54, and the selected range is highlighted.
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Fig. 3.53. The coherence between signals of pressure sensors 1 and 2 of L1 arm of the sensor
array pointing north in the field tests.

0 1 2 3 4 5 6 7 8 9 10
0

5

10

15

20

25

Frequency, Hz

T
im

e
L

a
g
,

s

 

 

Full Data

Select Range

Fig. 3.54. The time lag between the two signals at various frequencies; highlighted is the select
frequency range of interest.
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Fig. 3.55. Plot of calculated convection velocity and wavelength at the select frequency range
along with a best-fit exponential curve.

Following the methodology from the wind tunnel data, the convection velocity and wave-
length were calculated and best-fit exponential equation was fitted, as shown in Fig. 3.55,
to determine the Ac and Bc constants. Next, the constants of Equation 3.13 were calcu-
lated following Equations 3.14 and 3.15 and the resulting exponential curve estimating the
velocity profile was plotted along with the measured mean velocity profile. Curiously, it was
found that the same equation and constants were applicable independent of which velocity
direction (u, v, or w) was considered (although it should be noted that the procedure used
the corresponding component of freestream velocity which was known from the tower data).
The comparison of meteorology tower measured velocity profiles along with those estimated
from two ground pressure sensors is shown in Fig. 3.56 for all three velocity directions.

At the conclusion of the program it was noted that the selection of the frequency range
from the time lag “hump” was erroneous. This selection happened to correspond to increasing
time lag magnitude with increasing frequency (decreasing wavenumber) which is opposite of
that in the wind tunnel data. This is also opposite of what is expected for boundary layers
where the larger scales should move faster at farther distances from the wall. Another look
at Fig. 3.54 shows that the overall trend is for time lag decreases with frequency over the
range from 0 to 3 Hz. The increase in time lag around 0.6-0.7 Hz may likely be due to a
low-level jet effect.

Overall, the application of the methodology to the full-scale data was not successful;
however, the issue lies in the interpretation of the time lag versus frequency information
which does exhibit the desired overall trend. It should be noted that only 2 of the 96
sensors were analyzed due to the time constraints in the program (see Section 3.8 for more
discussion).

3.6.3.3 Brief Summary

An automated methodology for estimating the velocity profile from surface pressure sen-
sors was successfully established and applied to wind tunnel boundary layer data. The
limited application attempt to the field data was not successful, but this is mostly due to
the effort to use the same methodology without modification. The general trends in the field
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Fig. 3.56. Comparison of meteorology tower measured velocity profiles in three directions and
those estimated using two ground pressure sensors during the field tests.
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data suggest the information is available for a successful estimation. With the conclusion of
the RTC field test, a significant data set now exists to pursue this further.

3.7 Gust Detection and Tracking
Wind gusts can be described as events with large spatial scales that occur over short time

scales. Therefore, from a ground-based pressure perspective, these events tend to exhibit
high-frequency content as well as high correlation over a large area. Based on this observa-
tion, gust detection could be performed through dynamic systems analysis. In particular,
orthogonal-mode-based analysis was applied in the current work to demonstrate how these
methods might provide a gust detection and tracking system using the ground based array.
This approach was taken specifically based on the observations of pressure waves propagating
across the infrasound arrays as shown in Fig. 3.2.

3.7.1 Observation of Length Scales Using POD

According to Dr. Shields’ findings, a key to determining the relationship between ground
based measurements and elevated wind speed estimations is understanding the spatial length
scales in the surface-pressure correlations in order to relate them to spatial scales of the
atmospheric boundary layer turbulence. A first look at the overall surface-pressure spatial
scales was computed using proper orthogonal decomposition (POD) which is well suited to
obtained the dominant empirical modes for a non-homogeneous system[7].

In short, the POD suggests a series representation of the surface-pressure, P (~x, t), such
that

P (~x, t) =
∑

s

α(s)(t)φ(s)(~x). (3.16)

The empirical eigen-modes, φ(s), are determined from the cross-correlation matrix of the
pressure sensors through solution of the integral eigenvalue problem

∫

Ω

Rpp(~x, ~x
′)φ(s)(~x′) d~x′ = λ(s) φ(s)(~x). (3.17)

The temporal expansion coefficients, α(s)(t), can be obtained through projection of the orig-
inal signal onto the span of the empirical eigen-modes

α(s)(t) =

∫

Ω

P (~x, t)φ(s)(~x) d~x. (3.18)

Fig. 3.57 shows four dominant POD modes determined from 1-hour-long data sets for
midnight and noon conditions on Tuesday of the Locke Station experiment. The plots
show that the spatial scales represented by the midnight modes are larger in size relative
to those for daytime conditions. This is a key result because of the night/day relation to
stable/unstable conditions in the atmosphere. The unstable conditions during the day yield
smaller scale turbulence due to the buoyant motion. At night, the more stable conditions
typically give rise to complications in simulation and analysis because of the lack of “turbu-
lence.” However, gusting events in stable conditions are one of the most dangerous problems
for wind turbines. Therefore, demonstrating large spatial correlations that could be used to
track large scale gusting events in a stable atmosphere is a key result.
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Fig. 3.57. Comparison of POD eigen-modes obtained for midnight and noon conditions: top
row – midnight; bottom row – noon.

3.7.2 DMD Tracking

A method for both detecting and tracking large-scale coherent events was developed
based on the Dynamic Mode Decomposition (DMD). The DMD is a low-dimensional method
that describes the dynamic evolution of a flow system by a set of coherent modes with
characteristic stability and frequency. The dynamical behavior of each mode is immediately
known, and the flow field can then be modeled by these modes. As such, DMD is well-suited
to applications in localized forecasting, particularly when specific coherent behavior must be
extracted from the overall flow field.

The basis for the dynamic mode decomposition is the more general Koopman mode anal-
ysis. For a finite, non-linear dynamical system, the evolution of any function of the system,
called an observable, can be described as a mapping by the infinite, linear Koopman opera-
tor.[20] In this case, the system will be the near-earth boundary layer, and the observables
will be measured fluid properties, such as velocity, temperature, or pressure.

The dynamic mode decomposition is the Koopman mode analysis for a discrete linear
system in regular intervals. When applied to a non-linear system, such as the atmospheric
boundary layer, the dynamic modes are a linear tangent approximation to the theoretical
non-linear Koopman modes.[23] The dynamic mode decomposition has been applied previ-
ously to image-based flow visualization data from controlled experiments.[22–25]

The algorithm follows the procedure as developed by Schmid, including the singular value
decomposition preprocessing step for robustness.[23] Here the algorithm is summarized to
illustrate the unique problems in decomposing the near-earth atmospheric boundary layer
system.

Any M flow field measurements at a certain time step i are first arranged into a snapshot
vector, vi. A snapshot sequence, VN

1 , then is a matrix of N snapshot vectors taken at regular
intervals, where the subscript denotes the first time step and the superscript denotes the last.
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It is assumed that a linear mapping A exists such that for any time step i,

vi+1 = Avi. (3.19)

Therefore, for two adjacent snapshot sequences VN−1
1 and VN

2 such that

VN−1
1 =

[
v1 v2 · · · vN−2 vN−1

]
(3.20)

and
VN

2 =
[
v2 v3 · · · vN−1 vN

]
, (3.21)

VN
2 = AVN−1

1 . (3.22)

The dynamic eigenvalues and modes are equivalent in theory to the eigenvalues and
eigenvectors of the matrix A. However, in the case of experimental data, the underlying
linear transformation is unknown. The following matrix-free method circumvents this prob-
lem. Schmid supposes that, after some number N − 1 of snapshot vectors, the underlying
physical dynamics will be fully captured, and the next snapshot vector can be expressed
approximately as the linear combination of the previous vectors.

vN = a1v1 + a2v2 + · · ·+ aN−1vN−1 + r, (3.23)

where r is the residual vector. As N increases in a purely linear, stationary system, it is
expected that the norm of r will approach zero. However, the atmospheric boundary layer
is both non-linear and non-stationary, and the surface pressures are the only observables,
so the residual vector norm will be significant for all N ≤ M . While the method devel-
oped in Schmid (2010)[23] will retain its mathematical form, there is a subtle difference in
the underlying assumption: While the overall dynamics may not yield to linear stationary
approximation, within the fluid system, there exist certain coherent, approximately-linear
dynamics. Let N > M , so that Equation (3.23) is overdetermined. In this case, r will be

zero, and the coefficients a =
[
a1 · · · aN−1

]T
will be found from the least-squares solution

of
vN = VN−1

1 a. (3.24)

As more snapshot vectors are added to the sequence, the linear combination of spatial and/or
temporal incoherence in the measurements will decrease in magnitude, and vN will approach
the linear combination of only the coherent dynamics.

By defining the companion matrix S as

S ≡




0 · · · 0 a1

1 a2

0
. . .

...
...

... 1 0 aN−2

0 · · · 0 1 aN−1



, (3.25)

the snapshot sequence matrices VN−1
1 and VN

2 can be related by

VN
2 = VN−1

1 S. (3.26)

Page 72
Final Report | DOE Award No. DE-EE0003269



3 | Passive Acoustic In-Flow Profiling

0 10 20 30 40 50 60 70 80 90 100
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

POD Mode Number, N

λ
N
/
∑

λ

∑
N n
=

1
λ
n
/
∑

λ

0

0.125

0.25

0.375

0.5

0.625

0.75

0.875

1

Fig. 3.58. POD basis distribution for Reese Technology Center field site data on Tuesday, July
21st, 2011 at 2300 UTC (6 pm).

Evidently, from Equation (3.22), the dynamic mapping A can be related to the companion
matrix S. In order to ensure a robust algorithm, the singular value decomposition of VN−1

1

is computed according to
VN−1

1 = UΣW†, (3.27)

as suggested for potentially noisy experimental data by Schmid.
Incidentally, the SVD computes the proper orthogonal decomposition of the snapshot

sequence. The M × N diagonal matrix Σ contains the POD eigenvalues, and the M ×M
unitary matrix U contains the proper orthogonal modes. As such, this preprocessing step
imparts additional information about the coherence of the system and its suitability to low-
dimensional analysis. The first R modes of the POD are selected by some method, and an
R×R square diagonal matrix D is extracted from Σ to give the approximation

VN−1
1 ≈ URDW†

R. (3.28)

Combining Equations (3.22) and (3.26) and substituting this reduced SVD, A can be related
to S by

U†RAUR = U†RVN
2 WRD−1 = S̃, (3.29)

where S̃ ≡ (WRD−1)−1S(WRD−1). Since they are related by a similarity transformation,
the eigenvalues of S̃ are some of the eigenvalues of A. For every yi, an eigenvector of S̃,
URyi is an eigenvector of A. As a consequence, using this method, the dynamic modes are
automatically expressed in the POD basis.

The dynamic mode decomposition was applied to the MRT-TT data from the Reese
Technology Center deployment. The original 200 Hz time series was filtered and subsampled
at 20 Hz, and different snapshot sequence lengths were investigated. The POD basis was
used as a rough criterion for the time interval over which the DMD was applied. In most
cases, an interval of 2-5 minutes yielded a POD basis with over 25% of the relative eigenvalue
magnitude contained in the first ten modes. A typical POD eigenvalue distribution for data
taken at 2300 UTC on July 21st is shown in Fig. 3.58. The decomposition was over an
interval of 250 seconds.
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Fig. 3.59. DMD spectrum for Reese Technology Center field site data on Tuesday, July 21st,
2011 at 2300 UTC (6 pm). The magnitude is the norm of each mode.

The dynamic mode spectrum for the same data, with POD basis restricted to the first 10
modes, is shown in Fig. 3.59. The eigenvalues λ have been mapped onto the stability plane
by µ = log(λ)/∆t, where µr and µi are the real and imaginary components, respectively.
The real component is related to the stability of the mode as a characteristic time of growth
or decay, while the imaginary component is the frequency of the mode. The color and size
of each point in the spectrum is associated with the coherence, given by the vector norm of
each DMD mode. Since the modes are expressed in the orthonormal POD basis, the norm
has a maximum of 1.

Each mode can be considered a complex-valued distribution of pressures on the original
transducer array that evolves in time as the product with its associated eigenvalue. The
spectrum in Fig. 3.59 exhibits several coherent, low-frequency, stable modes. Taking the first
mode as an example, the vector is stepped through time by a product with its eigenvalue, and
the real component at each time step is plotted on a representation of the original pressure
transducer array. The result is plotted at four illustrative times in Fig. 3.60. Evidently, this
mode is associated with a localized pressure disturbance moving across the array from South
to North. In the figure, the grid crossings are the locations of the pressure sensors which
are physically 4 meters apart. This suggests that the disturbance represented by Mode 1
moves at approximately 2.5 m/s from South to North. This agrees with the wind speed and
direction from Figures 3.37 and 3.39. Modes with similar behavior can be extracted from
other decompositions at different times.

To validate this method, a synthetic data series was constructed by creating a disturbance
with a Gaussian spatial shape and allowing this disturbance to move across the array at a
given speed.

3.7.3 DMD of a Synthetic, Transient Pressure Distribution

Dynamic modes have been shown to exist associated with propagating localized pressure
disturbances. However, the modes that exhibit this qualitative behavior are not spectrally
consistent, and must be identified by inspection for each decomposition of experimental data.
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Fig. 3.60. Evolution of dynamic mode 1 for the decomposition of Reese Technology Center
field site data on Tuesday, July 21st, 2011 at 2300 UTC (6 pm). North is the +y-direction.
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In order to characterize the spectra of such localized pressure distributions, a synthetic data
set was generated and decomposed using the same DMD algorithm.

The pressure disturbance due to a billow or gust can be idealized as a propagating two-
dimensional circular Gaussian distribution,

p(x, y, t) = exp

{
−(x− x0 − uxt)2 + (y − y0 − uyt)2

2σ2

}
, (3.30)

where (x0, y0) is the initial position of the center of the disturbance, and (ux, uy) is the
disturbance velocity. The effective spatial diameter of the disturbance is specified by the 2-σ
width, so that D ≡ 4σ. Anticipating comparison with the modal spectrum, the velocity is
not specified directly. Instead, an effective period is specified, the time for the center of the
distribution to cross the simulated sensor array.

Several synthetic time series were generated on a simulation of the small aperture array
from the Reese Technology Center experimental campaign, using the same acquisition rate
of 20 Hz. For comparison, a disturbance was chosen with approximately the same diameter
as the mode resolved in Figure 3.60. Three snapshots of the time history of this synthetic
disturbance are plotted in Figure 3.63. The disturbance was propagated off-center to avoid
introducing any symmetries that might affect the generality of the decomposition.

The DMD was applied over a 50-second window centered about the point of nearest
approach for the disturbance. A POD basis of 11 non-negligible modes was extracted,
and subsequently, 11 dynamic modes were obtained. The eigenvalue spectrum is shown in
Figure 3.61. The frequencies of the non-stationary modes, which appear in conjugate pairs,
are related by integer multiples. These modes are relatively stable, with characteristic decay
times on the order of 20 times the window extent. A combination of continuous, constant-
frequency modes at harmonic frequencies is reminiscent of a Fourier transform of a transient
function, and in fact, for dynamics evolving on a attractor, the DMD can be shown to be
equivalent to a discrete Fourier transform.[20]

The real component of each mode conjugate pair is shown in Figure 3.62, along with the
associated angular frequency. For each successive harmonic frequency, the spatial wavelength
of the modal distribution also increases, following a phase velocity relationship, v = ω/k.
These modes propagate in the same direction as the Gaussian disturbance itself.

Finally, to verify the decomposition, the dynamic modes were used to reconstruct the
time history. First, the modes are weighted by their projection onto the first time step
in the synthetic data. The time evolution of each complex mode is given by the product
with the respective complex eigenvalue. By superimposing the modes at each time step, the
reconstruction shown in Figure 3.64 was obtained. The reconstructed disturbance leads the
original slightly in time, but is otherwise in good agreement with the original data. If the
modes are weighted by a projection onto a later time step, when the disturbance has fully
entered the array, the observed discrepancy disappears.

The synthetic decomposition demonstrates that transient disturbances will not decom-
pose into a single mode, but rather, a series of harmonic modes. In future work, spectra
of experimental data will be examined for families of modes that might be superimposed to
obtain transient signals, instead of individual, periodic modes.
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Fig. 3.61. The dynamic mode spectrum for the synthetic Gaussian distribution.

(a) µ1,i = 0.0 s−1 (b) µ2/3,i = ±0.404 s−1 (c) µ4/5,i = ±0.266 s−1

(d) µ6/7,i = ±0.132 s−1 (e) µ8/9,i = ±0.550 s−1 (f) µ10/11,i = ±0.714 s−1

Fig. 3.62. The dynamic modes obtained from a decomposition of the synthetic Gaussian
distribution.
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(a) t = 15 s (b) t = 25 s (c) t = 35 s

Fig. 3.63. Three snapshots of the synthetic time series from the propagating Gaussian distur-
bance.

(a) t = 15 s (b) t = 25 s (c) t = 35 s

Fig. 3.64. Three snapshots of the time series reconstructed from superposition of the dynamic
modes.
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3.8 Conclusions and Future Work
The concept of utilizing infrasound pressure sensors in a wireless array to sense the

local wind conditions around a wind turbine was explored. Prior experience and theoretical
analyses led to the main hypothesis that an array of suitable pressure transducers distributed
on the ground could be used to predict the time-dependent velocity profile in the near-
Earth boundary layer. To prove the hypothesis in general, it was necessary to evaluate two
questions: (a) Can a ground-based pressure measurement system yield an estimation of the
vertical velocity profile, and (b) is an infrasonic pressure array capable of detecting and
tracking gust-type events?

To explore the main hypothesis, both wind tunnel experiments and large-scale field de-
ployments were carried out to collect data with simultaneous measurements of the surface
pressure fluctuations and the velocities in the boundary layer. Very few atmospheric measure-
ment campaigns have measured the ABL (velocity, temperature, pressure) simultaneously
with a large infrasonically sensitive surface pressure array. Therefore, a bulk of the effort
was focused on acquiring this data for archival purposes. The field deployment at the Reese
Technology Center successfully provided the synchronous data set necessary for evaluating
low-frequency pressure/velocity coupling in the ABL.

Analysis of the wind tunnel data successfully yielded a methodology whereby the mean
vertical velocity profile could be estimated from the surface pressure coherence. Application
of the dynamic mode decomposition (DMD) to the RTC field data successfully isolated
and showed the propagation of a large disturbance moving across the array at a speed and
direction consistent with the wind measured at the site. These two accomplishments serve
to prove in a general sense that the main hypothesis is true. Still, the development of these
two tools into a complete hands-off system will required additional work.

One of the drawbacks of the current work is that the velocity profile estimation, while
effective, still depended on the knowledge of the free-stream velocity present outside the
boundary layer. It is likely that this dependence could be removed by utilizing past atmo-
spheric research results. In particular, Klewicki et al.[9] suggest that the RMS amplitude
of the pressure fluctuations could be used to estimate the boundary layer thickness using
Equation (3.3). Additional research is needed to determine a suitable method for using prms
in this manner to yield the velocity at the edge of the boundary layer. Future work would
utilize the data in the RTC field deployment to explore these relationships in greater depth.
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As part of the Task 2 effort, a computation fluid dynamics (CFD) framework was devel-
oped for evaluating ground based sensor array determination of the wind velocity aloft. Two
CFD efforts were pursued to this end. First, Combustion Research and Flow Technology,
Inc. (CRAFT-Tech) attempted a large-eddy simulation (LES) of the 2-foot tunnel experi-
ments conducted at the NCPA as described in 3.5.1. Second, an LES of the Atmospheric
Boundary Layer (ABL) was set up and run by Jericho Cain, a graduate student at the NCPA
supported by this program.

4.1 CFD Efforts of CRAFT Tech
The results of the CRAFT Tech effort are described in Chapter 2 of the CRAFT Tech

final report which is provided in Appendix C. While some interesting results were generated,
the high computation cost of resolving the small spatial scales while also generating long
physical time runs was prohibitive and limited the results to qualitative observations.

4.2 LES Simulation of the ABL
Cain’s efforts resulted in a successful implementation of an ABL simulation. The effort

and current results have been condensed into Cain’s Ph.D. prospectus which is currently un-
der consideration by the graduate committee which includes Drs. Nathan Murray (PI) and
Richard Raspet (Co-PI) who have been directing Cain’s efforts. The main results of signifi-
cance to the present work is that the wind speed suggested by surface pressure correlations
exceeds the flow velocity near the ground by a factor of at least 2. This suggests that even in
the LES simulation, the convection velocity implied by the ground based correlations must
be related to turbulent events aloft rather than near the ground. This result demonstrates
that the LES simulation should provide a tool for further exploration of ground-based in-flow
profiling methodology. The prospectus is incorporated here in its entirety on the following
pages.
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Large-eddy Simulation of Surface Pressure Fluctuations Generated by Elevated

Gusts.

A Prospectus for A Doctoral Dissertation

Jericho E. Cain

National Center for Physical Acoustics,

University of Mississippi.

(Dated: January 9, 2012)

1

Appendix 4 | LES of Gust Generated Surface Pressure

Page 83
Final Report | DOE Award No. DE-EE0003269



5 | CFD Optimization of Rotor Blade Geometry

The efforts of Task 3 were subcontracted to Combustion Research and Flow Technol-
ogy, Inc., (CRAFT Tech). The goal of this effort was to develop a framework for design
optimization based on multiple design objectives including noise generation. CRAFT Tech
was successful in developing a methodology using a code called SCULPTOR in concert with
their CRUNCH CFD flow solver and a Ffowcs Williams-Hawkings (FW-H) acoustic solver
to automatically generate an optimized blade design. The design goals included maximizing
the output power and minimizing the observed sound pressure level (SPL). As shown in
Figure 38 of their final report, the optimizer was able to improve on the power output of
the NREL BSDS blade design while also reducing the observed SPL. Complete details are
provided in CRAFT Tech’s final report attached as Appendix C.

The design optimization framework resulting from this effort is a significant outcome of
the current program. The current industry requirements to build optimization into the design
phase require that multiple design objectives can be met by the optimization method. This
work demonstrated successfully the implementation of two design goals that are typically
thought to be in competition with one another. In future applications, the need for low
sound production could be incorporated into the airfoil design phase using this tool.
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The task 4 objective to develop a “health monitoring system for rotor blades with wire-
less flush mounted sensors” was the brainchild of Dr. Seiner. Prior to his passing, Dr. Seiner
subcontracted Miltec Research & Technology, Inc. (MRT) to perform the design and im-
plementation of the wireless sensors and health monitoring system. MRT’s work was in
response to the following request for proposals published by Dr. Seiner:

Option 1: Proposers must have the capability to design an onboard, real time
health monitoring system. The capability should be successfully used to design
systems monitoring for damage (cracking, corrosion, bolt loosening) in other
aircraft structures such as wind spars, landing gear, and various fittings.

The Option 1 proposed task is to take the proposers proven optimal design
techniques and design an onboard health monitoring system. In this task the
optimal locations to place sensors and actuators will be calculated to detect de-
laminations in a composite rotor blade. The objective of this task would be to
create a system that is

1. maximally sensitive to debonding and buckling along the spar structure,
2. still able to detect damage in other areas,
3. realized with the minimal number of sensors as to minimally affect weight,
4. maximally robust to manufacturing variations, and
5. able to operate given the loss of a limited number of sensors.

The system will be designed such that it can be connected to a generic interro-
gation unit that will supply power and record the measurements. These mea-
surements will then be downloaded onto a computer and processed to assess the
damage condition.

The proposer’s design approach shall create optimization techniques that identify
sensor type and location for damage detection. Objectives in generating these
designs shall include minimizing the number of sensors while ensuring a robust
design in the face of error in the models. In the optimization, the allowable sensor-
actuator locations shall be defined to insure the resulting designs are easier to
manufacture and install. The model required for the design of the system will
be provided by the NCPA. The result of the proposers design shall be a set of
sensor-actuator locations that will allow efficient monitoring of a wind turbine
blade.

Option 2: The proposer shall use its hardware design experience to create a
data collection system to support Option 1. The system would supply power to
the sensors and actuators and collect the data for processing. Different options
for supplying power will be explored including solar, ambient vibrations, and
electromagnetic energy collection. The data collected will most likely be trans-
mitted wirelessly due to the inaccessibility of the location of the sensors. Due
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to the constraints of providing power for excitation, data collection, and wireless
transmission, the proposer will develop a thorough power budget.

The data collection system will also be designed to support the NCPAs efforts to
independently verify their wind speed measurements. To accomplish this, extra
data acquisition channels will be included that can support a to-be-determined
number of NCPA sensors. These channels will be sampled 5-10 times faster than
the highest frequency desired to be processed. The data will also be time stamped
to allow comparison to other time stamped signals. The deliverable of this option
is a paper design of a system along with limited component testing depending
on the needs of the NCPA.

Upon Dr. Seiner’s passing, Dr. Murray found that MRT had never been provided with
the blade model required for design. This put MRT’s efforts significantly behind. Through
communication with Joshua Paquette at Sandia National Labs, NCPA acquired the CX-100
and WindPACT blade models and passed them on to MRT. MRT was subsequently able to
complete the work for Option 1 of the subcontracted effort. However, no attempt was made
by MRT to conduct hardware development associated with Option 2.

At the conclusion of their work, MRT successfully demonstrated the computational design
of a health monitoring system for composite blades. Their approach is unique in that they
focus on monitoring the overall health of the blade by measuring changes in the dominant
structural modes. While this doesn’t allow for pinpointing the location of some damage it
does allow for overall system monitoring with few sensors and relatively high reliability.

The complete details of MRT’s efforts and findings along with their work to support Task
2 efforts are included in their final report which is attached as Appendix D.
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IFS-3000 Series Analog Infrasound Sensor

3248 West Jackson, Tupelo, Mississippi 38801-6735   662.823.0600   http://www.hyperiontechgroup.com

Features:

 Modular Design

 Ruggedized Construction

 Diff erential Output

 Low Power Consumption

 Stable Operation

 Chemical, Water, Dirt and Weather Resistant

 Multiple Versions for Various Applications

 Sensitivity Selectable at Time of Order

 Excellent Sensor-To-Sensor Matching

 Custom Confi gurations Available 

 Blast Wave Version Available

 Seismically Decoupled Version Available

Applications:

 Violent Convective Storm Data Collection

 Anthropogenic Signal Collection

 Natural Infrasound Source Data Collection

 Atmospheric Structure / Propagation Study
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IFS-
(P) Profile

Upright Housing
Pancake Housing

(C) Configuration

Analog Standard
Digital Standard
Analog Custom
Digital Custom

(O) Connector

None - Flying Leads
Amphenol PT02E-12-8P
Bulgin 400
Molex 70553-0110
Custom

(S) Shroud

HF Shroud
None
Single Port Tube
Four Port Garden Hose
Custom

1
2
3
4

0
1
2
3
4

0
1

SENSOR CONFIGURATION MATRIX
P

3
4

0

2
3

C O H

Size
Weight
Input Voltage
Power Consumption

Calibrated Frequency Response
Typical Frequency Response
Intrinsic Noise
Peak Pressure
Output Impedance
Output Signal Level

Connector Type
Pin A
Pin B
Pin C
Pin D
Pin E
Pin F
Pin G
Pin H

SENSOR SPECIFICATIONS (IFS-3010, IFS-3013, Standard Configuration)
General

Diameter - 152.4mm(6") Height - 177.8mm(7")
4.53kg(10.1 lbs)
9-18Vdc
50mW to 750mW, Configuration dependant

Analog
0.001Hz to 1000Hz
0.01Hz to 100Hz with less than 3dB variability
<10-5Pa, full range 100Pa
100kPA, Blast wave configuration
22
150mV/Pa, Selectable at time of order

Power Return

Sensor Specification are valid as of 1 December, 2011, but are subject to change without notice.

Connector Pinout
Amphenol PT02E-12-8P
Signal Positive
Not Used
Not Used
9-18Vdc Input
Not Used
Signal Return
Signal Negative
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THE DETERMINATION OF WIND SPEEDS ALOFT FROM PRESSURE   

   VARIATIONS ON THE GROUND 

  

Introduction 

 The determination of wind speeds from the pattern of pressure variations on 

the ground involves a modified version of the Taylor hypothesis.  This hypothesis 

assumes atmospheric turbulence consists of a slowly changing pattern of eddies of 

various sizes that propagate with a constant diffusion or wind velocity.  In the 

modified Taylor hypothesis, the different size eddies propagate with different 

velocities.  The Fourier analysis of the pressure signals on the ground associates a 

particular frequency component with a particular size eddy moving across the 

pressure sensor with a particular speed.  The size of the eddy is then associated 

with a wavelength in the pressure pattern. The wind velocity as a function of 

frequency is then interpreted as a measure of wind velocity as a function of eddy 

size.  This research investigates the possibility of associating the eddy size with a 

height above the ground and thereby determining the wind velocity as a function of 

altitude. From very limited data Priestley estimates that the wavelength should be 

about 5 times the height for conditions of limited solar radiation of the ground. (J. 

T. Priestley, “Correlation studies of pressure fluctuations on the ground beneath a 

turbulent boundary layer”, National Bureau of Standards Report No. 8942 (1965); 

also M. S. Thesis, University of Maryland (1965).)   

 The pressure pattern is determined from the response of an array of 

infrasound sensors.  The wind velocity can be obtained by dividing the distance 

between sensors by the time shift necessary to give a maximum correlation 

between the sensor signals when the sensor separation is in the direction of the 

wind.  This method for the velocity measurement is illustrated in Figures 1 and 2.  

Figure 1 shows the correlation for 10 sensor separation distances as a function of 

lag time.  These particular curves are for a frequency of 0.127 Hz.  The correlation 

between all sensors separated by the same distance have been averaged to give a 

single correlation curve for that distance.   Fig. 2 is a plot of the shift in lag time at 

which the peaks occur verses the sensor separation. The experimental points are 

fitted with a least squares straight line.  The inverse slope of this line is taken as the 

wind speed at this frequency. 

  Problems can arise when the wind carries the pattern of turbulence across 

the line of sensors at an angle.  One might assume that the wind direction could be 

obtained from the velocity measured as in Fig. 2 in two directions. However this 

would be possible only if the same turbulence pattern crosses all of the sensors. A 

failure of this condition is indicated when the data plotted as in Fig.2 does not fall 

on a straight line. 

 

Appendix B | Shields’ Report on Piñon Flat Data Analysis
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The infrasound arrays and data analyzed 

 Three different arrays have been used in acquiring the data here analyzed.  

These data were originally acquired in the study of the use of arrays to separating 

infrasound from wind noise. The first and original array is described in the 2005 

paper by Shields. (F. Douglas Shields, “Low frequency wind noise correlation in 

microphone arrays”, J. Acoust. Soc. Am. 117 (6), 3489-3496 (2005)).  It consisted 

of 28 sensors arranged in rectangular arms.  The horizontal arms were on the 

ground and were oriented parallel and perpendicular to the wind direction. An 

ultrasonic anemometer was mounted on a pole 3 m above the ground a few meters 

from the corner of the array.  Data collected using this array from three different 

sites have been analyzed.  There were several hundred meters to any obstruction of 

the wind at all three sites.  Figure 2 of the cited paper shows a photograph of the 

array deployed at one of the sites which was a sod field. 

 The second array contained 100 sensors similar to those described in the 

cited paper, but of improved design and with a broader frequency response.  The 

one hundred sensors were arranged in a square ten sensors on an edge and 2 m 

apart.  In this case, the ultrasonic anemometer was mounted 2.5 meters off the 

ground close to the array.  This array was deployed at the International Test Band 

Infrasound monitoring station at Piñon Flat, CA. The data analyzed here were 

recorded in September and October of 2007.  A photograph of this site is shown in 

Fig. 3.   

 The third array consisted of 96 sensors similar in design to those in the 

second array.  However, in this case the sensors were arranged in radial arms 30 

degrees apart with 16 sensors in each arm.  The sensors were spaced 4 meters apart 

in the arms with either a 12 m or a 16 m spacing in the center, giving an aperture 

varying for alternate arms from 68 or 72 m.  This array was also deployed at Piñon 

Flat but in July of 2008. 

 

Analysis of the data 

 The Piñon Flat data taken with the square array have been examined first. 

Samples of data have been chosen for three different wind velocities and for day 

and night time to see if the frequency dependence of the velocity can be associated 

with a particular time of day, wind direction, or wind velocity.  The correlation of 

10 minute samples of data have been calculated for lag times of approximately one 

period using the Labview xcov program.   

 The velocities obtained as a function of frequency from four such 10 minute 

sample periods with approximately the same average wind velocity have been 

plotted in Figs 4 – 9.  Also shown in each figure is the average of the four samples.  

The average velocity as measured by the anemometer which is 2.5 m above the 

ground is not a function of frequency but it has been plotted as a red cross on the 
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figures at a frequency of 0.12 Hz.  Figures 4-9 show that the variation of velocity 

with frequency varies erratically with frequency and time.  There is a similar 

variation in the direction of the wind.  It is particularly difficult to understand how 

the velocity can decrease at low frequencies in figures 6, 8 and 9. 

 In Fig. 10, the average velocity curves in Figures 4 through 9 have been 

divided by the frequency and the log of the resulting wavelengths plotted against 

the log of the velocity.  The different curves have been labeled with the 

corresponding anemometer velocities.  A visual examination shows that for all of 

the curves the frequency dependent wind velocities corresponding to the 

anemometer occur for a wavelength of approximately 10 m. Since the anemometer 

was approximately 2 meters above the ground, this is in fair agreement with 

Priestley’s estimate that the eddy size was approximately 5 times the height of the 

above the ground. Furthermore, all of the velocities increase at a rate of 

approximately 1/40
th

 the rate of increase in the wavelength.  As an illustration, the 

eddy size a height of 80 m would be about 400 meters and the wind velocity at that 

altitude about twice the value measured at a height of 2m. 

 As a further check on these conclusions, measurements made with the two 

other arrays discussed in the introduction have been analyzed. Figs. 11 and 12 

show results of measurements made with the radial array at Piñon Flat in July of 

2008.  The velocity verses frequency for four different wind velocities have been 

plotted in Fig. 11, and the wavelengths verses wind velocities plotted in Fig. 12.  

As in Fig. 10, the curves are label with the anemometer velocities.  From a 

comparison between the curves in Figures 10 and 12, the 40 to 1 rate of increase in 

the wavelength with wind velocity is roughly the same.  However, the anemometer 

velocities measured again at 2 m above the ground correspond to wavelengths of 

about 5 m in Fig. 12 compared to 10 m in Fig. 10. 

 The results of the measurement reported 2005 that were made with the 28 

sensor, three dimensional array are plotted in Figures 13 and 14.  These 

measurements were made at three different sites. This time the anemometer was 3 

m above the ground.  At all three of the sites the wind velocity as measured by the 

anemometer was approximately 6 m/s.  As read from the plots in Fig. 14, this 

anemometer velocity would correspond to a wavelength of approximately 100 m or 

about 10 times that of the Piñon Flat value. The rate of increase in wavelength with 

velocity is about ½ that observed for the Piñon Flat data. 

 

Conclusions 

 Wind noise measurements at ground level indicate a frequency dependent 

wind velocity which has been interpreted as a dependence of the wind velocity 

upon wavelength or eddy size.  Though varying considerably with frequency and 

time, a general increase in velocity with eddy size has been observed.  However, 
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further investigation is necessary to determine how this relationship depends upon 

atmospheric conditions and terrain. 

 

 

  

 

.  

Fig 1. Correlation between signals from the 100 sensor square array.  The signals 

have been filtered with a one third octave filter with a center frequency of 0.127 

Hz.  The curves shown are the average curves for correlations between all sensors 

with the same separation in the north south direction.  The measurements were 

made on Oct. 17
th

 at 10 A. M. The wind velocity was about 8.5 m/s from the south.  
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Fig. 2 Lag time for correlation peaks in Fig. 1 verses sensor separation.  The red 

curve is a least squares fit to the measured points in blue.  The wind velocity is the 

reciprocal of the slope. 
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Fig. 3 The site at Piñon Flat, CA where the measurements were made. 
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Fig. 4.  Wind velocity vs frequency for Sept. 12, 2007 at 3 A.M.  The average 

velocity as measured by the anemometer was about 1.5 m/s.  The blue curves are 

four individual 10 minute runs.  The red curve is the average of the four individual 

runs. 
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Fig. 5  Wind velocity vs frequency for Sept. 27 at 11 A.M.  The average wind 

velocity as measured by the anemometer is about 2.7 m/s and is plotted as the red 

cross arbitrarily at 0.12 Hz.  The blue curves are four individual 10 minute runs.  

The red curve is the average of the four individual runs. 
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Fig. 6  Wind velocity vs frequency for Oct. 7 at 2 A.M.  The average wind velocity 

as measured by the anemometer is about 3.1 m/s and is plotted as the red cross 

arbitrarily at 0.12 Hz.  The blue curves are four individual 10 minute runs.  The red 

curve is the average of the four individual runs. 
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Fig. 7 Wind velocity vs frequency for Sept. 18 at 1 P.M.  The average wind 

velocity as measured by the anemometer is about 2.9 m/s and is plotted as the red 

cross arbitrarily at 0.12 Hz.  The blue curves are four individual 10 minute runs.  

The red curve is the average of the four individual runs. 
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Fig. 8  Wind velocity vs frequency for Sept. 29 at 3 A.M.  The average wind 

velocity as measured by the anemometer is about 7.4 m/s and is plotted as the red 

cross arbitrarily at 0.12 Hz.  The blue curves are four individual 10 minute runs.  

The red curve is the average of the four individual runs. 
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Fig. 9  Wind velocity vs frequency for Oct. 17 at 10 A.M.  The average wind 

velocity as measured by the anemometer is about 8.4 m/s and is plotted as the red 

cross arbitrarily at 0.12 Hz.  The blue curves are four individual 10 minute runs.  

The red curve is the average of the four individual runs. 

 

 

 

Appendix B | Shields’ Report on Piñon Flat Data Analysis
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Figure 10  Wavelengths verses wind velocity for data taken with the 100 sensor 

square array in Sept. and Oct. of 2007.  Each curve is the average of four ten 

minute runs at approximately the same wind velocity.  The curves are labeled with 

the average velocity as read by an ultrasonic anemometer about 2 meters above the 

ground. 
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Figure 11. Wind velocity verses frequency for data take with the 96 sensor radial 

array at Piñon Flat, CA in July of 2008.  The curves are labeled with velocities 

measured with an ultrasonic anemometer 2 meters above the ground.  
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Figure 12.  Wavelengths verses wind velocity for data taken with the 96 sensor 

array at Piñon Flat, CA in July of 2008.  The curves are labeled with velocities 

measured with an ultrasonic anemometer 2 meters above the ground. 
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Figure 13.  Wind velocity verses frequency for measurements made in 2005 with 

the 28 sensor array at three different sites.  Velocities were obtained from 

correlation lag times between 10 sensors in the arm parallel to the wind direction.  
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Figure 14.  Wind wavelength verses wind velocity for measurements made in 2005 

with the 28 sensor array at three different sites.  Velocities were obtained from 

correlation lag times between sensors in the arm parallel to the wind direction. 
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Chapter 1 INTRODUCTION 

The activities in this program were carried out to support NCPA in its program objectives: 

(i) to carry out Large Eddy Simulation (LES) to characterize wind turbine inflow conditions in 

support of real-time measurements taken at NCPA utilizing low cost Sonic Detection and 

Ranging - SODAR and/or an array of passive, ground-based pressure sensors measurements (ii) 

to develop a blade design optimization procedure for the design of a low noise rotor through 

shape optimization of blade geometry.   

Large-eddy simulations were performed by researchers at CRAFT Tech of the set up as 

designed by NCPA in order to emulate an atmospheric boundary layer flow in the wind tunnel.  

A low-speed flow was made to pass over a backward-facing step (of 3” in height) and let to re-

attach, representing the physics of wind flow over a hill-like terrain.  Subsequent to the 

reattachment, a new, “thick” boundary layer was established. This boundary layer will be 

influenced by the intermittent, upstream, wake-like effects of the unsteady vortex shedding from 

the backward-facing step and hence would emulate the presence of gusts in an atmospheric 

boundary layer. In addition the temperature gradient in the atmospheric boundary layer needs to 

be modeled. This effect is modeled by heaters placed on the bottom wall of the wind tunnel. 

Details of the simulation including the set-up and results are discussed in Chapter 2. 

The other objective of this program is to design wind turbines where noise associated 

with the operation of wind turbines is reduced and develop a computational framework that aids 

in achieving this end.  With high wind velocities and particularly at night audible sound levels 

can be high.  However for wind speeds in the turbine design range and during the daytime 

measured audible noise is very low.  Despite this complaints from the surrounding public 

continue to be received and fluctuations in the sub-audible frequency range can pose health risks 

to neighboring communities.  This problem can only continue to deteriorate as more wind 

turbines come on line.  To achieve growth in sustainable energy using wind power requires 

designs where the noise issue is alleviated.  In Chapter 3, we discuss a computational framework 

for the design and development of wind turbines with reduced noise levels.  Results from a brief 

design optimization study are also discussed in this Chapter. 
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Chapter 2 LARGE-EDDY SIMULATION OF ATMOSPHERIC 

BOUNDARY LAYER 

This chapter will present the results from the large-eddy simulation of the flow behind a 

backward-facing step as simulated in the NCPA wind tunnel in order to emulate the effects of 

gusts in an atmospheric boundary layer. 

2.1 Overview 

Figure 1 shows a schematic of the set up as designed by NCPA in order to emulate an 

atmospheric boundary layer flow in the wind tunnel. A low-speed flow will be made to pass over 

a backward-facing step (of 3” in height) and let to re-attach. Subsequent to the reattachment, a 

new, “thick” boundary layer will be established. This boundary layer will be influenced by the 

intermittent, upstream, wake-like effects of the unsteady vortex shedding from the backward-

facing step and hence would emulate the presence of gusts in an atmospheric boundary layer. 

This would nominally be representative of a “daytime” atmospheric boundary layer.  

 

 

Figure 1: Experimental setup of the backward-facing step configuration in the subsonic 

wind tunnel. 

 

During nighttime, the earth’s surface is heated up and hence would also result in free-

convective eddies due to the temperature gradients present in the boundary layer. This effect was 

to be modeled by heaters placed on the bottom wall of the wind tunnel. The heaters necessary for 

the above have been procured that have a maximum heat capacity of 5W/sq. in. The maximum 

speed at which the subsonic wind tunnel can be operated is 20 m/s.  
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CRAFT Tech was tasked with performing RANS simulations of the above to determine 

the optimal run parameters for the above two scenarios. A RANS simulation of the setup has 

been completed. The flow speed chosen is 30 ft/s that correspond to a Mach number of ~ 0.025. 

Figure 2 shows the mean streamwise velocity contours. The separated flow region downstream 

of the step can be seen.  The reattachment of the shear layer to form a boundary layer can also be 

seen. Figure 3(a) shows the profile of the mean streamwise velocity, U along the downstream 

direction close to the bottom wall. The separated flow region extends to a downstream distance 

of x/H ~ 5 that correlates quite well with experiments and the accepted approximate reattachment 

point. The boundary layer profile of U at the end of the 8 ft section downstream of the step is 

shown in Figure 3(b). The boundary layer thickness at this station is about 2 step heights. 

 

 

Figure 2: Mean streamwise velocity, U in the mid-span plane of the wind tunnel. 

 

  
(a) Streamwise velocity close to the bottom 

wall showing the separated region behind the 

step. 

(b) Boundary layer profile at the end of the 8 

ft. section downstream of the step. 

Figure 3: Streamwise velocity, U profiles (a) showing the separated region, and (b) the 

boundary layer profile.  
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2.2 Large-Eddy Simulations 

A 3D, unsteady LES simulation was also initiated for the setup. The extents of the 

computational domain in the streamwise, x, and wall-normal direction, y, is identical to those 

used for the RANS simulation. The spanwise, z, extent of the domain is chosen to be one step 

height, H and periodic boundary conditions (BCs) will be applied in this direction.  The 

maximum structure size in any direction is expected to be smaller or utmost about the size of the 

step height, H and hence the spanwise extent size of one step height is justifiable with periodic 

BCs. The inflow velocity corresponding to 30 ft/s was used. The approximate time step for this 

simulation was less than 1.0e-7 s. Such a small time step would result in about 3 million steps for 

one flow through time period of the simulation. Based on the low frequency gust phenomena 

expected in the simulation at least 3-6 such time periods of unsteady flow data would be 

necessary to obtain time-converged statistics that would make the simulation prohibitively 

expensive.  

 

 

Figure 4: Mean contours of the Mach number in the mid-span plane and the bottom wall 

for the 3D LES. 

 

Hence, after consultation with NCPA personnel, the flow speed in the wind tunnel was 

increased to 45 ft/s. Further, a coarser grid in the wall-normal direction (that mainly determines 
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the time step based on the diffusion time scale in the boundary layer) was made that would 

facilitate increasing the average time step of time advancement in the solution. The resulting 

time step was increased to about ~ 1.0e-6 s. Figure 4 shows an instantaneous snapshot of the 

Mach number in the mid-span plane and along the bottom wall in the simulation. The formation 

of eddies in the shear layer over the step and in the re-circulating region can be clearly seen. 

Also, the roll-up of a large-scale eddy about the size of a step height can be discerned that has 

convected downstream to a distance of x ~ 4 ft. This eddy is representative of a “gust” that forms 

in an atmospheric boundary layer. The above simulation showed that the predominant large-scale 

structure of the flow in the spanwise direction is very nearly two-dimensional in nature. Thus, a 

2D unsteady LES simulation was also initiated along with the above 3D simulation. The time 

step of time-advancement in this simulation was 1.0e-6 s. Figure 5 show a few instantaneous 

snapshots of the Mach number contours that are representative of the flow evolution. The 

unsteady eddies in the shear layer; re-circulating flow region downstream of the step and the 

large-scale “gust” that has convected almost to the end of the domain can be seen. However, this 

simulation resulted in large 2D, vortical structures rolling over the boundary layer that resulted in 

“unphysically” large pressure fluctuations on the wall (OASPL ~ 130 dBs). The lack of three-

dimensionality or the prevention of breakdown in the z-direction vorticity into the other two 

directions resulted in these rather “unrealistic” large, 2D vortical structures. These 2D structures 

were hence simply convected down the boundary layer (as seen from the earlier Figure 5) rather 

than redistributed/re-aligned into vorticity in the other directions that would have resulted in 

smaller scale turbulent structures. 
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(a) 

(b) 

(c) 

(d) 

Figure 5: Mean streamwise velocity, U contours for the 2D LES at four representative 

instants in time showing the development of the eddies/gusts in the boundary layer 

downstream of the step. 

 

Hence the coarse grid 3D, LES was again pursued. Trace points were placed (every 3 

inches) along the bottom wall to record the pressure fluctuations from the boundary layer flow 
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over them. In addition the temperature gradient in the atmospheric boundary layer needs to be 

modeled. This effect is modeled by heaters placed on the bottom wall of the wind tunnel.  The 

heaters keep the wall at an isothermal state of 325 K. A LES, of this situation was also performed 

with the above isothermal condition for the wall temperature. The experiment at NCPA was 

conducted at speeds of 15, 20, 25 and 30 ft/s. The CFD simulations were run at a speed of 45 ft/s 

so that the low Mach number effects of the flow when using a compressible solver such as 

CRAFT CFD can be alleviated. In order to keep the simulation cost low, only 10 points were 

used in the transverse or spanwise direction spanning a length of 3” (i.e., equal to the step 

height). Note this resolution is very coarse and only resolves scales greater than 0.3” in size. The 

grid uses 630 points in the streamwise direction and 250 points in the wall normal direction with 

150 of them concentrated in a step height above the bottom wall. Grid points are concentrated 

along the bottom wall and near the step as shown in Figure 6. The total grid size is about 1.7 

Million. The boundary layer again severely restricted the time step size in the simulation to 1.0e-

6 s. The simulation was run for a Million steps to a total physical time of 1 sec. The 

computational cost of the simulations required ~ 350 hours of CPU time while using 64 

processors on a Linux Beuwolf cluster. Figure 7 shows four instantaneous snapshots of the flow 

field (Mach number contours) along the mid-span plane of the simulation domain. In contrast to 

the instantaneous flow contours shown in Figure 5, this 3D simulation shows a more “realistic” 

turbulent boundary flow field with more three-dimensionality rather than the 2D, large vortical 

structures seen earlier with the unsteady, 2D simulation. Also the cross-stream contours (shown 

in Figure 8) of the flow field showed the evolution of three-dimensional structure to the 

boundary layer flow. 

 

 

Figure 6: Schematic of the grid as cut through the mid-span of the computational domain 

used for the CFD simulations. 
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Figure 7: Instantaneous snapshots of the Mach Number Contours on the Mid-span Plane of 

the Simulation at four instants in time showing the Unsteady Development of the Boundary 

Layer on the Bottom Wall. 
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Figure 8: Instantaneous snapshots of the Mach Number Contours on the Mid-span Plane of 

the Simulation along with cross-stream contours of W-velocity at x=5, 12, 20” from the step 

showing the Unsteady Development of the Boundary Layer on the Bottom Wall. 

 

 

Figure 9 shows the mean streamwise velocity very close to the wall (1st point of the wall) 

that is representative of the extent of the re-circulation region downstream of the step. For both 

the adiabatic and the isothermal wall conditions, the re-circulation zone extends to a streamwise 

extent of x/H ~ 5. This distance agrees well with the extent observed in other simulations and 

experimental data. The isothermal condition shows a slightly smaller re-circulation zone than the 

adiabatic wall condition. Figure 10 and Figure 11 show the wall normal distribution of the mean 

streamwise velocity for the adiabatic and isothermal wall conditions respectively. For x/H < 5, 

the profiles show negative streamwise velocity regions representative of the re-circulating flow 

downstream of the step. For x/H > 18, the profiles are very nearly similar representative of a re-

established boundary layer flow far downstream of the backward-facing step. These profiles also 

show that downstream of the step the mean streamwise velocity away from the wall (in the 

freestream) decreases to about 7/8th of the freestream value ahead of the step as a consequence 

of mass conservation. Figure 12 shows the wall normal distribution of the mean temperature for 

the isothermal wall flow field.  Finally, Figure 13 compares the boundary layer profiles at the 
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end of the 8ft section for the two wall conditions. This boundary layer profile for the adiabatic 

wall condition is slightly fuller than that for the isothermal wall condition. 

 

 

Figure 9: Mean Streamwise Velocity Distribution Close to the Wall Representative of the 

Separated Flow Region in the Flow Field. 

 

 

Figure 10: Mean Streamwise Velocity Distribution along the Wall Normal Direction(y) at a 

few streamwise Stations (for the Adiabatic Wall Boundary Layer). 
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Figure 11: Mean Streamwise Velocity Distribution along the Wall Normal Direction at a 

few Streamwise Stations (for the Adiabatic Wall Boundary Layer). 

 

 

Figure 12: Mean Temperature Distribution along the Wall Normal Direction at a few 

Streamwise Stations (for the Isothermal Wall Boundary Layer). 
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Figure 13: Boundary Layer Profile at the end of the 8ft section of the wind tunnel. 

 

Post-processing of the pressure spectra (in Figure 15) show a dominant tone of about 5 

Hz that implies about 5 cycles of this tone are available in the total time sample (of 1 sec). The 

OASPL distribution (in Figure 14) shows that the effect of a heated boundary layer increases the 

SPL on the wall by 2-3 dBs. Figure 15 shows the pressure spectra on the wall for the adiabatic 

wall case. The experimental data for 15 and 30 ft/s show an increase in the noise levels of ΔdBs 

~ 10. If this mean speed scaling is valid further to higher speeds, then the SPL spectra from the 

CFD simulation at a speed of 45 ft/s is reasonable considering a further increase of ΔdBs ~ 10. 

The simulation spectra at 45 ft/s also show similar low frequency content of ~ 5 Hz dominant 

tone and a harmonic of ~ 10 Hz. The middle range of frequencies between 10-100 Hz is over-

predicted by the LES, while the higher range > 100 Hz is under-predicted. This is probably 

attributed to the lack of or no resolution for very small boundary layer scales (< 0.3” 

corresponding to frequencies > 100 Hz) that prevents the cascade from scales larger (in the 

middle frequency range). Figure 16 compares the pressure spectra on the wall for the adiabatic 

and isothermal wall cases. Similar to the adiabatic case, the spectra show dominant low 

frequency content of ~ 10 Hz (slightly higher) for the isothermal wall case. The spectral content 

at higher frequencies is very similar to the adiabatic wall case. 
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Figure 14: OASPL distribution on the bottom wall. 

 

Figure 15: SPL spectra on the bottom wall for the Adiabatic Wall Compared with Available 

Experimental Data at Lower Speeds. 
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Figure 16: SPL spectra on the bottom wall comparing the Adiabatic and Isothermal Wall 

Conditions. 

 

2.3 Summary 

CRAFT CFD
®

 has been shown to be able to simulate unsteady, 3D boundary layer 

development with gusts as found in an atmospheric boundary layer. However, the high cost 

associated with such simulations curtailed the use of a fine-grid and consequently the results are 

directly influenced by such a cost-cutting, engineering approximation to obtain a solution. The 

spectral content in the low frequency range is well predicted but the intermediate and high 

frequency ranges are over-predicted and under-predicted respectively.  
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Chapter 3 DESIGN OPTIMIZATION OF WIND TURBINE BLADES 

3.1 Overview 

One of the primary goals of this program is to reduce noise associated with the operation 

of wind turbines and develop diagnostic and computational tools that aid in achieving this end. 

The potential sources of noise that have been identified by researchers [1] studying the 

aeroacoustics of wind turbines include (i) tonal noise due to the rotation of the turbine blades, 

which includes thickness and loading noise associated with the rotor blade; (ii) noise due to the 

generation and propagation of the tip vortex  and its subsequent interaction with other structures 

such as the hub or the tower; (iii) noise due to turbulence and the interaction of the blade with 

freestream turbulence; and (iv) noise due to vortex shedding from the trailing edge of the rotor 

blade, which in the case of wind turbines can include flatback airfoil profiles that have a higher 

susceptibility to the vortex shedding instability and subsequently noise generation.  

As part of the computational effort in this program, we will demonstrate the utility of a 

design optimization based methodology to reduce the noise in wind turbines without adversely 

affecting performance of the wind turbine. Since a CFD enabled design optimization 

methodology is computationally intensive, the demonstration will focus on the primary reduction 

of the tonal noise associated with the rotor which require inputs from steady CFD computations. 

The baseline design that will be used for this study is the BSDS blade that was developed by the 

Sandia National Laboratories Blade Systems Design study [2]. It utilizes a flatback airfoil for the 

inboard sections of the blade and is found to provide improved performance over traditional 

blades with sharp trailing edges. Furthermore the flatback airfoil based blades have better 

structural integrity with reduced sensitivity to surface roughness effects such as the presence of 

surface impurities/debris that can induce boundary layer transition. In this study, we carried out a 

formal design optimization study for performance enhancement of the turbine blade both in 

terms of noise reduction and enhancement of aerodynamic power.  A summary of the baseline 

design is provided in the next section.  Following that we discuss simulation of the aerodynamic 

and aeroacoustic performance for the BSDS design.  In Section 3.4, we provide details of the 

design optimization study including the design optimization framework, optimization algorithm 
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and parameterization scheme that was used.  Lastly, in Section 3.4.4, we discuss results of the 

design optimization study.  

3.2 Summary of Baseline BSDS Design Utilized for Current Study 

The BSDS blade design [2] has been identified as the baseline design for this study  and 

is summarized in this section.  We are working with the 9m version that is estimated to achieve 

an output of 100kW on a test turbine.  This is a scaled down version of the 1MW 50m blade 

design.  One of the primary reasons we have started our design optimization studies with this 

design is that it incorporates several advanced features of turbine blade design technology 

including structural integrity, flatback airfoil sections, and manufacturing advantages.  Details of 

the blade geometry are discussed in [2] and the blade specifications, airfoil sections as well as 

the geometry are reproduced here (Figure 17-Figure 19) for the sake of completeness.  The blade 

also has significant twist (12 degrees from root to tip) and a predominant three-dimensional 

shape that starts off with a circular section at the root, transitions into flatback airfoils in the 

quarter-span to mid-span region and near-sharp trailing edge at the tip.  

 

 

Figure 17: Specifications of the BSDS Turbine Blade Geometry [2]. 
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Figure 18:  Airfoil Shapes of the different Sections of the BSDS turbine Blade [2]. 

 

 

  
(a) (b) 

Figure 19:  BSDS Shape Design showing loft, twist and sections [2]. 
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3.3 Aerodynamic and Aeroacoustic Simulation of Baseline BSDS Blade 

3.3.1 Grid Generation 

In our CRUNCH CFD
®

 code, we use a multi-element approach wherein an optimal 

combination of tetrahedral, prismatic, pyramidal and hexahedral cells are used to efficiently 

solve flows in complex systems by tailoring the mesh to suit the geometrical and physical 

characteristics of the system. The motivation stems from the use of tetrahedral elements in 

resolving geometrical complexity, extrusion of prismatic layers from triangulated boundaries in 

resolving boundary layer phenomena and high aspect ratio hexahedral elements providing 

adequate clustering in local regions of high directional gradients such as the wake region of a 

blade.  For the case of the BSDS blade, the geometry exhibits considerable complexity – for 

example the blade profile has a circular shape at the root that transforms into a more 

conventional airfoil shape section at the tip; the chord also initially elongates as we move from 

root to tip and then contracts; furthermore the blade has a 12 degree twist from root to tip.   

A traditional structured grid approach to a BSDS type wind turbine blade is very 

cumbersome and leads to skewed cells given the large degree of twist in the blade and the 

presence of the flatback airfoil sections.  Furthermore grid clustering around the blade has to be 

extended into the far-field leading to a sizeable grid that is computationally expensive.  In our 

multi-element approach the region encompassing the blade is meshed with hexahedral cells 

primarily to capture the large gradients in pressure and velocity near the surface of the blade.  

Further away from the blade the computational domain is filled with large tetrahedral cells that 

help maintain a manageable sized mesh (See Figure 20).  The blade itself is enveloped in a C-H 

hexahedral topology along the span of the blade.  A hexahedral block is also used around the hub 

with significant clustering to permit accurate representation of the boundary layer physics near 

the hub.  The interfacing of the hexahedral block around the hub with the blocks enveloping the 

blade is shown in Figure 21. A summary of the mesh statistics is provided in Figure 22, 

indicating an overall mesh size with over 3.2 million elements comprised primarily of hexahedral 

and tetrahedral cells.  
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Figure 20:  Multi-Element Mesh for One Blade Passage of Three-Bladed Wind Turbine. 
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Figure 21:  Grid Topology near the hub and the Blade. 

 

----------------------------------------------------- 

M E S H    S U M M A R Y 

----------------------------------------------------- 

number of vertices               :       3281862 

number of 4 cells                :       1479744 

number of 5 cells                :        105225 

number of 6 cells                :          6585 

number of 8 cells                :       2962506 

number of 3 bfaces               :          5632 

number of 4 bfaces               :         59662 

----------------------------------------------------- 

Figure 22:  Mesh Statistics. 

 

3.3.2 CFD Simulation Framework 

CFD flow simulations are carried out with the use of a hybrid unstructured solver 

(CRUNCH CFD
®
) that allows for the integration of the Navier-Stokes equations on a 

blade

Boundary layer clustering 
along blade and hub

23 points 
Across flat edge

C-grid

H-grid

165 points
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combination of tetrahedral, prismatic, pyramidal and hexahedral cells.  For efficient computation 

of large 3D problems, a parallel framework for distributed memory systems has been 

implemented, along with a time-marching implicit solution procedure.  The sparse implicit 

matrix is derived by doing an Euler explicit linearization of the first-order flux, and a variety of 

iterative sparse matrix solvers, e.g. GMRES, Gauss-Seidel procedure, are available in the code 

(see Ref. [3][4] for details).  The parallel framework is implemented by partitioning the grid into 

sub-domains, with each sub-domain residing on an independent processor.  The message passing 

between processors has been implemented using MPI to provide portability across platforms.  

Convergence acceleration of the numerical scheme is facilitated by preconditioning the system 

and unsteady computations are facilitated through a dual time stepping procedure.  There are a 

variety of turbulence models that have been implemented including a two-equation k-ε 

turbulence model, LES sub-grid scale models including algebraic (Smagorinski) and one-

equation model.  There is also a hybrid RANS-LES model based on the RANS k-ε model.  A key 

feature of this model is that it provides a smooth transition from regions of high eddy viscosity in 

the RANS region, to low eddy viscosity in the LES region.  Additionally there is also a 

capability for carrying out moving grid simulations with either a stress-based solver or an 

algebraic grid motion solver.  Furthermore for noise prediction we have a Ffowcs-Williams and 

Hawkings based formulation that is used to compute the far-field noise from unsteady near-field 

CFD flow data.  The formulation has also been adapted to predict noise from steady 

turbomachinery simulations. The implementation is discussed in the next Section. 

3.3.3 CFD Results 

Steady state CFD computations were performed on the BSDS blade geometry. The wind 

turbine consists of 3 blades.  For the simulation, symmetry was exploited and the computational 

domain modeled a single blade embedded in a 120 degree wedge with periodic boundaries. The 

wind speed in this case was 8.8 m/s and the ambient pressure was assumed to be 101325 Pa. 

Based on the design data, the wind turbine blades have a 1 degree pitch at the tip and rotate at  

56 rpm. The pressure distribution on the suction side and the pressure side of the wind turbine is 

shown in Figure 23 and Figure 24, respectively.  The pressure distribution on the blades shows a 

strong spanwise variation. The coefficient of pressure was also computed locally for different 

spanwise sections utilizing the formula 
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Figure 23:  Pressure Distribution on the Suction Side of BSDS Blade. 

 

 

Figure 24:  Pressure Distribution on the Pressure Side of BSDS Blade. 
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The coefficient of pressure as a function of chord length is also plotted for five spanwise 

sections (20%, 45%, 65%, 85% and 95%) in Figure 25. The sections close to the tip show large 

gradients in pressure on the suction side near the leading edge. It must be pointed out that a 

highly refined grid was used near the leading edge to accurately capture these large gradients. 

Furthermore, the predicted aerodynamic power associated with the operation of the wind turbine 

is very sensitive to the suction side pressure distribution of the blade at spanwise sections near 

the tip. The predicted aerodynamic power is compared to that compiled by design studies in the 

BSDS report [2] (also reproduced in Table 1 below) and is in good agreement (See Figure 26) at 

the wind speed of 8.8 m/s and rotor speed of 56 rpm for which the CFD computations were 

carried out. It should be noted that the turbine performance in [2] was estimated with a 

preliminary operational model and did not involve rigorous experimentation or high-fidelity 

analysis. 

Table 1:  Turbine Performance as a function of Wind speed (Reproduced from [2]). 

 

Table 2:  Turbine Performance Computed from CFD. 

Wind Speed (m/s) Rotor Speed (rpm) Computed Aerodynamic 

Power (kW) 

8.8 56.0 53.9 

Appendix C | Combustion Research & Flow Technology – Final Report

Page C-30
Final Report | DOE Award No. DE-EE0003269



 

Final Report 24 CRAFTR-08.2011.030 

Prime Contract No. DOE-DE-EE0003269 

Combustion Research and Flow Technology, Inc. 

  
20% Span 45% span 

  
65% Span 85% Span 

 
95% Span 

 

Figure 25:  Chordwise Pressure Distribution at 5 Spanwise Locations (20%, 45%, 65%, 85% 

95%). 
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Figure 26:  Comparison of Turbine Performance for the CFD Computation with Design Data [2]. 

 

3.3.4 Tip Vortex Simulation 

One of the primary goals of this program is to reduce noise associated with the operation 

of wind turbines and develop diagnostic and computational tools that aid in achieving this end. In 

the next few sections we will discuss tonal noise due to the rotation of the turbine blades, which 

includes thickness and loading noise associated with the rotor blade.  In this section we utilized 

CFD computations to capture the tip vortex that is generated from the operation of the wind 

turbine.  Accurately capturing the tip vortex is important because vortex shedding from the 

trailing edge of the rotor blade is an important source of noise.  The wind turbine design that has 

been used for the simulation of the tip vortex is the BSDS blade that was developed by the 

Sandia National Laboratories Blade Systems Design study [2] and has been discussed in the 

previous section.  The wind turbine has 3 blades and a computational domain comprising of a 

single blade embedded in a 120 degree wedge was utilized for this simulation. The wind speed in 
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this case was 8.8 m/s and the ambient pressure was assumed to be 101325 Pa. The wind turbine 

had a 1 degree pitch at the tip and based on the design data was rotating with an rpm of 56. 

Most of the work involved in the tip-vortex simulation was expended in the grid 

generation process.  As mentioned in Section 3.3.2, the CRUNCH CFD
®

 code, is a multi-

element solver that utilizes a combination of tetrahedral, prismatic, pyramidal and hexahedral 

cells to efficiently solve flows in complex systems.  In the case of the BSDS blade, the geometry 

exhibits considerable complexity – for example the blade profile has a circular shape at the root 

that transforms into a more conventional airfoil shape section at the tip; the chord also initially 

elongates as we move from root to tip and then contracts; furthermore the blade has a 12 degree 

twist from root to tip.  The surface grid is shown in Figure 27 where both the root and tip are 

resolved with hexahedral meshes to resolve the large gradients that are exhibited in these regions 

due to the boundary layer and vorticity respectively.  Figure 28 shows the highly resolved tip 

vortex region extending out azimuthally comprising primarily of high aspect ratio hexahedral 

cells that are necessary to capture the large gradients in velocity.  It should be noted that away 

from the tip and the blade the grid topology transitions to large tetrahedral cells that were 

necessary to minimize the overall size of the grid.  The resulting tip vortex from the simulation is 

shown in Figure 29 where an iso-surface of vorticity is plotted.  Apart from the well defined 

vortical structures associated with the blade tip, there is also some production associated with the 

blade due to its shape and the twist in the blade.   
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Figure 27: Surface Grid near the Root and Tip of the Blade. 

 

 

 

Figure 28:  High Resolution Grid to Resolve the Tip Vortex. 
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Figure 29:  Iso-surface of Vorticity showing Tip Vortex and vorticity production around the 

blades. 

 

3.3.5 Acoustic Solver 

CRAFT Tech has developed an Acoustics toolkit for the prediction of far-field noise for 

aerospace applications that includes aircraft, jets, wakes, fans, propellers, helicopter rotors, etc. 

The toolkit utilizes steady and/or unsteady high-fidelity CFD solutions along with far-field noise 

propagation and prediction methods such as the Kirchhoff method and the Ffowcs-Williams and 

Hawkings (FW-H) equation [5].  In most applications the time history of the flow variables is 

recorded on the Acoustic Data Surface.  However, for turbomachinery problems, this is also 

analogous to a steady loading on a blade surface rotating with the blade passage frequency.  In 

the example shown below, we extract the steady blade loading from the CFD solution for a 

fan/impeller.  Utilizing the Ffowcs-Williams and Hawkings equation we can compute the noise 

radiated to a far-field location [6]. The source of the noise radiation is the result of (i) the 

monopole term which is attributed to the displacement of fluid due to the rotation of the blade 

and (ii) the dipole term due to the rotation of a steady loading on the blade.   
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Figure 30:  Acoustic Toolkit used to Predict Noise from CFD Solutions of Rotating 

Machinery. 

  

 

For our application of the Acoustic toolkit to wind turbine noise, we compute the noise in 

the far-field from the wind turbine blades utilizing this FW-H equation methodology. Figure 31 

shows a simplified schematic of the problem solving process. The Acoustic Data Surfaces (ADS) 

from which the far-field noise is computed encompasses the blade and rotates about the turbine 

hub axis with the blades. Our implementation of the FW-H Equation allows for the subsonic 

motion of the acoustic data surfaces relative to the observer. The major assumption here, for the 

moment is that scattering from the ground plane will not be accounted for.  This may be 

reasonable since the ground scattering effects will impact all designs and only the relative noise 

trends are important from a design perspective.  
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Figure 31:  Schematic of Framework for Predicting Noise from Wind Turbines including 

Ground Effects. 

 

3.3.6 Acoustic Predictions 

The results of the CFD computations discussed in Section 3.3.3 were used for the 

prediction of noise utilizing the procedure detailed above. For our noise calculations, the 

microphone array is assumed to be located in a circular arc at a radius of 18m away from center 

of the wind turbine (See Figure 32). A polar plot of the overall sound pressure levels due to the 

rotation of the turbine blades is provided in Figure 33. The plot shows that the peak noise levels 

of 75 dB are along the 60, 120, 240 and 300 degree angular directions. The large twist in the 

blade is partially responsible for the angular lobes. Again it should be stressed that these noise 

levels are primarily due to the rotation effect (spinning dipoles) of the wind turbine and have 

been extracted from the steady CFD computations. The other noise generating mechanisms 

related to tip vortex noise and trailing edge shedding instability are beyond the scope of the 

current work and will be studied in the future. 
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Figure 32:  Schematic showing location of microphones for predicting noise from the 

operation of wind turbine. 

 

 

Figure 33:  Polar Plot of Overall Sound Pressure Levels (SPL) generated by the rotary 

motion of the wind turbine blades. 

Microphone Array

Wind Turbine
18 m
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3.4 Design Optimization Study 

In this activity, we are involved in development of a design optimization toolkit to 

optimize the shape of wind turbine blades.  Our focus is on the design of wind turbine blades 

optimized for improving aerodynamic performance and reducing noise.  The framework that we 

have constructed is general and can be extended to include aero-elastic effects and structural 

analysis.  In the next sub-section, we will discuss the Design Optimization Toolkit and the 

different sub-components that have been used to construct the toolkit.  This will be followed by a 

short discussion on the parameterization procedure and definition of the design variables selected 

for our optimization studies.  Lastly, we will discuss results of the design optimization study. 

3.4.1 Design Optimization Framework 

CRAFT Tech has developed a shape optimization toolkit (See Figure 34) that combines 

modules such as a stochastic optimization algorithm with a shape deformation generator 

(SCULPTOR) or a grid generator with a high-fidelity flow solver (CRUNCH CFD
®
).  The 

stochastic optimization technique used has been based on an evolutionary algorithm such as a 

genetic algorithm.  Such stochastic optimization methods are attractive because they search the 

design landscape in a global manner and are particularly effective in non-linear and noisy 

landscapes defined by discontinuous and/or multi-modal functions.  Shape optimization is 

carried out by parameterization of the geometry of interest with design variables.  For complex 

3-D shapes such as those seen in wind turbine applications, a series of control points are 

established that define the turbine blade through a network of Bezier curves. The control points 

are used as design variables for shape optimization, and shape change is smooth, as control 

points describe higher derivatives of shape contours in parametric space.  Once the turbine blade 

is parameterized by SCULPTOR and the control points established as design variables, the 

optimization loop is initiated.  The design variables are passed by the optimization algorithm to 

SCULPTOR where the control points are altered based on the design parameters and the shape 

of the design is modified.  The computational grid is then passed to the CFD code which is used 

to carry out a RANS simulation.  The two fitness functions for (i) aerodynamic performance and 

(ii) noise are evaluated from the CFD solution and passed back to the evolutionary algorithm 

which starts the design iteration all over again. 
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EVOLUTIONARY ALGORITM/ 

PARETO SURFACE/ GRADIENT

SCULPTOR CRUNCH CFD

Design parameters

Fitness values

Developed by 

Optimal Solutions

Figure 34:  Schematic showing Flow of Information in Design Optimization Toolkit. 

  

Our shape optimization procedure has been used for design optimization studies 

representative of fluid dynamic flowfields with complex physical phenomena such as multi-

element airfoils that serve as control surfaces on submarines [8], cavitating airfoils for cryogenic 

turbopumps, nozzles for noise reduction, combustors for scramjet engines and lift fans for 

hovercrafts [9]. 

3.4.2 Optimization Algorithm 

In our optimization toolkit we include two optimization methodologies: Genetic 

Algorithms (GA) and Kriging Surface Methodology with a Surrogate Model. We commonly use 

GA with the Kriging Surface used for complex MDO problems.  For the sake of brevity, we will 

discuss only our GA implementation here. GA’s are based on the principles of Darwin’s theory 

of evolution and natural selection.  The key ideas of how design unfolds in nature in an efficient, 

parallel and multi-modular manner satisfying a complex network of constraints, variables and 

objectives are embodied in the workings of GAs.  Formal presentation of the ideology is based 

on seminal work of Holland [10] that structures based on chromosome-like string of binary 

switches could trigger more favorable characteristics in systems if the chromosomes were 

permitted to interact with other similar structures based on some measure of fitness, thereby, 

reproduce and mutate leading to offspring systems that were better adapted to the environment.  

Efficient combinatorial procedures with operators for selection, crossover and mutation are used 

to advance or evolve a design by the evolutionary algorithm.  These operators are standard in the 
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Genetic Algorithm literature although many advanced variants of these operators exist and in our 

particular implementation we utilize tournament selection with elitism and uniform (multi-point) 

crossover [12] to speed up convergence.  In our implementation of the GA, the chromosomes 

utilize binary encoding.  Although many engineering applications use real coded chromosomes, 

the lower cardinality binary encoding replicates evolutionary processes closely (for example, 

four types of nucleotide encode an alphabet in the human genome).  Fundamental GA theory also 

postulates that alphabets of lower cardinality provide greater flexibility during crossover and are 

not blocked in their search for a global extreme in certain complex landscapes [11].  

Convergence can also be accelerated by the preservation of diversity in the design population 

and it is ensured by niching or fitness sharing by sub-populations that define a certain niche in a 

multi-modal design space.  In particular, following the lead of Carroll [12], we have used 

Goldberg’s multi-dimensional phenotypic sharing scheme with a triangular sharing function. For 

multi-objective optimization problems we follow the ranking scheme of Fonseca and Fleming 

[13] in obtaining the Pareto optimal set of solutions, by assigning ranks to the individuals in the 

population based on their relative domination. 

3.4.3 Parameterization and Design Variables 

Shape parameterization and deformation is achieved by specifying the shape design 

utilizing the shape deformation tool SCULPTOR that has been developed by Optimal Solutions.  

The complex shapes are defined by a network of control points (Figure 35).  The control points 

are specified as design variables and their displacement results in smooth variation of the 

boundary, since the control points influence the displacement of a series of surface nodes.  In 

SCULPTOR a grid of control points is constructed (known as an Arbitrary Shape Deformation 

grid) around the geometry.  For CFD applications, the control points of the ASD grid influence 

the movement of grid points on the CFD grid.  The movement of the grid points, in turn 

influences the displacement of the boundary (Figure 36(c)).  
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Figure 35: Shape Deformation Grid produced by SCULPTOR and ASD Grid Shown by 

red, green and blue lines with control points as nodes on the grid. 

 

  
(a) Original Airfoil Shape of a Mid-

Section with surface grid. 

(b) Sample Modified Mid-section Blade geometry 

with reduced thickness retaining the flatback shape. 

Shape generated by moving control points . 

 
(c) Blade geometry of mid-section deformed by sculptor showing smoothly varying contour with 

a sharp trailing edge. 

Figure 36:  Shape modifications to the turbine blade generated by moving the control 

points.    

 

This methodology of shape deformation is very powerful for multiple reasons: (i) it 

ensures smooth design shapes (ii) the grid on the modified design is the same as the original grid 

in terms of the cell topology and cell/node count (iii) constraints related to the shape can be 

easily defined (iv) the final design can be ported to CAD (v) flexibility in defining the number of 
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control points/design variables (v) feasibility of affecting large changes to the geometry which 

works well in conjunction with global optimization methods. 

In our optimization study, the deformation of the wind turbine blade geometry was 

defined by control points spread across airfoil cross-sections at 5 planes (See Figure 37).  The 

shape of each airfoil section was defined by 6 control points (design variables), 3 of which define 

the airfoil shape on the pressure side (pressure_leading, pressure_center, pressure_trailing), 

while the remaining 3 define the airfoil shape on the suction side (suction_leading, 

suction_center, suction_trailing).  Movement of these control points alters the surrounding grid 

and the shape of the airfoil contour.  The displacement of each control point is independent of the 

other control points on a given airfoil section.  However, the movement of a given control point 

is weighted across the different cross-sections.  For example, the pressure_leading control point 

is given 100% of the defined displacement at the first cross-section and only 3% of the 

displacement at the tip.  This weighting dependency ensures a smooth variation in airfoil profiles 

along the span of the blade.  More importantly, it permits shape deformation of the entire wind 

turbine blade with just 6 variables leading to a large savings in the design optimization process.  
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Figure 37:  Parameterization of Wind Turbine Blade Geometry for Design Optimization 

Study. 

 

3.4.4 Design Optimization Results 

Shape optimization of the wind turbine blade is discussed in this section.  As mentioned 

earlier, the baseline shape of the wind turbine was the BSDS blade shape.  The primary 

consideration for this demonstration design optimization exercise is tonal noise reduction.  

However, tonal noise is directly dependent on blade loading.  Therefore, it is more appropriate to 

carry the design optimization exercise by improving the aerodynamic performance and reducing 

the noise simultaneously.  Both objectives, are in a sense, conflicting, since in most cases 

increasing the blade loading leads to increased noise and vice versa.  Furthermore, it should be 

mentioned that the baseline BSDS design is an optimized design in terms of aerodynamic 

performance and structural integrity and any improvement would be a significant achievement.  

The objective function used for our design optimization study was defined as the ratio of the 

aerodynamic power to the rms of pressure (peak levels) or in other words the aerodynamic 
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7%
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center
trailing

Six Design Variables: 

• Pressureleading Pressurecenter
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• Suctionleading Suctioncenter
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prescenter

presleading

Percentage of deformation applied at each plane is determined by the ratio 

of its cross-sectional area to the cross-sectional area of Plane 1

Fixed plane along the centerline 

isolates the deformations along 

the pressure side and suction side
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power per unit of sound pressure level.  This definition would facilitate improved designs for 

blade loading that generated less noise.  As mentioned in the previous section 6 design variables 

were used to define the variation in shape of the wind turbine blade.  A population of 8 designs 

was considered for the genetic algorithm based optimization procedure.  The optimization 

process was carried out utilizing the design optimization framework discussed in Section 3.4.1.  

The GA based optimizer provided the design variables to SCULPTOR which was used to deform 

the geometry and computational grid.  Steady CFD computations were performed to get an 

estimate of the aerodynamic power, and the steady solution was passed to the acoustic solver 

(Section 3.3.5) to estimate the tonal noise levels from the steady blade loading.   

A phase space map of all the designs analyzed is shown in Figure 38 where the non-

dimensional aerodynamic power level and the sound pressure level for each design is shown.  

The designs that lie along the Pareto-front represent designs that are non-dominated i.e. those 

designs that are not dominated by both sound pressure levels and aerodynamic power by the rest 

of the designs in the design landscape.  There are three designs that represent interesting features 

in the design space and they are marked in Figure 38 by their GA designation (G15D1, G15D3 

and G14D1).  G15D1 represents a design that generates the maximum amount of power.  

Consequently, it also has significantly higher tonal noise.  However, it is noteworthy because 

tweaking the BSDS design can lead to approximately 20% more aerodynamic power which is 

extremely attractive for designers of wind turbines.  G14D1 represents a design that generates 

roughly 5% more power than the BSDS blade but also generates less tonal noise.  Design 

G15D3, on the other hand generates roughly the same amount of power as the BSDS design but 

about 0.6dB less noise than the BSDS blade.  In locations where noise is a greater concern for 

the operation of wind turbines, the designs to the left of G15D3 along the Pareto-front generate 

less noise at the cost of aerodynamic power.  For example there is a design that generates only 72 

dB noise, which is over 2.5 dB lower than the BSDS design.  However, this comes at a huge cost 

of the aerodynamic power levels.   
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Figure 38:  Design Landscape showing Power Generated by each design and its noise 

characteristics.  The design landscape also shows a subset of designs (Pareto-Front) where 

designs having the non-dominated solutions exist. 

 

A comparison of the different blade cross-sections and the cross-sections of the above-

mentioned three designs is shown in Figure 39.  G15D1, the design with the maximum power, 

not surprisingly also shows increased thickness throughout the span.  This leads to higher 

pressures on the pressure side of the airfoil sections (Figure 40).  However, the abrupt change in 

slope close to the trailing edge on the suction side leads to uneven pressure loading and may be 

responsible for the large increase in noise levels for this design.  The G15D3 has a comparable 

blade section profile as the original BSDS blade with small differences in the shape of the airfoil 

sections closer to the hub (See Figure 39).  As a consequence there are small differences in 

pressure between the BSDS blade sections and the G15D3 blade (See Figure 41).  The G14D1 

design is the most interesting since it provides greater power than the BSDS design and 

generates relatively less noise.  As seen in Figure 42 it generates more lift at the mid-span section 

primarily due to higher loading on the pressure side of the airfoil sections.  More interestingly, a 

Pareto Front 

(Non-Dominated 

Solutions)

Original BSDS 

Design (NREL 
optimized 
design)

G14D1

G15D1

G15D3

Appendix C | Combustion Research & Flow Technology – Final Report

Page C-46
Final Report | DOE Award No. DE-EE0003269



 

Final Report 40 CRAFTR-08.2011.030 

Prime Contract No. DOE-DE-EE0003269 

Combustion Research and Flow Technology, Inc. 

polar plot of the rms pressure distribution (Figure 43) indicates that for the primary lobe (about 

75 degrees) the BSDS pressure fluctuation is larger than the G14D1 design.  However, for the 

secondary lobe (around 110) the pressure fluctuation is slightly higher on the G14D1 design than 

the BSDS blade.  Otherwise the directivity patterns on the all the designs is similar to the original 

BSDS design. 

 

 

Figure 39:  Airfoil Cross-Section Shapes for Different Designs Extracted from Design 

Space.  Cross-Section of BSDS Shape is shown in Black.  Other Designs are shown in Red. 
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Figure 40:  (-Cp) Comparisons of different cross-sections of the original BSDS wind turbine 

blade (blue) and the G15D1 design (red). 
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Figure 41:  (-Cp) Comparisons of different cross-sections of the original BSDS(blue) wind 

turbine blade and the G15D3 design (red) 
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Figure 42:  (-Cp) Comparisons of different cross-sections of the original BSDS (blue) wind 

turbine blade and the G14D1 design(red). 
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Figure 43: Polar Distribution of RMS Pressure Comparisons for the original BSDS Blade 

and the three designs. 

 

3.4.5 Summary of Optimization Studies 

The optimization study for noise reduction and enhancement of power was carried out 

with the BSDS blade shape, power and noise levels as the baseline reference.  As part of the 

optimization study a Pareto-front that included non-dominated designs in terms of noise and 

power was identified.  Several designs were mined from this front and analyzed for both 

improvement of aerodynamic power and/or reduction of noise.  In particular, three designs were 

identified: a design that generated approximately the same power as the BSDS design but 

showed improved tonal noise characteristics; a design that improved both the tonal noise and 

aerodynamic power marginally and a design that significantly improved aerodynamic power but 

also increased the tonal noise. 
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1.0 Task 1 - Health Monitoring of Wind Turbine Blades 

1.1 Introduction 

Vibration based structural health monitoring (SHM) is a method for detecting 
damage by monitoring a structure for a change in its dynamic behavior.  The dynamic 
behavior can be characterized using actuators to excite the structure and sensors to 
measure the structure‟s response.  SHM is an active field of research with most efforts 
focused on the development of sensors and signal processing techniques.  Miltec 
Research and Technology (MRT) has focused its research efforts in designing where 
sensors and actuators should be placed on a structure to best detect damage which has 
traditionally been an area ignored.  Designing an optimized health monitoring system 
has several advantages.  The system‟s sensitivity to detecting damage over the entire 
structure is maximized while the number of sensors and actuators is minimized.  As a 
result, weight added to the structure is minimized and the system cost and amount of 
data collected is reduced. 

One of MRT‟s tasks for the National Center for Physical Acoustics (NCPA) is to 
design a structural health monitoring system for a wind turbine blade, and 
accomplishing this requires a finite element (FE) model of a blade.  Initially our hope 
was to find a FE model of a non-proprietary blade which could be used to demonstrate 
MRT‟s health monitoring design capabilities.  MRT pursued several leads in an attempt 
to acquire a model or at least a complete description of the geometry and material 
makeup from which a FE model could be created.  Unfortunately, our attempts were 
unsuccessful due to the proprietary nature of many blade designs.  As an alternative, 
MRT used publically available information from several sources to generate a FE model 
of a generic wind turbine blade.  FE models of two wind turbine blades did become 
available after completing much of this work.  However, after some analysis it was 
determined that the new model would not significantly change the results.  Therefore, it 
was decided to complete the analysis using the MRT developed model. 

This report begins with an overview of MRT‟s health monitoring system design 
process in Section 1.2.  Section 1.3 discusses the wind turbine blade finite element 
models.  The design of a health monitoring system for a generic wind turbine blade is 
presented in Section 1.4.  Multiple optimal designs are generated and their application 
to a theoretical damage scenario is simulated to judge performance.  Two designs are 
recommended in Section 1.5 and some issues pertaining to the application of an active 
or passive SHM system to a wind turbine blade is discussed in Section 1.6.  Section 1.7 
concludes with a summary of the Task 1 effort. 

 

1.2 Background 

MRT has developed a systematic method for optimally locating sensors and 
actuators for structural damage detection.  The approach is model-based requiring the 
use of a dynamical model (typically a finite element model) of the structure.  When 
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possible, the model is compared against modal analysis test data to ensure it 
sufficiently represents the structure‟s dynamics.  Modal analysis test data was not 
available during this effort, but would be a topic to pursue in future work.  It is 
understood in the context of structural modeling that all models have errors and that 
good designs produced by model-based techniques should be tolerant to these errors.  
The optimization problem is formulated by specifying the design parameters and 
constraints, defining the objectives, and selecting a physically measurable damage 
metric to optimize.  The design parameters and constraints specify the type of sensors 
(acceleration, strain, thermal, etc.) available, sets limits on the number of each sensor 
type, and defines limits for locating the sensors and actuators.  Typical optimization 
objectives are to 1) be highly sensitive to damage at any known failure location(s), 2) 
maintain adequate ability to detect damage occurring elsewhere, 3) minimize the 
number of sensors and actuators used, and 4) maintain robustness to modeling errors.  
An in-house developed multi-objective genetic algorithm (GA) is employed to perform 
the optimization.  The GA will produce a number of potential health monitoring system 
designs.  Simulations of each design are then performed to validate, judge the 
performance, and select the most appropriate design. 

The framework used by MRT for designing health monitoring systems is founded 
on the principles of linear, finite-dimensional, time-invariant (LTI) dynamical systems 
theory.  While the linear elastic finite element method (FEM) is appropriate for modeling 
many structures, MRT‟s approach is applicable to all systems that can be modeled 
adequately as a LTI dynamical system in state space form.  The state space equations 
are 
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where x(t) Rn is the state vector, u(t) Rm is the actuator signal vector, y(t) Rp is the 

sensor signal vector, and x0 Rn is the initial state condition.  The matrices A Rnxn, 

B Rnxm, C Rpxn, and D Rpxp represent the system dynamics, actuator influence, 
sensor coupling, and direct feed through effects, respectively.  Here the symbols Rn and 
Rnxm are used to represent the spaces of n-dimensional real vectors and n-by-m real 
matrices, respectively. 

The equation of motion resulting from the application of the FEM to a linear 
elastic structure is, 

 )()()()( tFutKztzGtzM  , (2) 

where M, G, and K, are the mass, damping, and stiffness matrices, respectively. Here, 
the matrix F maps the actuator signals into the force vector and should be thought of as 
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specifying where independent forces are applied to the structure. The vector z consists 
of the translational and rotational degrees of freedom (DOF‟s).  Equation 2 is converted 
to a state space form using the definition 

z

z
x


, 

and it follows that 
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Any type of sensor may be used provided a mathematical model of the sensor is 
available.  When accelerometers are used for sensing, 

 )()()( 111 tFuMCtxGMKMCty aa , (4) 

where Ca is a matrix specifying the locations of the accelerometers and F is a matrix 
specifying the locations of the actuators.  MRT has typically used piezoelectric disc 
wafers as actuators.  Equation 4 implies that 

GMKMCC a
11  and FMCD a

1 . 

The structure of Ca is such that each row corresponds to an accelerometer and each 
column corresponds to a model DOF.  A „1‟ is placed in the column corresponding to the 
DOF being measured.  The structure of F is such that each column corresponds to an 
actuator and each row corresponds to a model DOF.  A „1‟ is placed in the row 
corresponding to the DOF being excited.  Note that no row or column in Ca and F can 
have more than a single „1‟ and all other entries should be „0‟. 

The goal is to optimally position accelerometer(s) and actuator(s) on the structure 
to detect changes in the structure‟s dynamics.  This corresponds to identifying the best 
DOF‟s to measure and excite, i.e., to determine the best Ca and F matrices.  The 
structure‟s steady-state response, defined in (1), to an input (actuator signal) with a 
covariance matrix Qu is given by 

 T

u

T

xy DDQCCQQ , (5) 

where Qy is the steady-state covariance of the sensor signal y and Qx is the steady-state 
covariance of the state vector x which can be shown to be the solution to the matrix 
Lyapunov equation: 

 0T

u

T
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The sensitivity of Qy with respect to parametric variations in the system matrices A, B, 
C, and D is given by 
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and p is a parameter characterizing the effect of damage on the structure.  Damage is 
modeled as a localized change in the stiffness or mass of a finite element, and this 
change, represented by the variable p, influences the entries of M, K, and G.  Other 
sensitivity measures are possible, but this one is sensitive to a large space of changes.  
Note (6) and (8) are of the same form in their unknowns, and readily available numerical 
algorithms exist to solve these equations. 

 The 2-norm of (7) is a quantity that can be maximized by MRT‟s GA to determine 

optimal sensor and actuator locations.  This optimization criterion,
2

pQy , is a 

measure of the change in output power covariance in response to a structural 
parameter change (mass or stiffness reduction).  To put this plainly, the algorithm tries 
to maximize the change in the output signal when damage develops in the structure.  In 
practice this optimization criterion cannot be measured; however, for small changes in 
p, which are of primary interest, 
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where ref

yQ and dmg

yQ are the reference and damaged values of the output power 

covariance which are quantities that can be measured. 

 

1.3 Wind Turbine Blade Finite Element Models 

1.3.1 Finite Element Model Search 

MRT attempted to contact several individuals to request a blade model.  MRT 
has collaborated in the past with Doug Adams at Purdue University who is currently 
involved in a wind turbine project.  Unfortunately the FE model they have developed is 
proprietary and could not be shared.  We have worked previously with Tom Hermann at 
the National Institute for Aviation Research at Wichita State University.  Tom is currently 
a consultant in the wind turbine field and working for Odonata Research, but did not 
have any non-proprietary models to share.  We also contacted the developers of 
NuMAD at Sandia National Labs for a blade model, but did not receive a reply.  NuMAD 
is an ANSYS pre-processor designed to aid in creating turbine blade FE models and is 
available free upon request. 
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 Nathan Murray at NCPA was successful in procuring two wind turbine blade FE 
models.  The CX-100 blade is a 9 meter, 100 KW blade designed as a part of a Sandia 
National Labs research program [1].  The WindPACT blade is a 33 meter, 1.5 MW blade 
designed as part of a National Renewable Energy Labs program [2].  Figure 1.1 and 
Figure 1.2 are depictions of each blade model.  These models were not used by MRT 
because they did not become available until very late in the design cycle using a 
generic blade and after some analysis (presented in Section 1.3.2.5) it was determined 
that the final results would not be greatly impacted. 

 

 

 

Figure 1.1 CX-100 blade model. 
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Figure 1.2 WindPACT blade model. 

 

1.3.2 Generic Blade Finite Element Model 

Much of the information used in creating a nonspecific wind turbine blade FE 
model was drawn from an online SolidWorks tutorial and a Sandia National Labs report 
[3].  The SolidWorks tutorial stepped through generating a CAD model of a 30 meter 
wind turbine blade.  Following this tutorial provided MRT with a blade surface geometry 
that could be imported into the ANSYS FE software.  A FE model of a 9.2 meter 
prototype blade, labeled NPS-100, used in a design study is described in [3].  This 
paper provided more information about the material makeup than was generally 
available in other papers obtained from a literature search.  This included the elastic 
material properties of the composite layers as well as the lay-up sequence for several 
blade cross sections.  However, some information such as densities, ply thicknesses, 
and ply lay-up sequences at blade stations not given in [3] had to be estimated for MRT 
to complete a blade FE model. 

 

1.3.2.1 Blade Geometry 

To correspond better with the NPS-100 blade described in [3], the 30 meter 
SolidWorks tutorial blade was scaled to a root to tip length of 9.2 meters.  Figure 1.3 
compares the chord length distributions of the NPS-100 and generic blades.  Both 
blades have similar root lengths, but the generic blade has a larger root diameter.  The 
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generic blade has a longer transition region (root to airfoil), but both have similar max 
chord lengths.  Blade thickness versus length for the NPS-100 blade is not provided in 
[3].  Given that the generic blade has a larger root diameter, it is expected that the 
generic blade is also thicker than the NPS-100 along the entire blade length.  The 
SolidWorks tutorial does not include any internal structure such as a shear web or spar 
which are common features in many blade designs.  A shear web is used in the NPS-
100 blade, but its exact location is not given.  Based on figures in [3] showing the shear 
web, a shear web was added to the generic blade model at a similar location.  The 
shear web is normal to the chord length, is offset 50 mm from the root center towards 
the leading edge, and extends from blade stations 1300 to 8200 mm. 
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Figure 1.3 Chord length distribution 

 

1.3.2.2 Material Properties 

The NPS-100 blade skin and spar cap are composed of e-glass layers with 
unidirectional (C520), ±45° (C260), and random (¾ Mat) fiber orientations.  Balsa core 
material is used in the shear web and trailing edge and the entire blade surface is 
covered with a gel coat.  The properties for each material layer are listed in Table 1.1.  
The elastic moduli and Poissons‟ ratio for the e-glass layers and gel coat were provided 
in [3] along with the thicknesses of the plies composing the DBM layers.  Thicknesses 
for C520, ¾ Mat, and the gel coat were not explicitly listed but approximated based on a 
bar graph in [3] plotting total thickness of each material in the spar cap regions.  The 
remaining information in Table 1.1 was not given in [3] and had to be drawn from other 
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sources.  The density used for C520 is a typical value for a glass fiber ply according to 
the Wind Energy Handbook [4].  Because the C260 and ¾ Mat layers have a lower 
stiffness than C520, it was assumed they also have a lower fiber volume fraction and 
were subsequently assigned reduced density values.  A web search for gel coats 
returned a data sheet [5] for an epoxy gel coat manufactured by Gurit from which the 
gel coat density was obtained.  A web search for balsa core materials returned a data 
sheet [6] for a medium density end grain balsa core manufactured by ProBalsa from 
which the balsa material properties in Table 1.1 were obtained.  A thickness of 6.35 mm 
was assumed for balsa used in the skin and 9.5 mm for balsa used in the shear web. 

 

Table 1.1 Layer material properties 

Material 
E1 

(GPa) 
E2 

(GPa) 
G12 

(GPa) 
v12 Density 

(g/cc) 
Thickness 

(mm) 

C520 48.2 11.7 6.48 0.30 1.85 1.14 

C260 43.0 8.90 4.50 0.27 0.925 0.186 or 0.296 

¾ Mat 7.58 7.58 6.48 0.30 0.230 0.38 

Gel Coat 3.44 3.44 1.32 0.30 1.66 0.46 

Balsa 2.00 0.40 0.025 0.20 0.155 6.35 or 9.5 

DBM1208 

3 layers 

+45° C260 (0.186 mm) / ¾ Mat (0.186 mm) / 

-45° C260 (0.186 mm) 
0.558 

DBM1708 

3 layers 

+45° C260 (0.296 mm) / ¾ Mat (0.296 mm) / 

-45° C260 (0.296 mm) 
0.888 

 

1.3.2.3 Layered Material Definitions 

The NPS-100 FE model divides the blade cross section into five regions and the 
blade length into seventeen sections.  A layered material definition (ply lay-up 
sequence) is then defined for each cross sectional/blade station section.  This same 
approach was used in constructing the generic blade FE model.  Figure 1.4 shows the 
1300-2200 station section of the generic blade and labels the cross sectional regions.  
The locations of the cross sectional region divisions were estimated based on similar 
figures given in [3].  The layered material definitions for the cross sectional regions at 
stations 800, 1300, 2200, and 8700 are listed in [3] for the NPS-100 blade.  These 
material definitions were used in the generic blade FE model while the ply lay-up 
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sequence for the remaining sections had to be estimated.  Layers were either added to 
or removed from the material definitions given in [3] to create greater skin thickness 
towards the root and to gradually reduce the skin thickness along the airfoil length (max 
chord to blade tip).   Table 1.2 lists the layered material definitions (LMD) assigned to 
each cross sectional/blade station section of the generic blade while Table 1.3 gives the 
ply lay-up sequence for each material definition in  Table 1.2. 

 

 

Figure 1.4 Generic blade section (station 1300-2200) with cross sectional regions labeled. 
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 Table 1.2 Breakdown of generic blade sections and assigned material definitions 

Station 
Section 

Cross Sectional Region Shear 
Web 

I II III IV V 

0-300 LMD1 

N/A 

300-425 LMD2 

425-550 LMD3 

550-700 LMD4 

700-1300 LMD5 

1300-2200 LMD6 LMD7 LMD8 LMD7 

LMD9 LMD19 
2200-4700 

LMD10 

LMD11 LMD12 LMD11 

4700-7200 LMD13 LMD14 LMD13 

7200-8200 LMD15 LMD16 LMD15 

8200-9200 LMD6 LMD17 LMD18 N/A 

 

Appendix D | Miltec Research & Technology – Final Report

Page D-15
Final Report | DOE Award No. DE-EE0003269



                                                                      UNCLASSIFIED 
           Wind Turbine Health Monitoring & Inflow Predictions Date prepared: 4 April 2011 

           UM Subcontract #: 11-10-026 Miltec Research and Technology 

           Final Scientific Report MD911000002-RPT Rev.: New 

MILTEC PROPRIETARY  Page 15 of 38 

 UNCLASSIFIED 

 

Table 1.3 Layered material definitions (type and number of material layers) 

Material Layer LMD1 LMD2 LMD3 LMD4 LMD5* LMD6* LMD7* LMD8* LMD9* LMD10* 

Gel Coat (exterior) 1 1 1 1 1 1 1 1 1 1 

¾ Mat 1 1 1 1 1 1 1 1 1 1 

DBM1708 6 4 3 2 1 1 1 1 1 1 

DBM1208 1 1 1 1 1 1 1 1 0 1 

C520 16 14 12 11 10 0 7 7 0 0 

Balsa 0 0 0 0 0 0 0 0 1 1 

DBM1208 1 1 1 1 1 1 1 1 1 1 

DBM1708 (interior) 6 4 3 2 1 1 1 5 0 1 

Total Thickness 
(mm) 30.852 25.02 20.964 18.048 15.132 3.732 11.712 15.264 8.786 10.232 

* indicates a material definition given in [3] 
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Table 1.3 cont. 

Material Layer LMD11* LMD12* LMD13 LMD14 LMD15 LMD16 LMD17 LMD18 LMD19 

Gel Coat (exterior) 1 1 1 1 1 1 1 1 0 

¾ Mat 1 1 1 1 1 1 1 1 0 

DBM1708 1 1 1 1 1 1 1 1 1 

DBM1208 1 1 1 1 1 1 1 0 1 

C520 6 6 5 5 4 4 3 0 0 

Balsa 0 0 0 0 0 0 0 0 1 

DBM1208 1 1 1 1 1 1 1 1 1 

DBM1708 (interior) 1 5 1 4 1 3 1 0 1 

Total Thickness 
(mm) 10.572 14.124 9.432 12.096 8.292 10.068 7.152 2.286 12.392 
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1.3.2.4 Meshed Generic Blade 

Meshing the blade geometry, along with the material properties and layered 
material definitions, completes the generic blade FE model.  Figure 1.5 shows the FE 
mesh consisting of 8-noded shell elements.  In all there are 1,266 elements and 3,735 
nodes with each node having 6 degrees of freedom (3 translational and 3 rotational).  
All degrees of freedom at the root end were constrained, positioning the blade in a 
cantilevered position, and giving a total of 22,194 model degrees of freedom. 

 

 

Figure 1.5 Several views of the generic blade FE mesh. 

 

1.3.2.5 Comparison to NPS-100 and CX-100 Blades 

Provided in [3] are several FE analysis results used to check the validity of the 
NPS-100 FE model.  These include a calculation of the blade‟s total mass, a static 
analysis to determine tip deflection under load, and a modal analysis to compute the 
first six natural frequencies.  The static analysis loading condition consisted of four 
concentrated 250 lb loads at blade stations 3.0, 4.5, 6.5, and 8.0 meters.  The modal 
analysis was conducted with the root end fixed.  Identical simulations were conducted 
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on the CX-100 and generic blade FE models.  This allowed for a comparison of the 
generic blade to the NPS-100 and CX-100 prototype blades giving an indication of how 
close the generic blade‟s mass, flapwise stiffness, and dynamic behavior are to an 
actual turbine blade. 

Table 1.4 summarizes the FE analysis results for the NPS-100 and CX-100 
blades and for an initial and a modified generic blade FE model.  The initial model uses 
the material property values listed in Table 1.1 and the modified model has these 
material property values altered.  Given that the generic blade has a larger root 
diameter and blade thickness than the NPS-100, the generic blade‟s mass being 27 kg 
(60 lb) heavier is not unreasonable.  The CX-100 blade has carbon fiber incorporated in 
its design resulting in a reduced mass compared to the all fiber glass NPS-100 and 
generic blades.  However, the tip deflection and natural frequencies for the initial 
generic blade model indicate that the blade could be overly stiff.  The blade‟s stiffness 
could be reduced by adjusting the layer thicknesses, the number or type of layers used 
in a ply lay-up sequence, or the material properties.  In this case, the simplest model 
parameter to adjust is the material properties.  The elastic moduli of the e-glass layers 
(C520, C260, and ¾ Mat) were reduced by 75% from the values in Table 1.1 bringing 
the tip deflection and natural frequencies closer to those of the NPS-100 blade.  Despite 
the generic blade being a conglomeration, the results in Table 1.4 indicate its dynamic 
behavior should be similar to that of an actual wind turbine blade. 

 
Table 1.4 Comparison of NPS-100 and CX-100 to generic blade FE analysis results 

 
NPS-100 

Blade 
CX-100 
Blade 

Generic Blade 

Initial Model Modified Model 

Blade Mass 195 kg 174 kg 222 kg 222 kg 

Tip Deflection 190 mm 80 mm 30 mm 117 mm 

1st Mode (flapwise) 4.52 Hz 4.17 Hz 10.96 Hz 5.56 (Hz) 

2nd Mode (edgewise) 7.13 Hz 5.20 Hz 13.23 Hz 6.84 (Hz) 

3rd Mode (mixed) 12.27 Hz 11.39 Hz 25.45 Hz 13.02 (Hz) 

4th Mode (mixed) 22.43 Hz 17.47 Hz 35.49 Hz 18.39 (Hz) 

5th Mode (mixed) 24.58 Hz 21.55 Hz 43.60 Hz 22.90 (Hz) 

6th Mode (mixed) 34.82 Hz 31.11 Hz 53.90 Hz 28.83 (Hz) 
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1.3.3 Identifying Generic Blade Hotspots 

A static analysis was performed by applying a load at the blade tip with the root 
end fixed to create bending in the blade and look for resulting areas with high stress or 
strain.  This was done to determine regions, or hotspots, of the blade that may be more 
susceptible to damage.  The health monitoring system can then be designed to be more 
sensitive to damage occurring in these hotspots.  Figure 1.6 is a contour plot of von 
Mises strain with the selected hotspots outlined in red.  There were also high strain 
regions towards the trailing edge, but these are an artifact of how the FE model is 
constructed.  These areas are along sectional boundaries of the blade model where the 
skin thickness changes sharply due to different layered material definitions.  The first 
hot spot is where the shear web terminates, the second is along the shear web/skin 
interface, and the third is in the blade root to airfoil transition region.  Two papers 
describing a static load test [7] and a fatigue test [8] on a 9 meter blade showed 
cracking in locations similar to hotspots 1 and 2, further suggesting that these areas are 
likely locations for damage. 

 

 

Figure 1.6 Contour plot of von Mises elastic strain resulting from a static tip load on 
generic blade; chosen hot spots are outlined in red. 

 

3 
1 

2 
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1.4 Structural Health Monitoring System 

1.4.1 Design Specifics 

 After the generic FE model was finalized in ANSYS, the mass and stiffness 
matrices were extracted and reduced to only include modes up to 1,000 Hz.  This 
resulted in a modal reduction from 22,194 DOF to 428 which allows for calculations to 
be preformed efficiently.  Objective functions were then developed in order to specify 
“what is optimal” to this particular task.  Seven objective functions were defined as 
follows: 

 Maximize sensitivity to a reduction in stiffness occurring at the three hot spots 
mentioned above 

 Remain sensitive to randomly occurring damage 

 Limit the number of sensors to be between 5-16 

 Limit the number of actuators to 1 

 Robustness to modeling error 

The allowable locations for the sensors and actuator to be placed were limited to 
the blade surface between stations 500 and 8500 (excluding the leading and trailing 
edges).  This was chosen to make follow on experiments easily implementable.  For an 
actual design intended for use the inside surface of the blade would also be considered.  
Using MRT‟s genetic algorithm and the objective functions and constraints listed above, 
twelve optimal SHM designs were found.  Next, these designs were simulated based on 
various damage cases to gauge the performance and to select the most appropriate 
design(s). 

 

1.4.2 Initial Simulation Results 

 Four damage locations were selected for simulation purposes; the three hot 
spots, specified in the objective functions and shown in Figure 1.6, as well as one 
random location.  To simulate cracking, mass and stiffness matrices were extracted 
from ANSYS with a 10% reduction in stiffness in each of those elements independently.  
The stiffness was reduced by decreasing the elastic modulus of the C520 material along 
the material‟s strong direction (E1).  The simulated responses of the monitoring system 
are shown in Figures 1.7-1.10.  In these figures each data point represents a run of the 
SHM system.  Data points 1-10 are a baseline (runs on an undamaged blade) with 
damage being introduced at data point 11.  In an actual application a baseline data set 
is collected so that additional data can be compared back to the baseline to statistically 
determine if damage has occurred.   
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Figure 1.7 Simulation of 10% Stiffness Reduction at Hotspot 1 

 

Figure 1.8 Simulation of 10% Stiffness Reduction at Hotspot 2 
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Figure 1.9 Simulation of 10% Stiffness Reduction at Hotspot 3 

 

Figure 1.10 Simulation of 10% Stiffness Reduction at Random Location 
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 As one would expect, an increase in the number of sensors typically results in an 
increase in metric performance.  However, since all designs are optimized, they are all 
equally valid.  This allows for the engineer to apply judgment (cost, weight, DAQ, etc.) 
when selecting which optimal design to use and to know how the number of sensors 
affects performance.  For example, if the engineer is limited to eight inputs on the DAQ 
equipment, then a design can be chosen based on that constraint.  If cost is the most 
constraining factor, a design can be chosen based on the number of sensors the 
engineer can purchase. 

Table 1.5 contains the output of MRT‟s genetic algorithm showing the 
performance trade-off for each optimal design based on number of sensors.  These 
values are each design‟s sensitivity to a change in stiffness at the three hotspots as well 
as all other locations (observability).  This will show the engineer the sensitivity or 
performance loss when, for example, a five sensor design is chosen over a ten. 

 

Table 1.5 Performance Trade-off of Optimal Designs 

# of 
Sensors 

Hotspot 1 
Sensitivity 

(V/V) 

Hotspot 2 
Sensitivity 

(V/V) 

Hotspot 3 
Sensitivity 

(V/V) 
Observability 

(V/V) 

5 1.04E-07 7.34E-08 1.04E-07 1.51E-15 

6 1.29E-08 5.90E-07 1.29E-08 3.85E-15 

7 2.67E-08 3.94E-07 2.67E-08 1.32E-14 

8 1.42E-08 2.01E-07 1.42E-08 9.27E-13 

9 4.56E-08 1.84E-07 4.56E-08 5.97E-11 

10 6.81E-08 5.24E-09 6.81E-08 1.53E-09 

11 1.86E-08 4.42E-08 1.86E-08 9.51E-09 

12 1.32E-08 7.84E-08 1.32E-08 6.90E-08 

13 1.29E-08 3.34E-08 1.29E-08 1.63E-07 

14 2.01E-07 7.34E-08 2.01E-07 4.50E-07 

15 2.12E-07 7.45E-07 2.12E-07 1.43E-06 

16 1.69E-06 7.53E-06 1.69E-06 3.88E-06 
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1.4.3 Hypothetical Damage Scenario 

The SHM designs were applied to a hypothetical damage scenario to illustrate 
and compare their performance.  Damage is simulated by reducing the stiffness of an 
element or group of elements.  In this case a crack growing through four elements is 
simulated by successively reducing the stiffness in each element.  The stiffness was 
reduced by decreasing the E1 modulus of the C520 material.  Figure 1.11 shows the 
location of the four elements through which the crack grows and the percent reduction 
in stiffness for each element is given in Table 1.6.  Figure 1.12 shows the simulation 
results for each design and each damage case.  The 15 sensor design performs the 
best for these particular damage conditions, but since all designs are optimal, the 
engineer can select which design to use based on more than just simulated 
performance at one or two locations. 

 

 

Figure 1.11 Elements used for simulating crack growth. 

 

 

 

ELEM 1 

ELEM 2 

ELEM 3 

ELEM 4 
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Table 1.6 % Reduction in Element Stiffness 

 Damage Case 

1 2 3 4 

ELEM 1 10 % 30 % 50 % 70 % 

ELEM 2 0 % 10 % 30 % 50 % 

ELEM 3 0 % 0 % 10 % 30 % 

ELEM 4 0 % 0 % 0 % 10 % 

 

 

Figure 1.12 Simulation Results of Crack Growth 

 

Undamaged 

Damage  
Case 1 

Damage  
Case 2 

Damage  
Case 3 

Damage  
Case 4 
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1.5 Recommendations 

Based on the simulation results presented in Sections 1.4.2 and 1.4.3, all the 
designs would have the necessary sensitivity to detect moderate levels of damage.  
However, the 15 sensor design would be recommended to achieve maximum sensitivity 
to stiffness changes.  If the number of sensors needs to be minimized, based on 
constraints such as cost, DAQ, weight, etc., while still achieving needed performance, 
the 6 sensor design would then be recommended.  The 15 sensor and 6 sensor designs 
are depicted in Figure 1.13 and Figure 1.14, respectively. 

 

1.6 Active vs. Passive System 

 These SHM designs are all active systems that operate by exciting the blade via 
the actuator.  The excitation signal used in these simulations is a sine sweep ranging 
from 500 to 1000 Hz to excite all modes in this frequency band.  If an active system is 
unacceptable a passive system can be designed where the environmental loads on a 
blade are utilized as the excitation source.  In this case, the spectrum of the wind 
turbulence is sufficient to excite the structure; however, the noise floor of the baseline 
data would be higher than for an active system.  The result would be that a passive 
system will not be able to reliably detect small amounts of damage but will perform 
adequately once the damage grows.  As an example, a passive system may have a 
damage metric noise floor of 500.  In this scenario the first damage case in Figure 12 
would be undetectable and the 5, 6, and 7 sensor designs would not be viable options.  
The remaining designs would be effective if implemented as a passive system although 
their performance would be somewhat reduced.  Despite these drawbacks we are 
confident a passive SHM system is feasible. 
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Figure 1.13 Health monitoring system design – 15 sensors / 1 actuator 
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Figure 1.14 Health monitoring system design – 6 sensors / 1 actuator 

 

1.7 Task 1 Summary 

 MRT‟s effort for NCPA was to design a structural health monitoring system for a 
wind turbine blade.  Initially, attempts were made to obtain a non-proprietary blade finite 
element model on which MRT could demonstrate its SHM system design capabilities.  
When MRT could not obtain a blade model, work proceeded in generating a model of a 
generic blade that was corroborated with literature.  Late in the design cycle a blade 
model did become available.  An analysis showed MRT‟s generic blade was not 
significantly different and work was concluded using the generic blade model.  A stress 
analysis was conducted to identify likely damage areas (hotspots) in the blade and 
these locations were corroborated with literature.  Using MRT‟s genetic algorithm a 
design optimization was conducted generating multiple SHM designs.  Each design‟s 
sensitivity to damage was maximized at the hotspots while also being sensitive to 
randomly occurring damage.  The performance of each design was simulated for 
several damage cases and two designs recommended.  A 15 sensor design is 
recommended for maximum sensitivity and a 6 sensor design was the best reduced 
sensor option. 

 

Actuator Sensor 

Top Side 

Bottom Side 
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2.0 Task 2 - Passive Detection of Wind Inflow Conditions 

A field data collection test was conducted during the week of November 8 through 
12.  The Miltec stand-alone point sensors were deployed in a wagon-wheel 
arrangement simultaneously with an 3-D sonic anemometer located in the center.  The 
equipment was deployed in the field figure below, with GPS center 34.26453o N, 
90.20182o W.  This site is near Locke Station and is a flat, open field. 

The stand-alone sensor DAQ provides data at 2000Hz, with the sensor response 
being flat (within 3dB) from 0.025 to 100Hz.   

The anemometer height was 124 inches.   

The aperture of the wagon was approximately 384m, and 49 point sensors were 
used. 

A 5-channel (24-bit) datalogger sampled the anemometer and a B&K 4193 low 
frequency microphone at 2048Hz.  The microphone was used for baseline comparison 
testing, but was only used for a short time beginning 20:15 UTC on Tuesday, November 
9. 

Known signals occurred at the following specified time intervals: 

Table 2.1 

Date  Source   Time (UTC)  GPS location  

11/8/2010 Propane cannon 22:15:21  34.25937 N, 90.20491W 

      ``             ``  22:15:22   `` 

      ``             ``  22:16:11   `` 

      ``             ``  22:16:12   `` 

      ``             ``  22:17:54   `` 

      ``             ``  22:17:55   `` 

      ``             ``  22:17:56   `` 

11/8/2010   Gunshot (40cal) 22:23:50   `` 

      ``             ``  22:23:51   `` 

      ``             ``  22:23:52   `` 

      ``             ``  22:23:53   `` 

      ``             ``  22:23:54   `` 

      ``             ``  22:23:55   `` 

11/9/2010   Airplane  20:56:??   ?? 

      ``   Propane cannon 21:22:??  Prime has this value 

      ``             ``  21:22:??   `` 
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      ``  restarted FP  21:48:57            N/A 

11/10/2010 changed card #40 19:33:59            N/A 

      ``  changed card #49 19:38:40            N/A 

      ``  Cotton compressor 20:34:??  ~170 from mag. N 

11/11/2010 Miltec drove up 19:0?:??  ~ 200 from mag. N 

      ``  airplane  19:18:??         SE to SW 

 

The array was setup inside the highlighted box below.   

 

 

Figure 2.1  Modified Google Earth representation of the setup location. 

The diagram below describes the approximate wagon wheel arrangement.  The 
angle degrees are measured from Magnetic North, and the distance out from center in 
the legend is in meters. 
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Figure 2.2  Overall sensor location illustration. 

The diagram below shows the interior sensor positions more clearly. 

 

 

Figure 2.3  Matlab illustration of the distances from center. 

 

Appendix D | Miltec Research & Technology – Final Report

Page D-32
Final Report | DOE Award No. DE-EE0003269



                                                                      UNCLASSIFIED 
           Wind Turbine Health Monitoring & Inflow Predictions Date prepared: 4 April 2011 

           UM Subcontract #: 11-10-026 Miltec Research and Technology 

           Final Scientific Report MD911000002-RPT Rev.: New 

MILTEC PROPRIETARY  Page 32 of 38 

 UNCLASSIFIED 

The sensors were setup in the following order: 

Table 2.2 

Leg #  Leg Degrees from N  Sensors (in to out) 

0         Center   49 

1   0   1, 2, 3, 4, 5, 6, 7, 8 

2   60   9, 10, 11, 12, 13, 14, 15, 16,  

3   120   17, 18, 19, 00, 21, 22, 23, 24 

4   180   25, 26, 27, 28, 29, 30, 31, 32 

5   240   33, 34, 35, 36, 37, 38, 39, 40 

6   300   41, 42, 43, 44, 45, 46, 47, 48 

 

A rodent had chewed through the sensor cable of TT-040 on the night of 
11/8/2010.  Thus, there will be no pressure data available on this unit from the break 
until the time of the repair.  The unit was repaired on Tuesday, 11/9/2010, and the TT-
040 data was sampling pressure data by 20:48:?? UTC. 

 

Figure 2.4  Repair after rodent attack. 
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Figure 2.5  Central co-located sensors. 

The central co-located equipment has been redrawn to illustrate the separation 
distances clearly below. 

 

Figure 2.6  Cartoon of central setup. 
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The array is shown below by a photograph taken facing south.  Here the position 
and height of the anemometer (124”) is clearly shown. 

 

Figure 2.7  Southern-facing view of some of the equipment used for this test. 

 

Table 2.3:  Data Availability (times are in UTC) 

Device Name 

Data Availability   

Mon (11-8) Tues (11-9) Wed (11-10) Thurs (11-11) Fri (11-12)  Color Code 

FP_28 21:04:46 21:40:14        Available Data 

FP_28 Restart   21:48:57     14:52:54  Special Case 

TT_000 18:47:00       15:07:07  Ended Early 

TT_001 18:38:24       13:50:38   

TT_002 18:39:19       15:07:15   

TT_003 18:39:31       15:07:48   
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TT_004 18:39:32       15:07:57   

TT_005 18:40:01       15:08:43   

TT_006 18:40:42       15:09:04   

TT_007 18:41:31       15:11:16   

TT_008 18:42:02       15:11:54   

TT_009 18:40:31       15:14:28   

TT_010 18:40:32       15:14:32   

TT_011 18:41:01       15:14:34   

TT_012 18:40:50       15:14:23   

TT_013 18:42:04       15:13:02   

TT_014 18:42:32       15:12:20   

TT_015 18:43:00       15:11:20   

TT_016 18:43:31       15:10:32   

TT_017 18:46:56       15:07:55   

TT_018 18:47:32       15:07:46   

TT_019 18:47:01       15:07:22   

TT_021 18:46:54       15:06:02   

TT_022 18:46:31       15:05:22   

TT_023 18:45:55       15:04:09   

TT_024 18:51:05       15:03:20   

TT_025 18:47:57       15:01:05   

TT_026 18:47:39       15:00:45   

TT_027 18:47:46       15:00:17   

TT_028 18:48:28       15:00:08   

TT_029 18:48:17       14:59:08   
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TT_030 18:48:56     02:40:15     

TT_031 18:49:45       14:56:30   

TT_032 18:50:01       14:55:31   

TT_033 18:47:44       14:58:06   

TT_034 18:47:59       14:58:18   

TT_035 18:48:13       14:59:03   

TT_036 18:48:01       14:59:21   

TT_037 18:48:27       14:59:41   

TT_038 18:48:13       14:54:48   

TT_039 18:49:30       14:51:29   

TT_040 18:50:27   19:33:59       

TT_040 Restart     19:35:22   14:51:26   

TT_041 18:47:23       15:00:20   

TT_042 18:47:42       15:00:32   

TT_043 18:47:01       15:00:51   

TT_044 18:46:48       15:01:07   

TT_045 18:46:31       15:01:38   

TT_046 18:46:00       15:01:54   

TT_047 18:45:31       15:02:34   

TT_048 18:44:30       15:03:21   

TT_049 18:47:31   19:38:40       

TT_049 Restart     19:39:50   14:57:17   

        

Notes:        

The times listed in the first column are the first available timestamps of the first file created     
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The times listed in the other columns are that of the last available timestamp     

The times listed in Yellow indicate a small time lapse where SD cards were changed out to check data at MRT. 

The time listed in Red indicates missing data. Time reported is the last available timestamp.     

 
A Matlab script was written to pull the binary files containing data off each SD 

card and store them in a user defined directory. Another Matlab script was written to 
parse all binary files contained in the user defined directory.  The binary filenames on 
each card are represented by an eight digit number. The parsed Matlab filenames have 
the following structure : TT_022_00000128_27-05-2010_10_30_10.mat 
 

TT:  abbreviation for Triple Threat 
022:  Triple Threat number 
00000128:  binary number the parsed file corresponds too 
27:  day 
05:  month 
2010:  year 
10:  hour (UTC format) 
30:  min 
10:  sec 

 
Below is a description of the six variables contained in a parsed Matlab file: 

counters:  counts up for each data point sampled during a second of data. A byte 
of precision is used for this counter explaining the 0 to 255. The counter will start 
over at the beginning of a new second. For instance, if the counter is at 222 and 
restarts to 0, this means the next second of data has started. 

data:  the raw time series data in volts 

gps:  latitude and longitude of sensor placement in decimal degrees 

indices:  is a variable used to relate the 'timestamps' and „data‟ variables.  Each 
entry of indices vector represents the location in the data vector where each 
timestamp occurs.   

rate:  the sample rate  

timestamps:  a vector containing the timestamps associated with the „data‟ 
variable 

 
The data was delivered on a 500 GB external USB drive on 12/06/20.
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