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ABSTRACT 
 

Microorganisms have been rich sources for natural products, some of which have found use as 
fuels, commodity chemicals, specialty chemicals, polymers, and drugs, to name a few. The recent interest 
in production of transportation fuels from renewable resources has catalyzed numerous research 
endeavors that focus on developing microbial systems for production of such natural products. 
Eliminating bottlenecks in microbial metabolic pathways and alleviating the stresses due to production of 
these chemicals are crucial in the generation of robust and efficient production hosts. The use of systems-
level studies makes it possible to comprehensively understand the impact of pathway engineering within 
the context of the entire host metabolism, to diagnose stresses due to product synthesis, and provides the 
rationale to cost-effectively engineer optimal industrial microorganisms. 
 
INTRODUCTION 
 

Global warming, energy security, and increased energy needs in the face of dwindling petroleum 
reserves are driving forces behind the renewed interest in production of fuels and other petroleum-derived 
chemicals from lignocellulosic biomass [ 1–3]. Microorganisms from diverse environments naturally 
produce a wide variety of chemicals that have found use as fuels, commodity and specialty chemicals, 
polymers, and drugs [ 4,5]. While increases in the production of these natural products were limited to 
mutagenesis and selection before the advent of recombinant DNA technology, metabolic engineering has 
been used extensively over the past two to three decades to increase production of these useful chemicals [ 
5,6]. More recently, there has been much interest in the microbial production of chemicals found naturally 
in plants and other organisms and the production of unna-tural chemicals not found in any organism. 
Production of advanced biofuels (e.g. alkanes, alkenes, and aromatics) by microorganisms will require a 
significant retooling of their metabolism [ 4,7,8]. 

The ability to manipulate microbial metabolism requires a systems-level understanding of 
metabolism and the ability to monitor and manipulate many variables simul-taneously. The ever-increasing 
databank of sequenced genomes provides the metabolic toolkit needed to build large numbers of metabolic 
pathways, producing thou-sands of chemicals (in the first quarter of 2008 alone, 47 new microbial genome 
sequences were released, bringing the tally of sequenced microbial genomes to 674 since Haemophilus 
influenzae was completed in 1995 [ 9]). The ability to manipulate and evolve metabolic enzymes also 
serves to increase the number and types of chemicals that can be produced microbially. 

Increasing the yield of a natural product or introducing genes that allow the production of 
unnatural products can have severe consequences on host growth and thereby impact product titers. Having 
the ability to monitor only one or a few, often gross, parameters, such as growth rate, meant that problem 
diagnosis and repair was time-con-suming, if not impossible. With the advent of functional genomics 

techniques, we now have the ability to monitor thousands of parameters simultaneously [10,11₃₃]. How-
ever, diagnosing and fixing such problems requires sys-tem-wide models of genetic regulation and 
metabolism and computational tools to analyze the vast amounts of data, an area commonly referred to as 
systems biology [ 12]. In this review we discuss the importance of this powerful emerging science for 
engineering microbial hosts in industrial applications and the unique challenges encompassed therein. 
 
Methods  in  systems  biology 

The study of gene expression levels using high-density DNA microarrays has become a 
cornerstone of many functional genomics pipelines, as such information pro-vides context for interpreting 
genomic sequence data. A staggering amount of array data now exists for hundreds of different microbial 
and non-microbial systems, providing cell-wide data across a dizzying collection of stressors, toxins, 
mutations, adaptations, and growth conditions. More recently, microarray data have been used in com-
bination with mutation studies to provide more perspect-ive for changes observed [ 13]. High-density DNA 
array technology has also been used to enable rapid profiling of microbial diversity [ 14] and gene function 
[ 15] from complex, environmental samples. Attempts to process and use the tremendous amount of data 



generated from transcriptional array studies have given rise to entirely new disciplines within the fields of 
bioinformatics and computational biology [ 12], and necessitated the devel-opment of rigorous reporting 
protocols [ 16]. 

Proteomics also has seen significant advances in the past decade and is the primary method to 
capture regulation of cellular response beyond the mRNA level. While traditionally completed with two-
dimensional electro-phoresis [ 17], high-throughput identification of proteins using mass spectrometry has 
become the foundation of much proteomics research for functional genomics studies. Multiple strategies 
now exist for the identifi-cation of proteins [ 17,18], and numerous workflows to quantify protein 
abundance have also been developed [ 19]. Notably, the iTRAQ technique, which uses isobaric tags to 
differentially label samples from up to eight conditions simultaneously [ 20], has been used to survey both 
protein changes [ 21] and to determine members of protein complexes [ 22]. Improvements in 
computational analysis are important to reduce artifacts in information and false positives [ 23,24]. 
However, standardized methods that incorporate statistically sound analyses for reporting and handling 
proteomics data are still evol-ving [ 25,26]. 

Transcript and protein data have been demonstrated to correlate relatively well for specific 
pathways [ 12] but often correlate poorly in cell-wide analyses [ 27,28]. These results highlight the 
importance of regulatory processes beyond transcriptional control. An elegant set of exper-iments 
demonstrated that in Saccharomyces cerevisiae, both mRNA synthesis and degradation significantly impact 

protein levels [29₃]. Studies have also demonstrated that stressors likewise affect mRNA stability [ 30]. 
Advances in proteomics technologies have revealed the importance of post-translational modifications [ 

31], protein localization [32,33₃], and protein–protein interactions as some of the most important cellular 
responses to stress [ 34]. Func-tional analysis of S. cerevisiae genes showed that candi-dates essential for 
growth under a particular stress condition did not show the most significant change [ 13], further 
emphasizing the importance of responses beyond differential expression. 

In light of these complexities, it is becoming widely understood that monitoring mRNA and 
protein levels alone may not be sufficient to capture information about enzyme activity and substrate 
turnover. Additional cell-wide studies, such as metabolomics [ 35] and flux analysis [ 36], are fast growing 
into well-established workflows that provide a truly orthologous measurement of the cellular response to 
stress and manipulation. Advances in the field of metabolomics have made it possible to identify thou-
sands of metabolites [ 37] and quantify tens to hundreds of metabolites in targeted sets [ 38]. Similarly, 
metabolic engineering based on flux measurements has been used to improve the yield of metabolic 
products [ 39]. For metabolic pathway engineering specifically, the measure-ment of carbon flux through 
central biosynthetic path-ways was identified as a key requirement. New techniques are being developed to 
model pathway fluxes without relying on steady-state assumptions [ 40]. Flux analysis has also found 
surprising importance in the dis-covery of new pathways in organisms thought to be fully annotated [ 41]. 
 The complexity of cellular regulation poses a great chal-lenge for the integration of these system-
wide data into models that will accurately represent and eventually predict physiology. However, integrated 

models have been used to identify essential genes [ 42], transcriptional elements [11₃₃], regulatory circuits [ 
43], and stress response [ 10] in many microorganisms. Such existing models provide valuable information 
about cellular activi-ties and may be used to pinpoint responses that prevent optimal production. Some very 
promising recent compu-tational methods have attempted to address issues with data integration [ 44]. 
Open source tools that allow researchers to analyze, compare, and mine genomics data [ 45,46] are likewise 
valuable. Model development forces a more complete understanding of cellular regulation, beyond what is 
able to be deduced solely on the basis of genome annotation. 
 
Applicability of functional genomics to metabolic engineering 

The desire to increase product titers and minimize the cost of precursors provides the primary 
driving force behind most engineering efforts, particularly for low-margin products like commodity 
chemicals. Commer-cially viable titers for bio-products can range from several mg/L in the case of 
pharmaceuticals [ 47] to hundreds of g/ L for commodity chemicals and biofuels [ 48,49]. Reach-ing these 
production levels requires a significant amount of pathway optimization after constructing the pathway and 
eliminating or minimizing undesirable effects of the pathway or production on the cell. Strain development 
becomes an iterative process whereby pathway manip-ulation is followed by a system-level study to 
identify potential bottlenecks and reveal detrimental side effects ( Figure 1). Once it has been successfully 
demonstrated that a product of interest can be produced in vivo, achiev-ing economically viable production 



levels requires mini-mizing the generation of less desirable side products and maximizing carbon flux 
toward the target product. For example, improvements in bio-ethanol production in E. coli have utilized 
many such steps, and this progress has been very well reviewed [ 6]. 
  
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Flowchart of systems biology applied to achieving a production target. A host organism must be selected and metabolically 
engineered to produce the molecule(s) of interest. The results of metabolic engineering must be evaluated, for example monitoring 
phenotypes by performing growth curves and product titer using gas chromatography (GC). Cellular profiling, using measurements at 
all levels of the system includes mRNA, proteins, metabolites, and flux analysis to identify bottlenecks in the pathway. Once 
bottlenecks are identified, another round of engineering must take place to overcome the limitations. The cycle is completed once the 
desired production level has been achieved. 
 
Most metabolic engineering efforts use a combination of native and heterologous genes, such as the 

production of the anti-malarial drug precursor artemisinic acid [50₃], 1,3-propanediol [ 49], and, very 

recently, isobutanol pro-duction in E. coli [51₃]. Understanding how the incorp-oration of an engineered 
exogenous pathway perturbs the host system is important for overcoming pathway bottle-necks. For 
example, overexpression of heterologous enzymes can create stress by depleting the pool of avail-able 
amino acids, especially when the genes originate from an organism having a different codon usage com-
pared with the production strain. Consequently, many heterologous proteins are now codon-optimized to 
draw predominantly on the largest available tRNA pools and to alleviate potential problems with mRNA 
structure [ 52]. Additionally, the burden of expressing both native and non-native pathways can cause 
imbalances in the cellular redox state by altering the NAD+/NADH and NADP+/ NADPH ratios or levels of 
ATP, which can lead to overflow metabolism [ 53]. Imbalances in enzymatic activity can also result in the 
accumulation of toxic or inhibitory pathway intermediates, which may drastically reduce cellular growth as 
well as production levels. Func-tional genomics can be important in troubleshooting such issues [ 54]. As 
an example, the accumulation of 3-hydroxy-3-methyl-glutaryl-coenzyme A (HMG-CoA) was found to be a 
bottleneck in the production of iso-prenoids in E. coli and was corrected by overexpression of tHMG1 [ 55] 
or by downregulating the synthesis of HMG-CoA [ 56]. The various considerations of metabolic engin-
eering as they apply to the production of amorphadiene in E. coli have been summarized ( Figure 2). 
 
 



 
Figure  2. An example of an engineered pathway for the production of the anti-malarial drug precursor, amorphadiene. This pathway 
demonstrates several key points that are pertinent to any metabolic engineering project. Namely, there are a large number of genes that 
must be co-expressed; all enzymes in gray were derived from S. cerevisiae, with the exception of ads, which was obtained from 
Artemisia annua, while enzymes in black were overexpressed but were native to E. coli. Toxic intermediates are shown in red. The 
toxicity of these intermediates was overcome by balancing the expression levels of the corresponding enzymes. The requirements for 
energy equivalents are shown in green. 
 

An excellent example of the successful application of systems biology is the microbial production 
of 1, 3-propanediol [ 49] by DuPont-Genencore. As early as 2000, Chotani et al. recognized the importance 
of identi-fying bottlenecks using functional genomics studies [ 57]. At the time, techniques other than 
microarray were still in their infancy; however, their research suggests a clear systematic approach toward 
engineered systems using functional genomics studies. To achieve a viable titer, many different hurdles had 
to be overcome. The original pathway, which utilized glycerol, was replaced by a path-way capable of 
using the less expensive substrate, glu-cose. Pathway and host optimization eventually resulted in 
production levels of 135 g/L [ 49]. This engineered system continues to be the focus of cell-wide studies to 
characterize its phenotype [ 58]. 

In metabolic engineering, the product itself may prove to be a bottleneck if it is not exported out of 
the cell efficiently. The presence of high concentrations of the product in the medium can also have a toxic 
effect on cellular metabolism, which is especially true for biofuels, such as ethanol, longer chain alcohols, 

and long chain hydrocarbons [59,60₃ ,61]. The knowledge of mechanisms that confer fitness in response to 
detrimental production factors, such as changes to pH, the presence of salts, and accumulation of toxic 
byproducts, can also be useful in developing a robust production host. The important aspect of optimizing 

strains for industrial application was emphasized in recent studies by Alper et al. [62₃₃], which illustrates 
the necessity of simultaneously altering multiple traits in a host organism. Engineering a single trait, such 
as ethanol resistance, frequently involves manipulating multiple genes. Obtaining strains with multiple 
traits involves an even larger set of genes, rendering traditional sequential screening strategies inef-fective. 
By mutagenizing global transcriptional machin-ery, Alper et al. successfully identified strains that were 
simultaneously resistant to high concentrations of both ethanol and SDS. These studies also emphasize the 
role of regulatory proteins in evolving strains that contain multiple desirable traits as well as for phenotypes 
that remain stable and predictable during scale up and long-term growth. Transcriptional regulators present 
a difficult set of genes to study both via microarrays and proteomics as they often show little change and 



are typically present in low abundance. However, many emerging technol-ogies can improve our ability to 
conduct focused, high-throughput studies for specific gene classes. One example is that of the nCounter [ 
63] system, which allows highly sensitive measurement of mRNA changes for 524 tran-scripts at a time 
using a newly developed, direct counting method. While many engineering efforts are being attempted to 
design optimal production hosts, the inherent complexity of microbial systems presents a formidable 
challenge to cellular engineering. Systems biology provides the oppor-tunity to study the cell from a global 
perspective to gain a snapshot of the systems that are being affected during production and give clues about 
where pathway bottle-necks lie. It is important to note that existing studies with model systems such as E. 
coli and S. cerevisiae provide a wealth of information that is highly pertinent to many of the conditions 
important in industrial processes [ 64,65]. While not reviewed here, an important knowledgebase for 
microbial engineering also comes from non-model organisms that display traits desirable in an industrial 
host. 
 
CONCLUSIONS 
 

Several important fuel production systems have been demonstrated in microbes recently and 

include biodiesel production [ 66] and isobutanol production [51₃]. While these studies are promising, 
extensive engineering will be necessary to increase the titers to enable production of commercially viable 
fuels. It will not be surprising if systems-level analyses reveal many strategies that can be combined to 
optimize production. Many recent cell-wide studies have, in fact, focused on understanding the cellular 
physiology of production microbes exposed to industrial processing conditions [ 67], stress and starvation [ 
65], and heterologous metabolic pathways with their potentially toxic intermediates [ 54] and are beginning 
to find use in engineering better hosts. While the majority of functional genomics studies to date have been 
targeted toward understanding cellular physiology, the expec-tation is that this information can now be 
used to deduce pathway bottlenecks and optimize cellular circuit design. As the technology moves beyond 
the discovery phase and into application, implementation of knowledge from sys-tems biology approaches 
in metabolic engineering holds the promise of creating robust production host organisms for industrial 
applications. 
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