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ABSTRACT
Modern data-intensive applications move vast amounts of data between multiple locations around the world. To enable predictable and reliable data transfer, next generation networks allow such applications to reserve network resources for exclusive use. In this paper, we solve an important problem (called SMR3) to accommodate multiple and concurrent network reservation requests between a pair of end-sites. Given the varying availability of bandwidth within the network, our goal is to accommodate as many reservation requests as possible while minimizing the total time needed to complete the data transfers. We first prove that SMR3 is an NP-hard problem. Then we solve it by developing a polynomial-time heuristic, called RRA. The RRA algorithm hinges on an efficient mechanism to accommodate large number of requests by minimizing the bandwidth wastage. Finally, via numerical results, we show that RRA constructs schedules that accommodate significantly larger number of requests compared to other, seemingly efficient, heuristics.
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1. INTRODUCTION
Extreme scale scientific computations within collaborative environments are highly dependent on the availability of data that they need to process. The data in such environments is usually distributed among national and international data repositories. As a result, any scientific data analysis requires frequent and time-sensitive transfers of large volumes of data from one repository to another over the network. This fact highlights the extreme importance of reliable network services. However, the default behavior of today's best effort networks is to treat all data flows equally. We have developed an algorithm that can construct an efficient schedule for multiple/concurrent requests between a pair of end-sites.

As a first step to alleviate such concerns, next generation networks such as EsNet [5] and Internet2 [9] have dedicated large bandwidth links between sites distributed across distant geographical regions. These networks allow applications to reserve network resources for the exclusive use between end sites. The ability to reserve network resources is enabled via inter domain controllers (IDCs) of such networks. An example of IDC is the on-demand secure circuits and advance reservation system (OSCARS) within EsNet.

As a next step in enabling QoS guarantees, end site applications that can intelligently reserve network resources are needed. Such applications communicate with IDCs and reserve the required resources. The design of such applications can vary depending upon the kind of reservation requests the IDCs can accept, and the flexibility of the reservations needed between end sites. Terapaths [10] is one example of such network reservation tools that can communicate with the IDCs of EsNet and Internet2 to reserve network resources.

However, there are two major shortcomings of the existing network reservation tools that we address in this paper. First, the inability of existing tools to intelligently schedule reservations in the presence of multiple/concurrent reservation requests. The current mechanism to handle multiple reservation requests is to try and reserve the requests in the order in which they are generated. As we show in this paper, in the presence of multiple reservation requests, we can significantly improve the performance if we schedule the requests intelligently. We have developed an algorithm that can construct an efficient schedule for multiple/concurrent requests between a pair of end-sites.

Second, we address the inability of existing tools to exploit the flexibility in reservation requests. In our experience of communicating with the end users of such systems, we have determined that the reservation requests can have some flexibility. As an example, instead of requiring a fixed amount of bandwidth, a data transfer may have an upper limit on how much bandwidth it can use. Furthermore, as opposed to having a rigid start time, it may be acceptable as long as a data transfer gets finished before a certain deadline. However, given the presence of such flexibilities, existing reservation tools still submit a fixed request to the IDCs. Existing tools usually try to reserve the maximum bandwidth that the end sites can support. The IDC of the intermediate network may not be able to support the maximum bandwidth, but it may easily finish the data transfer using a lower bandwidth before the deadline. As a result, the IDC will have to reject the request to reserve the maximum amount of bandwidth. In the presence of limited feedback from IDCs, the existing reservation tools then modify and resubmit the modified request to IDCs. It may require multiple rounds
of submissions before the request is modified in a way that is acceptable to IDC. Our work in this paper specifically address such inefficient mechanism to reserve resources. To address such inefficiencies, we allow reservation tools/applications to ask the IDC for the available resources. IDCs of the next generation networks will have the ability to provide such availability to the applications on request [11]. Once such availability information is available, it becomes possible for reservation tools to intelligently schedule the requests. The algorithm developed by us in this paper aims to construct such intelligent schedules. As a result, the IDCs can now accommodate all the submitted requests, and there is no need for modifying and re-submitting the requests one by one to IDCs.

We plan to integrate the developed algorithm into our existing network reservation tool called TeraPaths [10]. Our results show that the developed algorithm can significantly improve the overall system performance.

In Section 2, we describe our problem in detail and the precise objective that we want to achieve. Section 3 shows the proof of NP-hardness for our problem. In Section 4, we provide the description of the algorithm that we have developed, and Section 5 presents the simulation results. Section 6 discuss some related work, and Section 7 concludes the paper.

2. PROBLEM DESCRIPTION

In this section, we give the description of our problem using a motivational example.

Figure 1 shows a simple scenario where the network can reserve a bandwidth of 10 Gb/s between two end sites. However, the rate at which the data can be read from/written to the storage device on an end host is limited to 8 Gb/s. In this scenario, it is advisable to reserve a maximum of 8 Gb/s of bandwidth along the network path. A single reservation request between two end sites includes (i) the maximum bandwidth that the end sites can support (e.g., 8 Gb/s in the above example), (ii) the amount of data that needs to be transferred, and (iii) the start and end times between which the end sites needs the data transfer to begin and finish. As an example, the time varying bandwidth availability of the network between the two end sites of Fig. 1 is shown in Fig. 2. The bandwidth availability graph is a step function, with different available bandwidth between different time intervals (or steps). For Fig. 2, the available end-to-end bandwidth for time interval [1 – 3] is 4 Gb/s, and for the interval [3 – 7], the available bandwidth becomes 8 Gb/s (say due to termination of some other network flows within the network). Now assume that end site 1 wants to make two reservations between itself and end site 2. Both of these reservations can support the maximum bandwidth of 8 Gb/s. Assume that the start and end times for both the reservations is 1 and 7 secs respectively. Furthermore, assume that both reservations need to transfer 16 Gb of data. Once a reservation is confirmed for a request, the allocated bandwidth for that reservation remains fixed for its duration. Given the bandwidth availability information, and the reservation requests, the objective is to schedule the data transfers if possible. The schedule should be able to finish the data transfers for all reservations within the requested time window and at the same time optimize a certain objective function. Without an objective function, there could be multiple feasible schedules that will accommodate the requests. Figure 3 shows two feasible schedules for the above example. We can see that the schedule in Fig. 3(a) is optimal if we want to finish the data transfers as early as possible, and the schedule in Fig. 3(b) is optimal if we want to minimize the total data transfer time.

From the above example, it is easy to see that finding a feasible and optimal schedule becomes much more challenging if the bandwidth availability graph contains many more variations. Furthermore, the problem becomes even more challenging if we introduce the following four generalizations: (i) the requested start and end times for different reservations can be different, (ii) the amount of data that needs to be transferred for every reservation can also be different, (iii) the maximum bandwidth that a particular reservation can use may vary from one reservation to another, and (iv) there are multiple reservation requests that need to be scheduled.

In this paper, we consider all these generalizations and solve the scheduling problem with two goals: (i) accommodate as many reservation requests as possible (all the requests in best case), and (ii) minimize the sum of total times that is required to transfer data for all accommodated requests. We name our problem as SMR³ (Scheduling Multiple Resource Reservation Requests).
3. PROBLEM COMPLEXITY

In this section, we prove the NP-hardness of our SMR$^3$ problem. We consider a known NP-hard variation of the generalized assignment problem (GAP), and convert an instance of this GAP into a special instance of our problem in polynomial time. We first describe the special instance of our SMR$^3$ problem, which we call simple-SMR$^3$.

In simple-SMR$^3$, all reservation requests have the same start and end times, same values for the maximum bandwidth that they can use, but different amounts of data that they need to transfer. The bandwidth availability curve in simple-SMR$^3$ is a piecewise linear function. An example of this is shown in Fig. 4. The available bandwidth during all intervals is exactly the same as the maximum bandwidth requested in the individual reservation requests. However, the time duration of every interval in which the bandwidth is available can be different. We can make two important observations from the definition of simple-SMR$^3$. First, in any solution, the time taken to complete the data transfer for a particular request will be same irrespective of the interval in which it is scheduled. This is because all intervals have the same amount of bandwidth available for every request. As a consequence, every feasible schedule will have the same total time taken to transfer data for all reservation requests. Second, for the simple-SMR$^3$ problem, the objective of finding a feasible schedule with minimum data transfer time is now reduced to finding just a feasible schedule. We now have the following lemma.

**Lemma 1.** The simple-SMR$^3$ problem is an NP-hard problem.

**Proof.** We consider the following variation of GAP that is known to be NP-hard [3]:

Given $n$ bins, $m$ items, the capacity of each bin, and the size of each item: the goal is to determine a feasible assignment of items to bins such that the sum of the size of items in each bin does not exceed the bin’s capacity.

An instance of the above problem can be converted into the simple-SMR$^3$ problem by considering the bins as the intervals in the piecewise bandwidth availability graph. The capacity of each bin can be considered as the area under each interval where the bandwidth is available. Each item can be considered as the bandwidth reservation request, where the size of each item is equivalent to the amount of data that needs to be transferred for that request. Finally, the goal of finding a feasible assignment of items to bins can be considered equivalent to finding a feasible schedule of reservation requests within the intervals of the piecewise bandwidth availability graph.

Based on lemma 1, we now have the following theorem.

**Theorem 1.** The SMR$^3$ problem is an NP-hard problem.

**Proof.** The SMR$^3$ problem is a generalized version of the simple-SMR$^3$ problem. As the simple-SMR$^3$ problem is shown to be NP-hard, SMR$^3$ is also NP-hard.

Given that the SMR$^3$ problem is an NP-hard problem, it is not possible to develop a polynomial time solution procedure to solve it optimally. As a result, we develop an efficient algorithm with polynomial running time that can construct effective solutions.

4. RRA: THE RESOURCE RESERVATION ALGORITHM

In this section, we develop an algorithm, called RRA (resource reservation algorithm) to solve our SMR$^3$ problem. We begin by providing an overview of the RRA in Section 4.1, which is followed by the detailed description in Section 4.2. In Section 4.3, we illustrate the working of the RRA algorithm via an example. In Section 4.4, we show the polynomial running time of the RRA algorithm.

4.1 Algorithm Overview

The RRA algorithm runs in iterations. During every iteration, RRA will try to reserve resources for some of those requests that can have a large effect on the objective function, i.e., the requests that can utilize the largest amount of bandwidth. At the end of an iteration, there may be few reservation requests that were not accommodated in the bandwidth availability graph. The RRA algorithm then updates the bandwidth availability graph to reflect the current reservation of requests that were accommodated. This is followed by more iterations in which RRA tries to reserve resources for the remaining requests (if any) in the updated bandwidth availability graph. An obvious question here is: how subsequent iterations can accommodate the requests if the current one cannot? The answer will become clear during the detailed description of the algorithm. If, during some iteration, none of the remaining requests could be accommodated, then the RRA algorithm will stop. The remaining requests that were not accommodated cannot be satisfied. The RRA algorithm runs in polynomial time and can construct effective solutions.

4.2 Detailed Description

In this section, we will provide detailed description of the RRA algorithm. Every iteration within RRA consists of three phases. We will describe these phases here.
4.2.2 Phase II: Initial Assignment

After identifying all ARs, the next step in the RRA algorithm is to assign individual requests to these ARs. In order to accomplish this, for every request \( r_i \), RRA identifies the AR that can finish the request in the shortest amount of time (while satisfying the start and end time requirements of the request). In case there are multiple ARs that can finish the request in shortest time, RRA will assign the AR with smallest bandwidth to request \( r_i \). This will ensure that the ARs with excessive bandwidth availability can be used by requests that can utilize such large bandwidth. Figure 6 shows an example where Request-1 with 18 Gb of data can utilize a maximum bandwidth of 6 Gb/s with earliest start time and completion deadline as 0 and 7 respectively. It also shows all three ARs that fall within the start and end time requirements of the request. Out of the three ARs, only two, i.e., AR-2 with 8 Gb/s and AR-3 with 6 Gb/s, can satisfy Request-1 in 3 secs. AR-1 with 4 Gb/s will require 4.5 secs to satisfy the request. In this case, the RRA algorithm will assign AR-3, i.e., the AR with minimum bandwidth among the two best ARs, to Request-1. If a certain request cannot be accommodated inside any AR, then that request can not be satisfied and will be removed from further consideration.

A situation is possible where none of the available ARs is assigned to more than one reservation requests, and none of the requests gets assigned to overlapping ARs. In such a situation, the current initial assignment is considered as a feasible assignment. However, it is also possible that some ARs (overlapping/non-overlapping) get assigned to multiple reservation requests (e.g., see Fig. 7). In such a scenario, the RRA algorithm needs to make sure that the current assignments are indeed feasible, i.e., whether all/few of the requests can be accommodated inside the assigned RAs.

4.2.3 Phase III: Ensuring feasibility

This is the most important phase of the RRA algorithm. The goal of this phase is to determine whether the assigned ARs can accommodate the requests to which they were assigned. Furthermore, this phase also calculates the actual bandwidth and the start and end times that will be assigned to each request that can be accommodated. For this phase, RRA needs to maintain the following information for every identified AR: (i) the start time of the AR, (ii) the end time of the AR, (iii) a list of other overlapping ARs, and (iv) all the requests to which it was assigned. The RRA algorithm will then iterate through the ARs one by one. It is likely that the ARs with large bandwidth can complete the requests in less amount of time. As a result, for the benefit of the objective, the RRA algorithm will iterate through the ARs in a decreasing order of bandwidth values (ties are broken randomly). For every AR considered, the goal is to see if it can accommodate all the requests to which it was assigned. If not, then the goal should be to accommodate as many as possible. Furthermore, once a request is accommodated inside an AR, the size of other overlapping ARs should be adjusted as follows. If the accommodated request splits some overlapping AR into left and right portions, then the larger portion will be retained, and the smaller portion will be removed from that AR. Note that, if needed, the available bandwidth in the removed portion can be taken into consideration during the next iteration of the RRA algorithm.

To accommodate the requests within an AR, the RRA algorithm follows a greedy approach. It will iterate over the requests in increasing order of starting times, breaking ties randomly. The reason to iterate in increasing order of starting times is to reduce the amount of time gaps between accommodated requests within the AR.

4.2.1 Phase I: Identify Accommodating Regions

The RRA algorithm begins an iteration by identifying one accommodating region (AR) for every step in the bandwidth availability graph. For a particular step size, RRA identifies the corresponding AR as a rectangle within the bandwidth availability graph that (i) contains the step, (ii) has a height that corresponds to the maximum available bandwidth of that step, and (iii) has the longest length possible while maintaining the bandwidth. These ARs can be efficiently constructed using an algorithm proposed in [7]. The current pending reservation requests needs to be accommodated in these ARs. Note that an AR for a step may span multiple other steps, and a single AR may accommodate multiple reservation requests. As an example, Fig 5 shows the ARs for all three steps. The region AR-1 for step-1 spans from time [0–7], region AR-2 spans from time [2–5], and region AR-3 spans from time [2–7]. Regions AR-1 (with bandwidth 4 Gb/s) and AR-3 (with bandwidth 6 Gb/s) are spanning multiple time steps, and their height is corresponding to the bandwidth of their respective time steps. Region AR-2 (with bandwidth 8 Gb/s) spans only step-2 because the bandwidth of adjacent steps 1 and 2 is less than that of step-2.

Figure 6: Assigning an AR to a request.

Figure 7: An example illustrating the need for feasibility check.
To understand the processing of each request within the iteration, we use the following notation. We denote $\mathcal{R} = \{\rho_0, \rho_1, \ldots, \rho_N\}$ as the set of all $N$ requests. For request $\rho_i$, denote the maximum bandwidth that can be used as $B(\rho_i)$ b/s, the requested start time before which the data transfer should not start as $S(\rho_i)$, the requested end time by which the data transfer should complete as $E(\rho_i)$, and the amount of data that need to be transferred as $D(\rho_i)$ bits. For request $\rho_i$, denote the actual start time of data transfer in a solution as $s(\rho_i)$, the actual bandwidth that was reserved for $\rho_i$ as $b(\rho_i)$ b/s. The actual completion time for $\rho_i$ can be calculated as $c(\rho_i) = s(\rho_i) + \frac{D(\rho_i)}{b(\rho_i)}$. For each request $\rho_i$ under the greedy approach, the RRA algorithm will do the following:

- The starting time of request $\rho_i$ (i.e., $s(\rho_i)$) will be calculated as the maximum of $S(\rho_i)$ (earliest possible start time) and the starting time of the AR. If this value comes out to be larger than $E(\rho_i)$ (the completion deadline for the request), then this request cannot be accommodated during this iteration, and will be considered in the later iterations.

- The bandwidth allotted to request $\rho_i$ will be calculated as the minimum of $B(\rho_i)$ (maximum possible value that the $\rho_i$ can support) and the maximum bandwidth available in the AR.

- Using the above values of start time and allotted bandwidth, the completion time of the request $\rho_i$ will be calculated. If the value of completion time exceeds the end time of the AR, then the request $\rho_i$ cannot be accommodated during this iteration of the RRA algorithm.

- Finally, if $\rho_i$ can be accommodated within the AR, then the start time of AR will be updated to the completion time of $\rho_i$.

Once the algorithm has finished iterating over the requests for a particular AR, it is possible that there are few requests remaining that still need to be accommodated. There requests will be considered during the next iteration of the RRA algorithm. Within this iteration, the RRA algorithm will now move on to the AR with next highest bandwidth, and will repeat the greedy approach to fit the requests to which this AR was assigned.

### 4.2.4 Preparing for the next Iteration

An iteration of RRA ends when the RRA algorithm finish iterating through all ARs. At this time, there may be some remaining reservation requests that RRA was not able to accommodate. The RRA algorithm will now update the bandwidth availability graph while taking into consideration the current accommodated requests. We have developed an efficient algorithm, called C-BAG (Constructing an Updated Bandwidth Availability Graph), that constructs an updated bandwidth availability graph given the requests that are accommodated within the current graph. The details of the C-BAG algorithm are as follows:

#### The C-BAG Algorithm

To begin with, the C-BAG algorithm will calculate the number of steps that will be there in the updated BAG. To achieve this objective, C-BAG uses an efficient data structure called Set. The Set data structure is a collection of unique values. The C-BAG algorithm first inserts the start and end times of all steps in the current BAG into Set. This is followed by the insertion of all actual start and end times of the accommodated requests within the current BAG into Set. With an efficient hash function, the insertion can be made a constant time operation. It can be verified that the size of Set minus 1 will be the number of steps in the new updated BAG. The values in Set and the number of steps in the new BAG are needed for the next operation in the C-BAG algorithm.

After calculating the number of steps in the new BAG, the C-BAG algorithm iterates over Set in increasing order of stored values. Every encountered value in Set marks the beginning of a new step, and ending of the previous step in the updated BAG. To obtain the available bandwidth in these steps for the new BAG, the C-BAG algorithm maintains and updates two variables: (i) the amount of bandwidth that is currently in use by the accommodated requests (denoted by BW-USE), and (ii) the bandwidth of the step that is active at this time in the old BAG (denoted by BW-STEP). For every step in the new BAG (i.e., at every encountered time value in the Set), the amount of bandwidth for this new step is equal to BW-STEP minus BW-USE.

After constructing a new bandwidth availability graph, the RRA algorithm will run through the three described phases again. Note that in this new iteration, an AR that gets assigned to a previously non accommodated request will be different from ARs in the previous iteration. This is the reason that a request that may not be accommodated inside an AR during one iteration may get accommodated during some subsequent iteration.
The RRA algorithm stops if it cannot accommodate any requests during an iteration, or if there are no more remaining requests that need to be accommodated. Figure 8 shows the pseudo code of the RRA algorithm, and Fig. 9 shows the pseudo code of the C-BAG algorithm.

### 4.3 An Example

In this section, we will walk through an example to illustrate the workings of the RRA algorithm. Figure 10(a) shows an initial bandwidth availability graph with four steps. Step-0 spans over the interval [0-2] with 6 Gb/s bandwidth, step-1 spans [2-4] with 10 Gb/s bandwidth, step-2 spans [4-5] with 4 Gb/s bandwidth, and step-3 spans [5-7] with 8 Gb/s bandwidth. Table 1 shows the reservation requests that are to be accommodated in the bandwidth availability graph of Fig. 10(a). The units used in this example are for illustration purpose only. As a example, the time duration can be in minutes or hours instead of seconds that we have used here. The first iteration of the RRA algorithm will operate on the initial bandwidth availability graph of Fig. 10(a).

The first phase in this iteration is to build a set of accommodating regions for every step in the graph. Figure 10(b) shows the ARs for the steps in Fig. 10(a).

The second phase, i.e., the initialization phase involves iterating through the requests and assigning ARs to them. The ARs assigned to individual requests during the second phase are shown in the second column of Table 2. Request #0 can take 1.667 seconds to finish within ARs 0, 1 and 3. However, it will be assigned AR-0 because the bandwidth of AR-0 is closest to the maximum of 6 Gb/s bandwidth that the request can use. Similarly, requests #1, #2, and #3 will be assigned ARs 0, 1, and 0 respectively.

For the third phase of this iteration, the RRA algorithm will first select the AR with the largest available bandwidth, which is AR-1 (see Fig. 10(b)). As there is only one request (i.e., #2) to which this AR was assigned initially, request #2 will be accommodated in this AR with starting time of 2, ending time of 4, and bandwidth of 8 Gb/s. At this point, the boundaries of the overlapping ARs will be adjusted. That is, the end time of AR-0 will be updated to 2, and the start time of AR-2 will be updated to 4. As there is no other request to which AR-0 was assigned, the RRA algorithm will move onto AR-3 that has the next highest bandwidth. However, AR-3 is not assigned to any request. So, the RRA will move over to the next AR, i.e., AR-0. Now, there are three requests to which AR-0 was assigned. The RRA algorithm will iterate over these requests in the increasing order of their earliest start time possible. That is, it will first check request #3, which will be accommodated with start time of 0, end time of 2, and allotted bandwidth of 6 Gb/s. Since the end time of AR-0 was updated to 2, the remaining two requests cannot
be accommodated within this AR. The RRA will next move over to the last region, i.e., AR-2. As this AR was not assigned to any request, the first iteration is completed.

After the first iteration, there are still two requests remaining that were not accommodated. So, the RRA will update the bandwidth availability graph taking into consideration the two accommodated requests. The updated bandwidth availability graph is shown in Fig. 11(a), and the corresponding ARs are shown in Fig. 11(b). Following the same approach as the first iteration, the RRA will accommodate request #1 in AR-3 during this iteration. In the third iteration, the RRA algorithm will finally accommodate request #0. The final accommodated requests are shown in Fig. 12.

4.4 Complexity of the RRA Algorithm
In this section, we will show that the RRA algorithm developed in this paper has polynomial time complexity. We denote the number of requests that need to be accommodated as \( N \), and the number of steps in the initial bandwidth availability graph as \( M \). Every iteration in RRA runs in three phase. We will analyze these phases one by one.

Phase I. For the first phase, the accommodating regions can be identified by using an algorithm [7] that runs in linear time with respect to the number of steps in the bandwidth availability graph.

However, due to the accommodation of requests, the number of steps in the graph can increase with every subsequent iteration. In the worst case, every accommodated request can increase the number of steps by two. As a result, the running time of the first phase in worst case can be \( O(N + M) \).

Phase II. For the second phase, the RRA algorithm identifies the best region corresponding to every request. The number of requests can be \( O(N) \), and the number of regions in worst case can be \( O(N + M) \) (as calculated for the first phase). Therefore, the worst case running time of this phase comes out to be \( O(N \cdot (N + M)) \).

Phase III. For the third phase, the RRA algorithm iterates over all ARs, i.e., \( O(N + M) \) ARs in worst case. For every AR, it checks for the feasibility of accommodating \( O(N) \) requests within that AR. As a result, the running time of the third phase is \( O((N + M) \cdot N) \).

After the third phase, the RRA algorithm constructs a new bandwidth availability graph using the C-BAG algorithm. In the worst case, the number of steps in any bandwidth availability graph can be \( O(M + N) \). The number of accommodated requests can be \( O(n) \). As a result, the cost of sorting all values in \( \Sigma \tau \) is \( O((M + N) \cdot \log(M + N)) \). The bandwidth for the individual steps in the new BAG can be calculated in one pass over the sorted values in \( \Sigma \tau \), i.e., in \( O(M + N) \) time. As a result, the overall running time of C-BAG is \( O((M + N) \log(M + N)) \).

The RRA algorithm stops if an iteration cannot accommodate any reservation request. This means that at least one request is accommodated during every iteration of the RRA algorithm. As a result, the number of iterations are limited to \( O(N) \). This gives us the final runtime complexity of the RRA algorithm as \( O(N \cdot (N + M + (N \cdot (N + M)) + ((N + M) \cdot N) + (N + M) \cdot \log(N + M)) \), which can be reduced to \( O(N^3 + N^2M) \).

5. NUMERICAL RESULTS
In this section, we present simulation results to show the efficiency of our RRA algorithm.

5.1 Operation of RRA
To begin with, we construct a schedule of requests using the RRA algorithm on a sample of randomly generated reservation requests and bandwidth availability graph.

Input. Table 3 shows details of the 30 steps in the bandwidth availability graph. Column 1 of Table 3 shows the step number, column 2 shows the start time of the step, column 3 shows the end time of the step, and the last column shows the amount of bandwidth available in the step. Table 4 shows a set of 15 requests that needs to be accommodated inside the bandwidth availability graph of Table 3. The first column of Table 4 shows the request number. Column 2 shows the time in seconds before which data transfer for this request cannot start. Column 3 shows the time limit by which the data transfer for this request should finish. Column 4 contains the maximum bandwidth that this request can use and the last column shows the amount of data that needs to be transferred for this request. The final row of Table 3 shows the total amount of data that needs to be transferred for all the requests as 11329.30 Gb.

Output. After providing the steps and requests as an input to the RRA algorithm, the schedule of the accommodated requests is
shown in Table 5. Column 1 of Table 5 shows the request number. Columns 2 show the actual start time when this request will start transmitting the data. Column 3 shows the time when the data transmission for this request will finish. Column 4 shows the amount of bandwidth that will be reserved for this request, and the last column shows the difference between columns 3 and 2, i.e., the total time for which this request will transmit data. We can see that requests #5 and #6 were not accommodated in the final schedule. As a result, these requests are considered as unsatisfied. We can also see that requests #2 and #7 have overlapping schedules, i.e., they will be active at the same time for some duration. The last row of Table 5 shows the total time needed to complete the data transfer for all the requests as 1722.49 secs.

### 5.2 Comparison with other heuristics

We next consider a network setup where the bandwidth availability of the network, i.e., the height each step, and the duration of each step between two end sites vary randomly. The height vary between zero and 10 Gb/s, and the duration vary between zero and 100 seconds. Each reservation request is given a random value for the earliest start time, the completion deadline, and the maximum usable bandwidth (which can take on a value between zero and 10 Gb/s). The earliest start times and the completion deadlines are restricted to the times for which bandwidth availability is known. Furthermore, for every request, the amount of data that needs to be transferred is limited by some fraction of a so-called max-data-value. This max-data-value for a request is the amount of data that can be feasibly transferred between the earliest start time and the completion deadline given the maximum usable bandwidth for the request.

Given the procedure to construct steps and requests, we first generate a pair of 300 random steps and 150 random requests that need to be accommodated within these steps. These serve as the input to the RRA algorithm. The results of RRA for this pair of steps and requests serve as one data point for the results. We then continue to generate random pairs of steps and requests, and continue generating schedules using the RRA algorithm. All these subsequent schedules gives us more data points for the results.

As a comparison, we also consider the schedules constructed from following two seemingly efficient heuristics.

**First come first serve (FCF)**. In this heuristic, the requests are considered for reservation within the bandwidth availability graph in the order in which requests are generated. Each request is accommodated in the AR where it can be completed in the shortest amount of time.

**Largest bandwidth first (LBF)**. In this heuristic, the requests are considered for reservation within the bandwidth availability graph...
in the decreasing order of maximum bandwidth value that the requests can use. A request under consideration is accommodated in the AR where it can be completed in the shortest amount of time.

It may seem that accommodating requests that can use the largest bandwidth may reduce the total data transfer time for the accommodated requests. However, as the results will show, this is not the case.

Figure 13 shows the comparison of the number of accommodated requests under RRA, FCFS, and LBF. X-axis shows the data points, and Y-axis show the cumulative number of requests that were accommodated under a particular scheme up to every data point. On an average, the number of requests that were accommodated under RRA are 75% higher than the LBF scheme, and 33% higher than the FCFS scheme.

Intuitively, one may think that the RRA algorithm may have chosen the requests that have small amount of data to transfer, thereby increasing the number of accepted requests. However, Fig. 14 shows that the total amount of data transferred under all the three schemes is approximately same. Under RRA, the data transferred is 4% less than that under LBF, and 8% less than that under FCFS.

Next, one may ask that if all the schemes were able to transfer similar amounts of data, then what is the advantage of RRA? Figure 15(a) shows that the amount of time taken to transfer total data under RRA is significantly lower than total time under the other two schemes. Both FCFS and LBF takes 21% more time than the time taken under RRA. Furthermore, Fig. 15(b) shows that the effective bandwidth utilization (the ratio of data transferred and the time taken under RRA. Furthermore, Fig. 15(b) shows that the effective bandwidth utilization (the ratio of data transferred and the time taken to transfer the data) under RRA is largest among all the three schemes.

To alleviate a practical concern, we calculated the running time used by the RRA algorithm for the complete simulation on a 2.8 GHz Intel Core i5. The time comes out out to be just under 900 miliseconds, which is orders of magnitude smaller than the gains in the data transfer time due to the RRA algorithm (see Fig. 15(a)).

Discussion. The results show that RRA is clearly a better algorithm than the FCFS scheme. The reason is that RRA benefits from
the additional knowledge about the input that it gets by considering multiple requests for reservation at the same time. Whereas, the FCFS algorithm blindly accommodate the requests as they arrive without taking into consideration any other requests.

The LBF scheme, like RRA, also have the additional knowledge about the input. However, while accommodating requests, LBF still accommodate requests one by one in isolation. On the other hand, instead of accommodating requests in isolation, the RRA algorithm distributes the requests among accommodating regions, and then tries to satisfy them. This makes RRA perform much better than LBF.

To summarize, our results show that the RRA algorithm can construct schedules that accommodate large number of reservation requests while transferring similar amount of data compared to LBF and FCFS schemes. Furthermore, the time taken to transfer the data is much smaller under RRA when compared with time under LBF and FCFS schemes.

6. RELATED WORK

There has been significant amount of existing research in the area of network QoS. This research can be broadly divided into two main categories: (i) QoS architectures/routing mechanisms and (ii) resource reservation protocols. QoS architectures and routing mechanisms provides procedures to create network paths that can provide some kind of QoS between end sites. A comprehensive survey of QoS/constraint based routing can be found in [13]. A framework for QoS-based routing can also be found in [4]. Details of QoS architectures such as DiffServ and IntServ architectures can be found in [1] and [2] respectively. In next generation networks, such as EsNet [5] and Internet2 [9], these QoS mechanisms are implemented by inter domain controllers, also known as IDCs. Resource reservation protocols (see e.g., [14, 10]), on the other hand, develop mechanisms for applications to convey QoS requests to the IDCs. The focus of our work is not to develop another QoS mechanism. Instead, we assume that such a QoS mechanism already exists within the IDC. Our focus is on how the applications at the end sites can exploit such QoS mechanisms to their advantage. That is, given the QoS characteristics of the network, we develop an algorithm to help a resource reservation protocol in constructing an optimal schedule of reservation requests.

There are some efforts that consider the possibility that reservation requests can be available in advance [8], or that the reservation requests can be flexible [7]. Usually, for flexible requests, the applications at the end sites submit a fixed reservation request to the network domain controllers. The application then gets a response from IDC on whether the request can be satisfied or not [7]. If the request cannot be satisfied, it is then modified by the applications, and re-submitted for reservation. It may require a few iterations before a request is modified in way that can be accepted. Furthermore, in the presence of multiple requests, existing mechanisms naively submit the reservation requests one by one, usually in the order of their arrival.

In contrast to such mechanisms, when multiple flexible reservation requests are available, (i) we exploit the notion of flexibility in all known reservation requests, and (ii) we do not submit reservation requests one by one to the domain controller. Instead, we develop and follow a completely novel approach. In our approach, applications ask the IDCs for the available resources. The domain controllers in the next generation networks can provide such information to applications on request [5, 9]. As a result, an application can now gather the information about available resources and the details about the multiple flexible requests. Given such information, we then develop an algorithm that can be used to construct a schedule of reservations that the network domain controller should be able to accommodate. In contrast to existing mechanisms, our approach avoids the multiple iterations where applications keeps on modifying and re-submitting requests to the domain controllers in the hope of getting accepted. Our results show the significant performance improvements of our approach over the existing iterative and sequential approaches of request submission.

7. CONCLUSION

In this paper, we solved an important problem, called SMR, to accommodate multiple and concurrent network reservation requests between a pair of end-sites. Given the varying availability of bandwidth within the network, our goal was to accommodate as many reservation requests as possible while minimizing the total time needed to complete the data transfers. We proved that the SMR is an NP-hard problem, and then developed a polynomial-time heuristic, called RRA, to solve the problem. The RRA algorithm hinges on an efficient mechanism to accommodate large number of requests by minimizing the bandwidth wastage. Finally, via numerical results, we showed that RRA constructs schedules that accommodate significantly larger number of requests compared to other, seemingly efficient, heuristics.
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