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EXECUTIVE SUMMARY

Matrix diffusion, a diffusive mass transfer process, in the structured soils and geological units at the Oak Ridge National Laboratory (ORNL) is believed to be a very important subsurface mass transfer mechanism (Solomon et al. 1992). It may affect the off-site movement of radioactive wastes and the remediation of waste disposal sites by locally exchanging wastes between soil/rock matrix and macropores/fractures. A second local-scale mass transfer mechanism, advective mass transfer, that also contributes to the movement of wastes is largely unattended by researchers. Similar to matrix diffusion, advective mass transfer can be theoretically derived and similarly characterized. This report presents the first documented two-dimensional multiregion solute transport code (MURT) that incorporates not only diffusive but also advective mass transfer and can be applied to heterogeneous porous media under transient flow conditions.

Advective mass transfer arises from the movement of fluids between pore domains and is active when subsurface flow systems are under transient conditions that generally prevail in the field. These conditions are of special concern at waste disposal sites like those at ORNL, where wastes are buried in the stormflow and vadose zones that often come in contact with transient subsurface stormflow. As fluids are moved between pore domains, solutes contained in the fluids are transferred in a process mechanistically similar to advection in terms of classical convection-dispersion concepts. This process is often neglected in available two-pore-domain or dual-porosity models, which mostly deal with steady-state flow conditions (Skopp et al. 1981; Parker and van Genuchten 1984).

Soil horizons in the stormflow and vadose zones are largely composed of heterogeneous porous media that are rich in microscopic features such as soil matrix and fractures. The movement of water and wastes through these media is difficult and expensive to characterize and the relevant mass transfer processes are poorly understood. Advective and diffusive mass transfer may be characterized separately in the laboratory; however, the complex effect resulting from both processes simultaneously is very difficult to quantify experimentally. Computer models therefore become an alternative tool to study the coupled effect of the mass transfer processes.

In this report, theoretical background is reviewed and the derivation of multiregion solute transport equations is presented. Similar to MURF (Gwo et al. 1994), a multiregion subsurface flow code, multiple pore domains as suggested by previous investigators (e.g., Wilson and Luxmoore 1988) can be implemented in MURT. The transient or steady-state flow fields of the pore domains can be either calculated by MURT or provided by modelers. We briefly discuss the mass transfer process through a three-pore-region multiregion solute transport mechanism. Mass transfer equations that describe mass flux across pore region interfaces are also presented, and the parameters that are needed to calculate mass transfer coefficients are detailed. Three applications of MURT -- a laboratory tracer injection problem, a sensitivity analysis on advective and diffusive mass transfer, and a hillslope ponding infiltration and secondary source problem -- were simulated and the results are discussed. We also discuss the program structure of MURT
and functions of MURT subroutines so that users can adapt the code to their specific applications. Finally, the guides for input data preparation are provided in the appendices for users' reference.
1. INTRODUCTION

Matrix diffusion, a microscopic nonequilibrium process that moves wastes among pore domains, is believed to be an important mechanism that controls movement of wastes in the subsurface media at ORNL (Solomon et al. 1992). Despite its importance, the effect of matrix diffusion on waste movement at the field-scale, which could be either positive or negative to waste site remediation, is poorly understood. Wastes could be retarded by slow diffusion into soil matrix during injection and could be withdrawn, again slowly, back into macropores and fractures during cleanup operations such as pump-and-treat. Slow removal of wastes resulting from slow matrix diffusion could induce high remediation costs. In addition to matrix diffusion, advective mass transfer driven by inter-pore-domain, or interregion, velocity fields may also contribute to movement of wastes into and out of soil matrix. This latter mass transfer mechanism is even less understood than matrix diffusion and was not incorporated into subsurface mass transport processes until recently (Gwo 1992; Gwo et al. 1994a; Gwo et al. 1995).

This report presents a multiple-pore-region, or multiregion, model that considers both advective and diffusive mass transfer processes, simultaneously and collectively, in subsurface solute transport systems. Both large-scale heterogeneities, which cause preferential flow, and local-scale heterogeneities, which result in advective mass transfer and matrix diffusion, can be implemented in the model. This report, similar to its companion report on a multiregion subsurface flow model that calculates pore-region velocity fields needed for multiregion solute transport modeling (Gwo et al. 1994b), represents one of our efforts in studying mass transport in highly fractured heterogeneous media. The conceptualization of multiregion mass transport processes owes tremendously to recent knowledge gained in the laboratory and field (Seyfried and Rao 1987; Jardine et al. 1988; Wilson et al. 1992; Wilson and Luxmoore 1988; Jardine et al. 1990; Vepraskas et al. 1991; Jardine et al. 1993). The mechanistical approach adopted in these reports is based largely on mechanisms revealed during experiments conducted on undisturbed soil columns and field sites with macroporous and fractured media (Jardine et al. 1993; Wilson et al. 1993).

1.1 REVIEW OF MULTIREGION SOLUTE TRANSPORT CONCEPTS

The effect of matrix diffusion on solute transport has been extensively studied since the 1960s (e.g., Maloszewski and Zuber 1990; Parker and van Genuchten 1984; Grisak and Pickens 1980; van Genuchten and Wierenga 1976; Coats and Smith 1964). Differential capacitance models (Coats and Smith 1964) and mobile-immobile models (van Genuchten and Wierenga 1976) were applied to displacement experiments in rock cores and soil columns (Coats and Smith 1964; Parker and van Genuchten 1984). Concepts employed by previous investigators (e.g., Grisak and Pickens 1980; Tang et al. 1981) to solve solute transport problems involving a single fracture closely resembled the dead-end pore and mobile-immobile models. Diffusion of solutes into rock matrix was either explicitly accounted for by considering fracture and rock matrix as two porous media.
(Grisak and Pickens 1980) or by applying Fick's first law at the fracture-matrix interface (Tang et al. 1981). The former approach regarded the matrix domain as a pore region with a velocity field, while the latter treated the rock matrix as an immobile pore region with stagnant pore water. The latter approach was also parallel to the treatment of solute transport through soils with large cylindrical macropores by van Genuchten et al. (1984), which illustrated the resemblance between mass transport in fractured rocks and that in macroporous soils. The concept taken by the former approach also found its counterpart in the soil science literature (Skopp et al. 1981; Skopp and Gardner 1992) where micropores are treated as a mobile pore domain.

It was not until the 1980s that the significance of matrix diffusion in large-scale problems was emphasized by researchers (e.g., Solomon et al. 1992; Kimura and Munakata 1992; Jarvis et al. 1991a; Jarvis et al. 1991b; Jardine et al. 1990; and Bibby 1981). A dual-porosity mobile-immobile model was applied to the movement of saline water in a chalk aquifer in England (Bibby 1981). Jardine et al. (1990) clearly demonstrated the movement of solutes along pore domains and the effect of natural rainfall on the remobilization of solutes diffused into matrix pores. These observations in fact suggested not only that matrix diffusion was a process dynamically regulating storage and release of solutes but also that two flow paths in macroporous soils may be utilized by solute particles. Jarvis et al. (1991a) used a two-pore-region model to describe water and solute transport in a macroporous soil. Matrix diffusion was incorporated into a channel flow model by Kimura and Munakata (1992) to study tracer movement in a crystalline rock in Sweden. A study by Solomon et al. (1992) suggested that mass transfer between large and small pores may substantially reduce contaminant migration rates relative to water velocities in large pores.

Because of the complex physicochemical processes in subsurface media, questions remain about whether it is sufficient to represent these processes conceptually by two-pore domains. Review of chemical transport through soils by Jury and Fluhler (1992) suggested that two flow paths, or pore domains, might not be sufficient to explain the movement of solutes in highly heterogeneous soils. Three-pore-domain solute transport models that accounted for multiple nonequilibrium processes were proposed by previous investigators (Brusseau et al. 1989). Field studies on a macroporous soil by Wilson and Luxmoore (1988) suggested that three porosities were required to describe the dynamics of water movement in the soil. Three-pore-domain hydraulic conductivity and water retention curves were later obtained for the soil (Wilson et al. 1992). These soil properties were used by Gwo (1992) and Gwo et al. (1994a) in a multiregion model of solute transport on a forested watershed at ORNL.

1.2 MULTIREGION MASS TRANSFER MECHANISM

Generally, interregion mass transfer is composed of two components, namely, advective and diffusive mass transfer. Advective mass transfer, similar to advection in porous medium or one-region models, results from interregion velocity fields induced by
interregion pressure gradient. In contrast, diffusive mass transfer is driven exclusively by interregion concentration gradients and is widely known as matrix diffusion. As will become obvious later, advective mass transfer may reduce the interregion concentration gradients and counteract diffusive mass transfer.

To illustrate the mechanism of multiregion mass transfer, let us look at an example that consists of three pore regions, namely, macropores, mesopores, and micropores (Fig. 1.1). The flow fields in the pore regions are represented by three interconnected flow paths with discernible fluid velocities. A pulse of solution is injected and distributions of solutes in the three flow fields result. Higher hydraulic conductivity results in faster pressure head build-up in larger pores, i.e., \( h_a > h_e > h_i \), where \( h_a \), \( h_e \), and \( h_i \) are pressure heads in macropores, mesopores, and micropores, respectively. Advective mass transfer,

\[
\begin{align*}
  h_a & > h_e > h_i \\
  \text{macropores} & \quad \text{mesopores} \quad \text{micropores}
\end{align*}
\]

![Fig. 1.1. A three-pore-region multiregion mass transfer mechanism.](image)

driven by interregion pressure gradient, then moves fluid and solutes together as solution parcels from large pores to small pores, without being dispersed along the interregion mass transfer paths. Diffusive mass transfer, however, moves only solutes between pore regions according to interregion concentration gradients. Therefore, the direction of solute movement has a lot to do with the point or region of interest. At upstream areas,
diffusive mass transfer moves solutes from small pores to large pores, while at downstream areas it moves solutes in the opposite directions. The directions of advective and diffusive solute movements may or may not be the same (Fig. 1.1).

Movement of solute by advective mass transfer could be either from high to low concentration areas or vice versa. When advective mass transfer moves solute from high to low concentrations areas, solute concentration in the target pore region increases and therefore reduces the interregion concentration gradient. Diffusive mass transfer now has a lower interregion concentration gradient and hence a slower mass transfer rate. When advective mass transfer moves solute from low to high concentration areas, the solution of the target pore region is diluted by the incoming low-concentration solution. The interregion concentration gradient is reduced and so is the interregion mass flux contributed by diffusive mass transfer. Therefore, advective mass transfer may counteract diffusive mass transfer. However, studies by Duguid and Lee (1977), Gwo (1992), and Bai et al. (1993) suggested that the period of transient interactive flow between pore domains are relatively small, and it has been shown that the dominant interregion mechanism is diffusive mass transfer (Gwo et al. 1994a).

In this report we presents a two-dimensional multiregion solute transport computer code, MURT (multiregion solute transport), which is applicable to variably saturated multiple-porosity-multiple-permeability media. Decay, degradation, and sorption of solutes are allowed to be independently associated with the pore regions. Models developed according to the multiregion concept are therefore multiple-domain and multiple-processes. Three site-specific examples are presented along with the description of the computer code and the user's input guide. Mass balance equations of a general multiregion solute transport model are presented in Sect. 2, and a detailed derivation of the equations can be found in Appendix A.
2. MULTIREGION SOLUTE TRANSPORT AND INTERREGION MASS TRANSFER EQUATIONS

The multiregion mass transfer mechanism depicted in Sect. 1.2 can be translated into mass balance equations either robustly by applying classic thermodynamic theories to macroporous media (Gwo 1992) or intuitively by starting from the one-region porous-medium solute transport or convection-dispersion equation. The latter approach is used in this section, and the former is presented in Appendix A. For both approaches, one needs to determine the mass transfer equations at pore-region interfaces, which are also discussed in this section.

2.1 MULTIREGION SOLUTE TRANSPORT EQUATIONS

The well-known classic convection-dispersion equation consists of two basic solute transport terms. The advection term accounts for movement of solute molecules in the velocity of fluid molecules as though they were moving in free-flowing surface water. The dispersion term accounts for solute movement along fluid pathways that diverge and converge when the fluid is moving along a pore space of various sizes. Molecular diffusion, velocity variation due to pore geometry, and meandering of flowline (tortuosity) are collectively accounted for by a dispersion coefficient. In addition to these mass transfer forces, physicochemical reactions are accounted for by chemical decay and degradation and by adsorption of solutes onto the solid phase. Including external sources/sinks to the system, one arrives at the following one-region porous-medium solute transport equations, in aqueous and solid phases, respectively:

\[ \frac{\partial c}{\partial t} + \rho \theta v \cdot \nabla c = \nabla \cdot (\rho \theta D \cdot \nabla c) - \rho \theta (\lambda + K_w)c + \theta q c^* - c \left( \frac{\partial \rho \theta}{\partial t} + \nabla \rho \theta v \right) \]  \hspace{1cm} (2.1)

and

\[ \rho_b \frac{\partial s}{\partial t} = -\rho_b s (\lambda + K_s) , \]  \hspace{1cm} (2.2)

where

\begin{align*}
\rho & = \text{aqueous phase density (ML}^{-3}\text{)}, \\
\theta & = \text{water content of the porous medium}, \\
c & = \text{concentration of the aqueous phase (ML}^{-3}\text{)}, \\
t & = \text{time (T)}, \\
v & = \text{aqueous or pore water velocity (LT}^{-1}\text{)}, \\
D & = \text{dispersion coefficient tensor (L}^2\text{T}^{-1}\text{)}, \\
\lambda & = \text{radioactive decay constant (T}^{-1}\text{)}, \\
K_w & = \text{first-order degradation constant of the aqueous phase (T}^{-1}\text{)}, \\
q & = \text{external source/sink rate (L}\^3\text{L}^{-3}\text{T}^{-1}\text{)},
\end{align*}
\( c^*_q = \text{source/sink concentration (ML}^{-3}\text{)}, \)
\( \rho_b = \text{bulk density of the porous medium (ML}^{-3}\text{)}, \)
\( s = \text{solid phase concentration of the solute (MM}^{-1}\text{)}, \)
\( K_s = \text{degradation rate of the solid phase (T}^{-1}\text{)}. \)

Depending on \( q \), \( c^*_q \) could be either the incoming solution concentration, if \( q \) is a source (>0), or the aqueous phase concentration at the location of interest, if \( q \) is a sink (<0).

The initial and boundary conditions for the solute transport equations can be formulated as follows:

\[
  c(x, z, 0) = c_i(x, z, 0) \quad (2.3)
\]

and

\[
  Ac_b + B\theta n \cdot v c_b - C\theta n \cdot D v c_b = f_b(x, y, t) \quad (2.4)
\]

where \( c_i(x, z, 0) \) is the initial concentration at \((x, z)\); \( c_b \) is the concentration at the boundary; \( n \) is the normal vector; \( A, B, \) and \( C \) are either 1 or 0 depending on the type of boundary given; and \( f_b(x, y, t) \) is specified mass flux or concentration at the boundary.

For macroporous and fractured subsurface media, a pore domain (e.g., macropores and fractures) can be treated as a porous medium. According to homogenization theory (Arbogast et al. 1989), Eqs. (2.1) through (2.4) can therefore be applied to the pore domain. Because pore domains are independently and individually homogenized, interaction between pore regions must be explicitly specified. This approach is schematically illustrated in Fig. 2.1, where rock matrix and fractures are homogenized into two types of media with interregion mass transfer.

Assuming that mass transfer occurs through the aqueous phase only, we arrive at the following multiregion solute transport equations for a system consisting of \( N \) pore regions:

\[
  \rho_\alpha \frac{\partial c_\alpha}{\partial t} + \rho_\alpha \theta_\alpha v_\alpha \cdot \nabla c_\alpha = \nabla \cdot (\rho_\alpha \theta_\alpha D_\alpha \cdot \nabla c_\alpha) - \rho_\alpha \theta_\alpha (\lambda_\alpha + K_{\alpha\alpha}) c_\alpha + \theta_\alpha \rho_\alpha q_\alpha c^*_\alpha - c_\alpha \left( \frac{\partial \rho_\alpha \theta_\alpha}{\partial t} + \nabla \cdot \rho_\alpha \theta_\alpha v_\alpha \right) + \rho_\alpha \theta_\alpha e_\alpha' \quad \alpha = 1, 2, \ldots, N
\]

and

\[
  \rho_{ba} \frac{\partial s_a}{\partial t} = -\rho_{ba} s_a (\lambda_\alpha + K_{\alpha\alpha}) \quad \alpha = 1, 2, \ldots, N
\]
where the subscript $\alpha$ stands for pore region $\alpha$, and $e'_\alpha$ is the net mass transfer rate to pore region $\alpha$ (ML$^{-3}$T$^{-1}$). The dispersion coefficient tensor can be further represented by dispersivity, velocity, tortuosity, and molecular diffusion coefficient as follows (Nguyen et al. 1982):

$$D_\alpha = a_{Ta}|v_\alpha|\delta + \left(a_{La} - a_{Ta}\right)\frac{v_\alpha}{v_\alpha} + a_{mo}\tau_\alpha\delta,$$

(2.7)

where

- $a_{Ta} = $ transverse dispersivity (L),
- $a_{La} = $ longitudinal dispersivity (L),
- $\delta = $ the Kronecker delta tensor,
- $|v_\alpha| = $ the magnitude of velocity $v_\alpha$ (LT$^{-1}$),
- $a_{mo} = $ molecular diffusion coefficient (L$^2$T$^{-1}$),
- $\tau = $ tortuosity.

Fig. 2.1. A schematic representation of homogenization and inter-region mass transfer. Because the pore domains are homogenized independently, inter-region interactions must be explicitly specified.

Note that we need to relate Eqs. (2.5) and (2.6) to form a closed mathematical system. In this study, we adopt equilibrium adsorption/desorption relations, including linear, Freundlich, and Langmuir isotherms, such that the sorbed phase concentration can be expressed as analytical functions of aqueous phase concentration as follows:

$$s_\alpha = K_d c_\alpha \quad \text{for linear isotherms},$$

(2.8a)

$$s_\alpha = K c_\alpha^n \quad \text{for Freundlich isotherms},$$

(2.8b)
for Langmuir isotherms,
\[ s_a = \frac{s_{a,m} K_c}{1 + K_c} \quad \text{for Langmuir isotherms}, \]  

(2.8c)

where \( K_d \) is the distribution coefficient (L\(^3\)/M), \( s_{a,m} \) is the maximum concentration allowed on the solid surface (M/L\(^3\)), \( n \) is the order of Freudlich isotherms, and \( K \) is a functional coefficient for Freudlich and Langmuir isotherms. The initial and boundary conditions of a multiregion system can be formulated similarly as follows:

\[ c_a(x, z, 0) = c_{a,a}(x, z, 0) \quad \alpha = 1, 2, \ldots, N \]  

(2.9)

and

\[ A c_{ba} + B \theta_a n \cdot v_a c_{ba} - C \theta_a n \cdot D_a \nabla c_{ba} = f_{ba}(x, y, t) \quad \alpha = 1, 2, \ldots, N, \]  

(2.10)

Four types of boundary conditions are available in the computer code MURT, namely, Dirichlet, variable, Cauchy, and Neumann. The Dirichlet boundary is a boundary with prescribed solute concentrations. Using the notation of Eq. (2.10), we have

\[ A = 1 \]  

(2.11a)

\[ B = 0 \]  

(2.11b)

\[ C = 0 \]  

(2.11c)

\[ f_{ba}(x, z, t) = c_{Da}(x, z, t) \alpha = 1, 2, \ldots, N, \]  

(2.11d)

where \( c_{Da}(x, z, t) \) is the prescribed Dirichlet boundary concentration for region \( \alpha \). Both external and internal Dirichlet concentrations can be specified, for example, at the interface of aquifers and streams for the former and wells and waste trenches for the latter.

At boundaries where the direction of fluid flux varies, either into or out of the area of interest, the boundary condition varies. If the fluid flux is going out, no input to the area occurs and therefore dispersive flux is set to zero. On the other hand, if fluid flux is coming in, the boundary condition needs to be adjusted to accommodate incoming solute flux. For pore region \( \alpha \), these boundary conditions can be implemented as follows (Yeh et al. 1994):

(a) For the run-in boundary, when \( n \cdot v_a \leq 0 \), using the notation of Eq. (2.10),

\[ A = 0 \]  

(2.12a)

\[ B = 1 \]  

(2.12b)

\[ C = 1 \]  

(2.12c)

\[ f_{ba}(x, z, t) = n \cdot v_a c_a(x, z, t) \]  

(2.12d)

(b) For the seep-out boundary, when \( n \cdot v_a > 0 \), using the notation of Eq. (2.10),

\[ A = 0 \]  

(2.13a)
where $c_v(x, z, t)$ is the solute concentration in the incoming water at variable boundaries. At boundaries where advection also contributes to solute flux and fluid is generally flowing into the area of interest, for example, artificial recharge results from surface ponding water, a Cauchy-type boundary condition can be used. Using the notation of Eq. (2.10), the boundary condition can be described as

\begin{align*}
A & = 0 \\
B & = 1 \\
C & = 1 \\
f_{b\alpha}(x, z, t) & = q_{ca}(x, z, t) ,
\end{align*}

(2.14a) (2.14b) (2.14c) (2.14d)

where $q_{ca}(x, z, t)$ is the Cauchy boundary flux for pore region $\alpha$. Similarly, at boundaries where advection does not contribute to boundary flux and the solute flux is outward in general, a Neumann-type boundary can be prescribed. Using the notation of Eq. (2.10), the boundary condition can be described as

\begin{align*}
A & = 0 \\
B & = 0 \\
C & = 1 \\
f_{b\alpha}(x, z, t) & = q_{na}(x, z, t) ,
\end{align*}

(2.15a) (2.15b) (2.15c) (2.15d)

where $q_{na}(x, z, t)$ is the Neumann boundary flux for pore region $\alpha$.

Before numerically implementing Eqs. (2.5) through (2.10), one needs to determine the appropriate mass transfer relation for the problem. A steady-state, a transient, and a quasi-transient diffusive mass transfer relations are reviewed in the following section.

### 2.2 DIFFUSIVE MASS TRANSFER RELATIONS

Diffusion of solute into and out of spherical aggregates (e.g., Rao et al. 1980) and non-spherical aggregates (e.g., Rao et al. 1982; van Genuchten and Dalton 1986) has been studied to account for interregion mass transfer. These studies suggested that diffusive mass transfer coefficients can be expressed explicitly by pore-region geometry and fluid properties (van Genuchten 1985). By comparing a spherical aggregate model with a mobile-immobile model, one can obtain (Rao et al. 1980)

\[ q_{fa} = \eta(c_a - c_f) , \]

(2.16a)

\[ B = 0 \]  
\[ C = 1 \]  
\[ f_{b\alpha}(x, z, t) = 0 \]

(2.13b) (2.13c) (2.13d)
where \( q_{fa} \) is the solute flux across the aggregate surface; \( \eta \) is the diffusive mass transfer coefficient; \( c_a \) and \( c_f \) are the concentrations in the aggregate and macropores, respectively; \( D_e \) is the effective molecular diffusion coefficient in the porous sphere; \( \theta_a \) is the water content of the sphere; \( a \) is the sphere radius, \( \phi = \theta_f / (\theta_f + \theta_a) \), where \( \theta_f \) is the water content of the macropores, and \( \sigma_1 \) and \( \sigma_2 \) are functions of time, the sphere radius, the ratio of water contents in the macropores to that in the aggregates, and the effective molecular diffusion coefficient in the aggregates (Rao et al. 1980). For nonspherical aggregates, interregion mass transfer can be obtained accordingly. Similar approaches using shape factors were devised (e.g., van Genuchten 1985) to account for the different aggregate shapes and sizes in soils.

In a study of fresh water exchanging saline water within dispersed clay minerals, Gvirtzman et al. (1988) suggested that the initial mass transfer coefficient \( \eta \) in Eq. (2.16a) may decay exponentially after a characteristic time was reached:

\[
\eta(x, t) = \eta_0 e^{-\beta(t-x/V_m)} \quad \text{if} \quad t - x / V_m > 0 , \\
\eta(x, t) = \eta_0 \quad \text{if} \quad t - x / V_m < 0 ,
\]

where \( \eta_0 \) is the initial mass transfer rate, \( t \) is time, \( x \) is depth, \( \beta \) is a decay constant, and \( V_m \) is the pore water velocity in the mobile region. The time-dependency of diffusive mass transfer has been accounted for by the concentration difference term in Eq. (2.16a). Equation (2.17), in fact, suggests that Eq. (2.16a), a first-order equation, may not be sufficient to describe diffusive mass transfer processes in the field. Second order equations have also been obtained for mobile-immobile models (Dykhuizen 1990):

\[
q_{fm} = \frac{\theta_m D_m}{l^2} (\frac{\pi}{2} - 1) \frac{c_f^2}{c_m} \quad \text{if} \quad c_m < c_f \left(1 - \frac{\pi}{2}\right) , \tag{2.18a}
\]

\[
q_{fm} = \frac{\theta_m D_m \pi^2}{2l^2} (c_f - c_m) \quad \text{if} \quad c_m > c_f \left(1 - \frac{\pi}{2}\right) , \tag{2.18b}
\]

where \( \theta_m \) is the water content of the immobile region, \( l \) is the half-dimension of the immobile region, \( D_m \) is the molecular diffusion coefficient in the immobile region, and \( c_f \) and \( c_m \) are the solute concentrations in the mobile and immobile regions, respectively.

A generic first-order finite-volume diffusive mass transfer relation is numerically implemented in MURT (see Appendix B) as follows:
\[
q^{\alpha}_{\alpha} = -\sum_{j=1}^{N} \varepsilon_{\alpha j}^{\prime}(c_{\alpha} - c_{j}) \tag{2.19}
\]

where \( q^{\alpha}_{\alpha} \) is the net diffusive flux to pore region \( \alpha \) (ML\(^{-3}\)T\(^{-1}\)) and \( \varepsilon_{\alpha j}^{\prime} \) is the diffusive mass transfer coefficient between pore regions \( \alpha \) and \( j \) (T\(^{-1}\)). Equation (2.19), in general, considers diffusive mass transfer only, where interregion mass transfer is driven by molecular diffusion. Interregion velocity fields (Gwo 1992; Gwo et al. 1994a) also affect interregion mass flux. This mass transfer process is mechanistically similar to advection in one-region solute transport models. In the next section we discuss advective mass transfer relations derived or proposed by previous investigators.

### 2.3 ADVECTIVE MASS TRANSFER RELATIONS

Previous investigations of advective mass transfer include microscopic and macroscopic approaches. Both microscopic and macroscopic approaches employ mass conservation principles across pore-region interfaces. The former approach incorporates microscopic geometry of pore regions in the solution procedure and the latter lumps the microscopic geometry into a mass transfer coefficient (e.g., Duguid and Lee 1977). By assuming that interregion flux along a characteristic length is perpendicular to the fracture wall, Duguid and Lee (1977) obtained the following interregion flow equation:

\[
q_{\alpha j}^{\prime} = -\varepsilon_{\alpha j}^{\prime}\left[(h_{\alpha} - h_{j}) + 2\sum_{n=1}^{\infty} (-1)^{n}h_{\alpha} e^{-D} - 2\sum_{n=1}^{\infty} h_{j} e^{-D}\right], \tag{2.20}
\]

where

- \( q_{\alpha j}^{\prime} \) = the fluid flux between pore regions \( \alpha \) and \( j \) (T\(^{-1}\)),
- \( \varepsilon_{\alpha j}^{\prime} = 4K_{j}\mu_{\alpha}/\pi cl \) is the steady-state advective mass transfer coefficient between pore regions \( \alpha \) and \( j \) (L\(^{-1}\)T\(^{-1}\)),
- \( h_{\alpha} \) = pressure head in pore region \( \alpha \) (L),
- \( h_{j} \) = pressure head in pore region \( j \) (L),
- \( K_{j} \) = saturated hydraulic conductivity of pore region \( j \) (L/T),
- \( n_{\alpha} \) = effective porosity of pore region \( \alpha \),
- \( c \) = half-spacing of parallel plates (L),
- \( l \) = half-dimension of a primary block (L),
- \( D = K_{j}\mu_{\alpha}n^{2}\pi^{2}/2l^{2}\rho_{\alpha}gn_{j}\beta \), where \( n_{j} \) is the effective porosity of pore region \( j \) and \( \beta \) is the compressibility of water.

A variation of Eq. (2.19) was also proposed by Duguid and Abel (1974):
2.21 \[ q_{ij}^{\alpha} = -\varepsilon_{ij}^{\alpha} \left( 1 + \sum_{n=1}^{\infty} e^{-D_n} \right) (h_{\alpha} - h_j) . \]  

At large times, the summation terms of Eqs. (2.20) and (2.21) become insignificant and the equations can be reduced to

\[ q_{ij}^{\alpha} = -\varepsilon_{ij}^{\alpha} (h_{\alpha} - h_j) . \] (2.22)

Results from microscopic approaches have also been compared to those using macroscopic mass transfer equations (Zimmerman et al. 1993). Using an integral method to derive interregion mass flux between fractures and spherical matrix blocks, Zimmerman et al. (1993) arrived at:

\[ q_{ij}^{\alpha} = -\frac{\pi^2 K_{ij} (h_{\alpha} - h_j)^2 - (h_j - h_i)^2}{2a_j^3} \left( \frac{h_j - h_i}{h_j} \right) , \] (2.23)

where \( a_j \) is the radius of a spherical matrix block and \( h_i \) is the initial pressure head in the fracture.

Determining the appropriate advective mass transfer scheme depends on the microscopic geometry of pore regions and the time scales of the application. Studies by Duguid and Lee (1977) on a fractured aquifer, in fact, suggested that the difference in results using transient and steady mass transfer coefficients was negligible. A similar conclusion was reached by Bai et al. (1993), who suggested that, in a dual-porosity or fractured porous medium, the period of transient interregion flow can be relatively short. Therefore, only first-order finite-volume advective mass transfer schemes are implemented in MURT. Given fracture spacing and pore region porosities, one can estimate the advective mass transfer coefficients \( \varepsilon_{ij}^{\alpha} \) using Eq. (2.22) or (2.23). In the next section, we conclude the discussion of the mathematical derivation of the multiregion solute transport equations by explicitly referencing to first-order finite-volume advective and diffusive mass transfer schemes. We then obtain the working equation for MURT by writing the multiregion equations in Lagrangian-Eulerian form.

### 2.4 WORKING GOVERNING EQUATIONS FOR MURT

To conclude the derivation of the multiregion solute transport equations, one notices that the terms in the last parentheses on the right-hand side of Eq. (2.6) are essentially the multiregion flow continuity equations without the source and mass transfer terms. By similarly applying the homogenization theory to subsurface fluid flow, Gwo et al. (1994b) arrived at the following multiregion flow equations:
\[
F_\alpha \frac{\partial h_\alpha}{\partial t} = \nabla \cdot K_\alpha \nabla (h_\alpha + z) + \theta_\alpha (q_\alpha + e_{\alpha}') \quad \alpha = 1, 2, \ldots, N \tag{2.24a}
\]

or
\[
\frac{\partial \rho_\alpha \theta_\alpha}{\partial t} + \nabla \cdot \rho_\alpha \theta_\alpha \mathbf{v}_\alpha = \rho_\alpha \theta_\alpha (q_\alpha + e_{\alpha}') \quad \alpha = 1, 2, \ldots, N , \tag{2.24b}
\]

where, for pore region \( \alpha \),
- \( F_\alpha \) = the storage coefficient (L\(^{-1}\)),
- \( z \) = the elevation head (L),
- \( K_\alpha \) = is hydraulic conductivity tensor (LT\(^{-1}\)),
- \( e_{\alpha}' \) = net fluid transfer rate to pore region \( \alpha \) (T\(^{-1}\)).

Expanding the first term on the right hand side of Eq. (2.5), neglecting the second-order term \( V_p \cdot D_{\alpha} \cdot \nabla c_\alpha \), and substituting Eq. (2.24b) into Eq. (2.5), we have
\[
\rho_\alpha \theta_\alpha \frac{\partial c_\alpha}{\partial t} + \rho_\alpha \theta_\alpha \mathbf{v}_\alpha \cdot \nabla c_\alpha = \rho_\alpha \theta_\alpha \nabla \cdot (D_\alpha \cdot \nabla c_\alpha) - \rho_\alpha \theta_\alpha (\lambda_\alpha + K_{\kappa \alpha}) c_\alpha
\]
\[
+ \theta_\alpha \rho_\alpha q_\alpha c^*_{\alpha} - c_\alpha \rho_\alpha \theta_\alpha (q_\alpha + e_{\alpha}') + \rho_\alpha \theta_\alpha e_{\alpha}' \quad \alpha = 1, 2, \ldots, N . \tag{2.25}
\]

Combining Eqs. (2.6) and (2.25) and rearranging the resultant equation, we arrive at
\[
\theta_\alpha \frac{\partial c_\alpha}{\partial t} + \rho_{\alpha a} \frac{\partial s_\alpha}{\partial t} + \theta_\alpha \mathbf{v}_\alpha \cdot \nabla c_\alpha = \theta_\alpha \nabla \cdot (D_\alpha \cdot \nabla c_\alpha) - \theta_\alpha (\lambda_\alpha + K_{\kappa \alpha}) c_\alpha
\]
\[
- \rho_{\alpha a} s_\alpha (\lambda_\alpha + K_{\kappa \alpha}) + \theta_\alpha q_\alpha c^*_{\alpha} - c_\alpha \theta_\alpha (q_\alpha + e_{\alpha}') + \theta_\alpha e_{\alpha}' \quad \alpha = 1, 2, \ldots, N . \tag{2.26}
\]

The mass transfer term \( \theta_\alpha e_{\alpha}' \) is therefore represented by a combination of first-order finite-volume advective and diffusive mass transfer components as follows:
\[
\theta_\alpha e_{\alpha}' = q^d_\alpha c^*_\alpha + q^s_\alpha = -\sum_{j=1}^{N} e^d_{aj} (h_\alpha - h_j) c^*_\alpha - \sum_{j=1}^{N} e^s_{aj} (c_\alpha - c_j) , \tag{2.27}
\]

where \( c^*_\alpha \) is the solute concentration of the upstream pore region, that is, \( c^*_\alpha = c_\alpha \) if \( h_\alpha > h_j \) and \( c^*_\alpha = c_j \) if \( h_\alpha < h_j \). The advective mass transfer term is repeated here for the reader’s reference:
\( \theta_a e'_a(-\sum_{j=1 \atop j \neq a}^N \epsilon_{aj}'(h_a - h_j)) \). \hspace{1cm} (2.28)

Substituting Eqs. (2.27) and (2.28) into Eq. (2.26), we have

\[
\theta_a \frac{dc_a}{dt} + p_{ba} \frac{ds_a}{dt} + \theta_a \nabla \cdot (D_a \nabla c_a) = \theta_a \nabla \cdot (D_a \nabla c_a) - \theta_a (\lambda_a + K_{wa})c_a
\]

\[
-\rho_{ba} \tilde{c}_a (\lambda_a + K_{wa}) + \theta_a q_a c^*_a - c_a \theta_a q_a - \sum_{j=1}^{N} \epsilon_{aj}'(h_a - h_j)c^*_a
\]

\[
- \sum_{j=1 \atop j \neq a}^{N} \epsilon_{aj}'(c_a - c_j) - \sum_{j=1 \atop j \neq a}^{N} \epsilon_{aj}'(h_a - h_j) \quad \alpha = 1, 2, \ldots, N.
\]

Before the equations can be numerically implemented, we need to linearize the terms with solid phase concentration, \( s_{a0} \), such that

\[
s_a = s_{a0} + (c_a - c_{a0}) \frac{ds_a}{dc_a},
\]

where \( c_{a0} \) and \( s_{a0} \) are the aqueous and solid phase concentrations at the previous time step or iterate. Substituting Eq. (2.30) into Eq. (2.29), we can rearrange the resultant to the flow working equation, which is in Lagrangian-Eulerian form,

\[
\left( \theta_a + \rho_{ba} \frac{ds_a}{dc_a} \right) \frac{Dc_a}{dt} = \theta_a \nabla \cdot (D_a \nabla c_a) - \lambda_a \left( \theta_a + \rho_{ba} \frac{ds_a}{dc_a} \right) c_a
\]

\[
-\left( K_{wa} + K_{sa} \rho_{ba} \frac{ds_a}{dc_a} \right) c_a + \theta_a q_a c^*_a - c_a \theta_a q_a - \sum_{j=1}^{N} \epsilon_{aj}'(h_a - h_j)c^*_a
\]

\[
- \sum_{j=1 \atop j \neq a}^{N} \epsilon_{aj}'(c_a - c_j) + \sum_{j=1 \atop j \neq a}^{N} \epsilon_{aj}'(h_a - h_j)c_a - \rho_{ba} (\lambda_a + K_{sa}) \left( s_{a0} - \frac{ds_a}{dc_a} c_{a0} \right),
\]

\( \alpha = 1, 2, \ldots, N \), \hspace{1cm} (2.31)
with the pore water velocity calculated by

$$v^*_\alpha = \frac{v^*_\alpha}{1 + \frac{\rho_{oa}}{\theta_{oa}} \frac{ds_\alpha}{dc_\alpha}}$$  \hspace{1cm} (2.32)

Equations (2.31) and (2.32) are implemented in the numerical code MURT using a hybrid Lagrangian-Eulerian finite element method. A backward particle tracking technique (Baptista 1987) is used to determine the Lagrangian concentration. The program structure and subroutines of MURT are described in the next section. Three applications of MURT are described in Sect. 4. Detailed instructions for input data preparation can be found in Appendix C. With the first application, a step by step guide for preparing the input data sets is also provided.
3. PROGRAM STRUCTURE OF MURT

The computer code MURT is a vertical two-dimensional multiregion subsurface solute transport model that accounts for large-scale intraregion advection-dispersion and local-scale interregion advective and diffusive mass transfer. The primary structure of the model, including the program main and the driver routine gm2dxz, is shown in Fig. 3.1. The computer code consists of one main program, 55 subroutines, 5 user functions, and a sparse matrix solver, MA28 (Duff 1990). Both steady-state and transient-state solute transport simulations can be executed by the code. A hybrid Lagrangian-Eulerian finite element method is used in conjunction with backward particle tracking to reduce numerical dispersion and to increase computational efficiency by allowing large time-stepping. An upstream weighting method is also implemented as a modeling option in MURT. If transient source/sink functions and/or transient boundary conditions are to be represented analytically, users need to supply analytical functions in subroutines dbvfct, vbvfct, cbvfct, nbvfct, and wssfct. The functions of the main program and the subroutines are described in the following sections.

3.1 FUNCTIONS OF SUBROUTINES

FORTRAN programs, subroutines, and functions related to memory allocation and solute transport simulations are discussed in detail in this section. These code units can be categorized into memory allocation routines (E. F. D'Azevedo, personal communication, 1993) and the core routines of MURT. Memory allocation routines are discussed only when relevant, but all of the core routines of MURT are discussed in detail. Description of the functions of the code units are presented in the following sections in alphabetical order by the name.

3.1.1 Subroutine advbc

Subroutine advbc is called by gm2dxz to implement the Lagrangian boundary conditions. For Dirichlet boundaries, the Lagrangian concentration is already specified. For variable boundaries, if the flow is directed out of the region of interest, the fictitious particle associated with the boundary node must come from the interior nodes. Hence the Lagrangian concentration for the boundary node has already been computed by subroutine advtrn and the implementation for this node is bypassed. If the flow is directed into the region of interest, the Lagrangian concentration is calculated according to

\[ c_i^* = \frac{\int_{B_i} N_i^T V_r c_r dB}{\int_{R_i} N_i^T V_r dB}, \]  \hspace{1cm} (3.1)

where \( c_i^* \) is the Lagrangian concentration at the boundary node \( i \), \( V_r \) is the normal velocity to the variable boundary side, and \( c_r \) is the concentration of the incoming fluid through
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the variable boundary node. Cauchy boundary conditions are normally applied to the boundaries where flow is directed into the region. The Lagrangian concentration can thus be computed similarly by

\[
c_i^* = \frac{\int_B N_i^c q_{ic} dB}{\int_B N_i^c V_c dB},
\]

(3.2)

where \( q_{ic} \) is the Cauchy flux of the incoming fluid at Cauchy node \( i \) and \( V_c \) is the normal velocity to the Cauchy boundary side.

3.1.2 Subroutine \textit{advtm}

Subroutine \textit{advtm} computes the Lagrangian concentration at all nodes. \textit{Advtm} calls \textit{mploc} to find the element where a particle is located. \textit{Xsi2d} is then called to compute the local coordinates given the global coordinates of the fictitious particle. The concentration at the location of the fictitious particle is then interpolated using the concentrations of the nodal points associated with the element.

3.1.3 Subroutine \textit{afabta}

Subroutine \textit{afabta} calculates the values of upstream weighting factors along four sides of all elements. The weighting factors thus obtained are used for steady-state simulations or when upstream methods are required by modelers.

3.1.4 Subroutine \textit{asmblab}

Subroutine \textit{asmblab} calls subroutines \textit{q4ab} and \textit{q3ab} to compute the element matrices derived from the storage, advection, and dispersion terms and element load vectors from the (non-point) source/sink terms in the governing equations, for quadrilateral and triangular elements, respectively. The element matrices and vectors are assembled into a global matrix equation, which is the linearized version of the governing equations.

3.1.5 Subroutine \textit{asmblc}

Subroutine \textit{asmblc} calls subroutines \textit{q4c} and \textit{q3c} to compute the element matrices derived from the mass transfer terms in the governing equations, for quadrilateral and triangular elements, respectively. The element matrices are assembled into the global matrix equation obtained in subroutine \textit{asmblab}.

3.1.6 Subroutine \textit{bc}

Subroutine \textit{bc} implements Dirichlet, Cauchy, Neumann, and variable boundary conditions. The Dirichlet boundary conditions are implemented by normalizing the
associated diagonal elements of the global matrix. The associated off-diagonal elements are then set to zero and the associated elements of the load vector are set to the assigned concentrations. For Cauchy boundaries, the integration of the Cauchy flux is added to the global load vector and the integration of the normal velocity is added to the matrix. For Neumann boundaries, the integration of the gradient-driven flux is added to the global load vector. For variable boundaries, the integration of the normal velocity times the incoming concentration is added to the load vector and the integration of the normal velocity is added to the matrix.

3.1.7 Subroutines \textit{cbvfct}, \textit{dbvfct}, \textit{essfct}, \textit{nbvfct}, \textit{vbvfct}, \textit{wssfct}

Temporal variations of boundary conditions and source strength are described by transient profiles in MURT. In each of these six subroutines, transient profiles can be either analytical or tabular. If an analytical profile is to be used, the user needs to supply the analytical function and modify the subroutine.

<table>
<thead>
<tr>
<th>Subroutine</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>\textit{cbvfct}</td>
<td>Computes the normal flux for Cauchy boundaries and returns the flux as a one-dimensional array to subroutine \textit{gm2dxz}.</td>
</tr>
<tr>
<td>\textit{dbvfct}</td>
<td>Computes Dirichlet concentrations for Dirichlet boundaries and returns them as a one-dimensional array to subroutine \textit{gm2dxz}.</td>
</tr>
<tr>
<td>\textit{essfct}</td>
<td>Computes the distributed source/sink strength, including flow rates and concentrations, for distributed source/sink elements and returns the results as a one-dimensional array to subroutine \textit{gm2dxz}.</td>
</tr>
<tr>
<td>\textit{nbvfct}</td>
<td>Computes the normal flux for Neumann boundaries and returns the flux as a one-dimensional array to subroutine \textit{gm2dxz}.</td>
</tr>
<tr>
<td>\textit{vbvfct}</td>
<td>Computes the run-in-seep-out mass fluxes at variable boundaries and returns the fluxes as a one-dimensional array to subroutine \textit{gm2dxz}.</td>
</tr>
<tr>
<td>\textit{wssfct}</td>
<td>Computes the point (well) source/sink strength, including flow rates and concentrations, for point source/sink nodes and returns the results as a one-dimensional array to subroutine \textit{gm2dxz}.</td>
</tr>
</tbody>
</table>

3.1.8 Subroutine \textit{datain}

Subroutine \textit{datain} reads data contained in two input data files, namely, the control and option parameters, material property, and material type change file and the initial and boundary condition file (see Appendix C). Subroutines \textit{readn} and \textit{readr} are called to read input data of types integer and real, respectively, with patterns as defined in Appendix C.

3.1.9 Subroutine \textit{dgeZg}

Subroutine \textit{dgeZg} is called by the pointwise iterative solver \textit{piss} to solve the diagonal blocks of the global matrix equation.
3.1.10 Subroutine *dimes*

Subroutine *dimes* reads user-specified dimensions of arrays that are required for a simulation. These dimensions are necessary for MURT to determine the size of the problem and allocate computer memory for the arrays. Array dimensions input through this subroutine include numbers of nodes and elements, numbers of parameters that define material properties, number of material type changes, and numbers that define boundary conditions. The input data file corresponding to this subroutine is the array dimension file (see Fig. 4.1 in the next section for an example).

3.1.11 Subroutine *dispc*

Subroutine *dispc* calculates the harmonic means of dispersion coefficients at all nodes based on the areas and dispersion coefficients of the elements connecting to a node.

3.1.12 Real Function *fcos*

FORTRAN user function *fcos* computes the size and direction of the normal vector of a surface formed by the vector from an arbitrary point to one of the end points of the boundary side and the vector formed by the two end points of the side. The sign of the normal vector is used by subroutine *mploc* to determine if a fictitious particle is inside an element.

3.1.13 Subroutine *flux*

Subroutine *flux* calls *q4d* or *q3d* to compute element matrices and the derivatives of the concentrations. The element matrices are then assembled over the problem domain to form a matrix equation governing the material flux components at all nodal points. The coefficient matrix is lumped to save compute time and the matrix equation is solved point by point.

3.1.14 Subroutine *gicrn*

Subroutine *gicrn* generates indices arrays ICN(i) and IRN(i) for the coefficient matrix C(i) when sparse matrix solver MA28 is to be used. Under this circumstance, C(i) is a one-dimensional array and therefore needs row index IRN(i) and column index ICN(i) to represent a two-dimensional array.

3.1.15 Subroutine *glre*

Subroutine *glre* generates the array LRE(i,j) that contains the global numbers of elements connected to a nodal point. This array is used later to generate LRN(i,j) that contains the global numbers of nodes connected to a nodal point. LRN(i,j), in turn, is used to generate the index arrays ICN(i) and IRN(i) for sparse matrix solver MA28 and, more importantly, is needed to assemble local element matrices into global matrices.
3.1.16 Subroutine glm

Subroutine glm generates the array LFW(i,j) that contains the global numbers of nodes connected to a nodal point using the information contained in LRE(i,j). LRN(i,j), in turn, is used to generate the index arrays ICN(i) and IRN(i) for sparse matrix solver MA28 and, more importantly, is needed to assemble local element matrices into global matrices. Two by-products, the internal boundary marker arrays NTBND(i,j) and NEBT(i,j), are used by subroutine surf to identify boundary sides and to calculate length and directional cosines at these sides.

3.1.17 Subroutine gm2dxz

Subroutine gm2dxz controls the flow of execution for both steady-state and transient simulations. For parameter NTI > 0, the simulations are transient-state without regard to the values of KSS. However, if KSS = 0 and NTI > 0, the user input initial condition will be ignored. The result of a steady-state simulation will be used as the initial condition for the subsequent transient-state simulation.

Subroutine gm2dxz consists of two main iteration loops to compute steady-state and transient solute concentrations, respectively. Within the steady-state iteration loop, the nonlinear solute transport equation is linearized when Freundlich and/or Langmuir isotherms are used, and the linearized equation is passed to the sparse matrix solver MA28, a preconditioned conjugate gradient matrix solver, or a pointwise iteration matrix solver for solutions. The structure of the transient-state loop is similar to the steady-state loop except that outside the nonlinear loop there is a time-marching loop to advance the computations along the time axis.

Include files common.h, sparse.h, and para.h are included in subroutine gm2dxz. Subroutine gm2dxz calls dbvfct, vbvfct, cbvfct, and nbvfct to calculate boundary concentration or flux values and essfct and wssfct to calculate external source/sink strength. Subroutines flux and sflow are called to calculate mass fluxes and surface fluxes, respectively. Subroutines printt and store print and store computational results to disk files, respectively. Subroutine thnode is called to calculate nodal water contents given the elemental water contents calculated by MURF (Gwo et al. 1994b) or input by users. Subroutine afabta is called to calculate upstream weighting functions when steady-state simulations are intended or the upstream weighting method is chosen. Gm2dxz also calls subroutine ndtau to calculate the maximum sub-time-step sizes allowable for backward particle tracking (see Sect. 3.1.26), subroutine advtn to obtain Lagrangian concentration (see Sect. 3.1.2), and subroutine advbc to implement Lagrangian boundary conditions (see Sect. 3.1.1). Subroutines asmblab and asmbic are called to assemble element matrices and vectors related to (1) advection, dispersion, mass storage and adsorption/desorption, and sources/sinks and (2) element mass transfer matrices, respectively, into the global coefficient matrix and load vector. Subroutine bc is then called to apply boundary conditions. There are three matrix solvers: (1) piss invokes a pointwise iteration matrix solver; (2) ppcg invokes a polynomial preconditioned
conjugate gradient matrix solver; and (3) ma28a decomposes the global coefficient matrix and ma28c solves the decomposed matrix equation by forward and backward substitutions.

3.1.18 Subroutine gmdata

Subroutine gmdata is the driver routine for reading geometry data from the input data file: geometry of problem domain and material type corrections (see Appendix C). The routine calls subroutine readr to read x and z coordinates, subroutine glre and glrn to generate arrays that contain the numbers of elements and nodes connecting to a node, respectively, and subroutine surf to generate boundary side information.

3.1.19 Integer Function ialloc

Integer function ialloc allocates space in the array MEM(mxmem) to a dimensional array by determining the location of the dimensional array in MEM(mxmem). An integer is returned indicating the beginning position of the array in MEM(mxmem). Subroutine assert is called to print out error messages if errors occur during an allocation. Integrity of the space allocation is checked by calling subroutine icheck.

3.1.20 Subroutine iinit

Subroutine iinit initializes the integer dimension array MEM(mxmem) that is used for memory allocation, where mxmem is the maximum length of the array. All of the global dimension arrays used in MURT, both integer and real, are allocated using the memory space claimed by MEM(mxmem). A function, ialloc (see Sect. 3.1.19), is called to allocate space for and to determine the locations of dimensional arrays within MEM(mxmem).

3.1.21 Subroutine intrbnd

Subroutine intrbnd is called by subroutine glrn to mark internal boundary sides between elements. These internal boundary sides are needed to identify elements that do not have common sides with the global boundary and are used in subroutine surf to identify external boundary sides.

3.1.22 Subroutine ioctrl

Subroutine ioctrl reads the three parameters IGEOM, IMOD, and KSTR that determine how geometry data will be input, how much of these data will be printed to disk files, and whether the job is a restart job, respectively. The input data file corresponding to this subroutine is the I/O control parameters file (see Fig. 4.2 in the next section for an example), which is provided through an input template.
3.1.23 Matrix Solver MA28

MA28 is a sparse matrix solver for large linear symmetric or asymmetric systems (Duff 1990). The subroutine ma28a is called by gm2dxz to decompose the coefficient matrix of the target linear system; ma28c is then called to do forward and backward substitutions and to obtain the solution of the linear system. Users are referred to Duff (1990) for a detailed description of the package.

3.1.24 Program main

The main program performs the following tasks:

- opens I/O files for input data and computation output;
- determines the array dimensions and allocates memory space for arrays according to user specified problem sizes;
- reads problem geometry data, including nodal coordinates and connectivity, from input files;
- reads computation control parameters, soil properties, material types of elements, and initial and boundary conditions;
- generates array indices for sparse matrix solver MA28 if necessary; and
- passes control to subroutine gm2dxz for job execution.

The main program includes three include files, namely, common.h, sparse.h, and para.h, and calls the subroutines dimes, iinit, ioctrl, gmdat, icopy, datain, gicrn, gm2dxz, and a function ialloc. The include files common.h and sparse.h contain FORTRAN COMMON statements needed for MURT and sparse matrix solver MA28, respectively. The include file para.h specifies parameters used by MURT. Memory of dimensional arrays is allocated by the code automatically according to the dimensions given in the array dimension file (see Appendix C). Therefore, virtually no change of code is necessary unless users are to use analytical transient boundary profiles of their own.

3.1.25 Subroutine mploc

Subroutine mploc is called by ndtau and advtrn to identify the element in which a fictitious particle is located. A real function fcos is called to compute the cross product of the a vector formed by the two end points of a boundary side and the vector from a node on the surface to the fictitious particle. The value of the product is then used to determine if the fictitious particle is inside the element.

3.1.26 Subroutine ndtau

Subroutine ndtau is called by gm2dxz to compute the sub-time-step size and the number of this time-step size so that no fictitious particle would travel over an element within the sub-time-step size. This information will then be used in advtrn to do the backward particle tracking.
3.1.27 Subroutine *piss*

Subroutine *piss* implements a pointwise iterative solver for the linearized equation. The diagonal blocks of the matrix equation are solved by calling subroutine *dgelg*, which is a full pivoting matrix solver. A sweep therefore consists of moving the upper triangle blocks to the right-hand side, using updated values for the lower triangle blocks, and solving the diagonal blocks.

3.1.28 Subroutine *ppcg*

Subroutine *ppcg* implements a polynomial preconditioned conjugate gradient matrix solver by calling the preconditioner subroutine *precond*.

3.1.29 Subroutine *precond*

Given a coefficient matrix, subroutine *precond* calculates a polynomial preconditioner for subroutine *ppcg*. Optimization coefficients for the polynomial are estimated from the coefficient matrix and the highest order of the polynomial is set to 2.

3.1.30 Subroutine *printt*

Subroutine *printt* prints the modeling results, including surface flux rates at all types of boundaries, solute concentrations, and material flux components in $x$ and $y$ directions. The amount of printout is controlled by KPR0 and KPR(itm), where itm is the time step number (see Appendix C.2).

3.1.31 Subroutines *q2cb* and *q2vb*

Subroutine *q2cb* is called by subroutine *bc* to compute the normal flux along a Cauchy boundary side according to the following relation:

$$BQ(i, j) = \int_{R_i} N_i^o n \cdot VN_j dB.$$  \hspace{1cm} (3.3)

Subroutine *q2vb* is called by subroutine *bc* to compute the normal flux along a variable boundary side as follows:

$$BQ(i, j) = \int_{R_i} N_i^o n \cdot VN_j dB, \quad n \cdot V < 0,$$

$$BQ(i, j) = 0, \quad n \cdot V \geq 0.$$ \hspace{1cm} (3.4a)

$$BQ(i, j) = 0, \quad n \cdot V < 0,$$

$$BQ(i, j) = 0, \quad n \cdot V \geq 0.$$ \hspace{1cm} (3.4b)
3.1.32 Subroutines $q3ab$ and $q4ab$

Subroutines $q3ab$ and $q4ab$ calculate the element matrices derived from the storage, advection, and dispersion terms and element load vectors derived from the (non-point) source/sink terms in the governing equations, for quadrilateral and triangular elements, respectively. The integration in subroutine $q4ab$ is computed using four-point Gaussian quadrature, while the integration in subroutine $q3ab$ is obtained analytically. The storage terms are computed according to the following equations:

$$QA(i,j) = \int_{R_e} \theta N_i^e N_j^e dR,$$

$$QAA(i,j) = \int_{R_e} \rho_b N_i^e N_j^e dR.$$  \hspace{1cm} (3.5) \hspace{1cm} (3.6)

The dispersion term is calculated according to the following relation:

$$QB(i,j) = \int_{R_e} \nabla N_i^e \cdot \theta D \nabla N_j^e dR.$$ \hspace{1cm} (3.7)

The advection term is computed using the following relation:

$$QV(i,j) = \int_{R_e} N_i^e V \cdot \nabla N_j^e dR.$$ \hspace{1cm} (3.8)

In Eqs. (3.5) through (3.8), $\theta$ is water content, $\rho_b$ is bulk density, $N_i^e$ is the base function associated with node $i$ of element $e$, $D$ is the dispersion coefficient tensor, and $V$ is the darcy velocity or specific discharge vector. The first-order decay terms are calculated as follows:

$$QC(i,j) = \int_{R_e} N_i^e [(\lambda \theta - K_w)N_j^e + \int_{R_e} N_i^e [\lambda + K_s] \rho_b \frac{ds}{dc} N_j^e dR].$$ \hspace{1cm} (3.9)

where $\lambda$ is the first-order radioactive decay constant, $K_w$ is the first-order biodegradation constant in the fluid phase, $K_s$ is the first-order biodegradation constant in the solid phase, and $s$ is the concentration in the solid phase. The load vectors of the element matrix equations are calculated according to the following relation:

$$RQ(i) = \int_{R_e} N_i^e \left[ \theta q c_{in} - \rho_b (\lambda + K_s) (s_0 - \frac{ds}{dc} c_0) \right] N_j^e dR.$$ \hspace{1cm} (3.10)

where $q$ is the external non-point source/sink flux rate, $c_{in}$ is the solute concentration in the incoming fluid, $s_0$ and $c_0$ are the solid and fluid phase concentrations at previous iterate or time step.
3.1.33 Subroutines q3c and q4c

Subroutines q4c and q3c calculate the element matrices derived from the mass transfer terms in the governing equations for quadrilateral and triangular elements, respectively. The integration in subroutine q4c is computed using four-point Gaussian quadrature, while the integration in subroutine q3c is obtained analytically. The advective mass transfer terms between regions $ir$ and $jr$ are computed according to

$$QCF(i, j, ir, jr) = \int_{R_e} N^e_i \epsilon^e_{ir,jr} N^e_j dR,$$

and the diffusive mass transfer terms between regions $ir$ and $jr$ are calculated according to

$$QCC(i, j, ir, jr) = \int_{R_e} N^e_i \epsilon^d_{ir,jr} N^e_j dR,$$

where $\epsilon^e_{ir,jr}$ and $\epsilon^d_{ir,jr}$ are the advective and diffusive mass transfer coefficients between pore regions $ir$ and $jr$, respectively.

3.1.34 Subroutines q3d and q4d

Subroutines q3d and q4d are called by subroutine flux to compute the element matrix given by the following relation:

$$QB(i, j) = \int_{R_e} N^e_i N^e_j dR,$$

The load vectors of the material flux components are calculated according to

$$QRX(i) = -\int_{R_e} N^e_i \cdot \theta D \cdot \nabla N^e_j c_j dR,$$

$$QRZ(i) = -\int_{R_e} N^e_i k \cdot \theta D \cdot \nabla N^e_j c_j dR,$$

where $c_j$ is the concentration at local node $j$ and $i$ and $k$ are the unit vectors along $x$ and $z$ coordinate axes, respectively.

3.1.35 Subroutines q3r and q4r

Subroutines q3r and q4r are used to compute the contribution of material accumulation rates of quadrilateral and triangular elements, respectively, as follows:
\[ QRM = \int_R \theta c dR , \quad (3.16) \]
\[ QDM = \int_R s dR , \quad (3.17) \]
\[ SOSM = \int_R q c_{in} dR . \quad (3.18) \]

3.1.36 Subroutine \textit{readn}

Given appropriate parameters, \textit{readn} automatically generates sequences of integer numbers and returns the numbers as a one-dimensional array to the calling routines. A flag that signals the calling routines as to whether or not the number of records read and generated is in agreement with that specified is also returned.

3.1.37 Subroutine \textit{readr}

Given appropriate parameters, \textit{readr} automatically generates sequences of real numbers and returns the numbers as a one-dimensional array to the calling routines. A flag that signals the calling routines as to whether or not the number of records read and generated is in agreement with that specified is also returned.

3.1.38 Subroutine \textit{sflow}

Subroutine \textit{sflow} computes the fluxes through various types of boundaries and the increasing rates of mass in the region of interest. \textit{FRATE}(7) stores the flux through the entire boundary enclosing the problem domain. It is calculated by

\[ FRATE(7) = \int_B \left( F_x n_x + F_z n_z \right) dB , \quad (3.19) \]

where \( B \) is the global boundary of the problem domain, \( F_x \) and \( F_z \) are the material flux components in \( x \) and \( z \) directions, and \( n_x \) and \( n_z \) are the directional cosines of the outward unit vector normal to the boundary \( B \). \textit{FRATE}(1) to \textit{FRATE}(5) are the fluxes through Dirichlet boundaries \( B_D \), Cauchy boundaries \( B_C \), Neumann boundaries \( B_N \), and the incoming and outgoing flux through the variable boundaries \( B_v \), respectively. These fluxes are calculated according to the following relations:

\[ FRATE(1) = \int_{B_D} \left( F_x n_x + F_z n_z \right) dB , \quad (3.20) \]
\[ FRATE(2) = \int_{B_C} \left( F_x n_x + F_z n_z \right) dB , \quad (3.21) \]
\[ FRATE(3) = \int_{B_N} \left( F_x n_x + F_z n_z \right) dB , \quad (3.22) \]
\[ FRATE(4) = \int_{b} (F_x n_x + F_z n_z) dB \quad n \cdot V_v < 0 , \]  
(3.23)

\[ FRATE(5) = \int_{b} (F_x n_x + F_z n_z) dB \quad n \cdot V_v \geq 0 , \]  
(3.24)

where \( V_v \) is velocity vector at a variable boundary side. \( FRATE(6) \), which is related to numerical loss, is given by

\[ FRATE(6) = FRATE(7) - \sum_{i=1}^{5} FRATE(i) . \]  
(3.25)

\( FRATE(8) \) and \( FRATE(9) \) are the accumulating rates in dissolved and adsorbed phases within the problem domain, respectively, and are calculated according to

\[ FRATE(8) = \int_r \theta \frac{\partial C}{\partial t} dR \]  
(3.26)

and

\[ FRATE(9) = \int_r \rho_b \frac{\partial S}{\partial t} dR . \]  
(3.27)

\( FRATE(10) \) stores the rate of loss due to decay according to the following relations:

\[ FRATE(10) = \int_r \lambda (\theta C + \rho_k s) dR , \]  
(3.28)

and

\[ FRATE(11) = 0 . \]  
(3.29)

\( FRATE(12) \) and \( FRATE(13) \) are the loss due to biodegradation through dissolved and adsorbed phases, respectively, according to the following relations:

\[ FRATE(12) = \int_r K_c c dR , \]  
(3.30)

and

\[ FRATE(13) = \int_r K_p \rho_k s dR . \]  
(3.31)

\( FRATE(14) \) is for the source/sink rates:

\[ FRATE(14) = \int_r q_{c_{in}} dR . \]  
(3.32)

If there is no numerical error, the following relation should be satisfied:

\[ 3.33 \]
\[
\sum_{i=7}^{14} FRATE(i) = 0 ,
\]

(3.33)

and \(FRATE(6)\) should be zero. Equation (3.33) states that the net rate of material going out of and coming into the region through the boundaries and the sources/sinks should be equal to the rate of material accumulation in the region. In other words, mass must be conserved.

3.1.39 Subroutine \textit{shape}

Subroutine \textit{shape} is called by subroutines \textit{q4ab} and \textit{q4c} to compute the base functions at the Gaussian points. For MURT, a bilinear base function is used for all of the quadrilateral elements.

3.1.40 Subroutine \textit{store}

Subroutine \textit{store} stores the computation results in a designated logical unit. The information stored includes domain geometry, concentrations, and material flux components.

3.1.41 Subroutine \textit{surf}

Subroutine \textit{surf} identifies the boundary sides, sequences the boundary nodes, and computes length and the directional cosines of the surface sides. Boundary side information is necessary for calculating boundary fluxes in routine \textit{bc} and for computing mass balance error in routine \textit{sflow}.

3.1.42 Subroutine \textit{thnode}

Subroutine \textit{thnode} computes the harmonic means of water contents at nodal points by using the water contents at the Gaussian points given by users or calculated by MURF (Gwo et al. 1994b). The result is returned to \textit{gm2dxz} for the computation of particle or fluid velocities during backward particle tracking.

3.1.43 Subroutine \textit{xsi2d}

Given the global coordinates of a particle, \textit{xsi2d} computes the local coordinates associated with the element where the particle is located. These coordinates are needed when nodal concentrations are used to interpolate the concentration at the location of the particle.
3.2 I/O UNITS

Fourteen I/O units are used by MURT and are related as shown in Table 3.1. I/O units 7, 8, 15, 21, 23, and 24 are the five standard input data files in ASCII format (FORTRAN formatted files). I/O unit 16 is reserved for the hydraulic parameter file generated by MURF (Gwo et al. 1994b). I/O units 9 and 22 contain the echo output of geometry and other input data as described in Appendix C. Five FORTRAN unformatted files, I/O units 10 to 14, are generated each time a simulation is executed. These I/O units store geometry data, boundary arrays, pointer arrays, restart information, and simulation results. Except for the unit containing simulation results, these I/O units will be used if geometry is to be input through an unformatted file or if restart jobs are requested.

Table 3.1. I/O units used by MURT

<table>
<thead>
<tr>
<th>Unit</th>
<th>File name</th>
<th>Data contained and format</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>a</td>
<td>Control and option parameters, material properties and types,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ASCII (FORTRAN formatted)</td>
</tr>
<tr>
<td>8</td>
<td>a</td>
<td>Problem domain geometry and element connectivity, ASCII</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(FORTRAN formatted)</td>
</tr>
<tr>
<td>9</td>
<td>a</td>
<td>Simulation results, ASCII (FORTRAN formatted)</td>
</tr>
<tr>
<td>10</td>
<td>murt.geo</td>
<td>Problem domain geometry and element connectivity, FORTRAN</td>
</tr>
<tr>
<td></td>
<td></td>
<td>unformatted</td>
</tr>
<tr>
<td>11</td>
<td>murt.bnd</td>
<td>Boundary arrays, FORTRAN unformatted</td>
</tr>
<tr>
<td>12</td>
<td>murt.pnt</td>
<td>Pointer arrays, FORTRAN unformatted</td>
</tr>
<tr>
<td>13</td>
<td>murt.rst</td>
<td>Restart information, FORTRAN unformatted</td>
</tr>
<tr>
<td>14</td>
<td>murt.sto</td>
<td>Simulation results, FORTRAN unformatted</td>
</tr>
<tr>
<td>15</td>
<td>a</td>
<td>Hydraulic parameters, ASCII (FORTRAN formatted)</td>
</tr>
<tr>
<td>16</td>
<td>a</td>
<td>Hydraulic parameters generated by MURF, FORTRAN unformatted</td>
</tr>
<tr>
<td>21</td>
<td>a</td>
<td>Array dimensions, ASCII (FORTRAN formatted)</td>
</tr>
<tr>
<td>22</td>
<td>a</td>
<td>Echo output of input data, ASCII (FORTRAN formatted)</td>
</tr>
<tr>
<td>23</td>
<td>a</td>
<td>I/O control parameters, ASCII (FORTRAN formatted)</td>
</tr>
<tr>
<td>24</td>
<td>a</td>
<td>Initial and boundary conditions, ASCII (FORTRAN formatted)</td>
</tr>
</tbody>
</table>

*a*File name specified by users.

3.2.1 Geometry in Unformatted I/O Unit 10

The file should always be named *murt.geo*, and the data are written to a FORTRAN unformatted file according to the following FORTRAN statements:

```fortran
write (iogeo) nnp, (x(n), z(n), n=1, nnp)
write (iogeo) nel, ((ie(m, iq), m=1, nel), iq=1, 5)
```

where
iogeo = I/O unit number of the unformatted file, FORTRAN integer number, 4 bytes;
nnp = total number of finite element nodes, FORTRAN integer number, 4 bytes;
x(n) = the x coordinate at node n, FORTRAN real number, 8 bytes;
z(n) = the z coordinate at node n, FORTRAN real number, 8 bytes;
ne1 = total number of elements, FORTRAN integer number, 4 bytes;
ie(m, iq=1,...,4) = the vertex node numbers associated with element m; if
the element is a triangle, ie(m,4) should be set to integer 0, FORTRAN
integer number, 4 bytes;
ie(m,5) = the material type of element m, FORTRAN integer number, 4 bytes.

3.2.2 Boundary Arrays in Unformatted I/O Unit 11

Data written to this I/O unit are generated in subroutine surf, which is called by
subroutine gmdata. The file should always be named murt.bnd and the data written to a
FORTRAN unformatted file according to the following FORTRAN statement:

```
write (iobnd) nbn,nbel, (dlb(m),m=1,nbel),
    (dcosxb(m),m=1,nbel), (dcoszb(m),m=1,nbel),
    (nbe(m),m=1,nbel),((isb(iq,m),iq=1,4),m=1,nbel),
    (npb(n),n=1,nbn),
```

where

- iobnd = I/O unit number of the boundary array file, FORTRAN integer number, 4 bytes;
nbn = the total number of boundary nodes, FORTRAN integer number, 4 bytes;
nbel = the total number of boundary sides, FORTRAN integer number, 4 bytes;
dl(m) = the length of boundary side m, FORTRAN real number, 8 bytes;
dcosxb(m) = directional cosine along x axis for boundary side m, FORTRAN
real number, 8 bytes;
dcoszb(m) = directional cosine along z axis for boundary side m, FORTRAN
real number, 8 bytes;
nbe(m) = global element number associated with boundary side m, FORTRAN
integer number, 4 bytes;
npb(n) = global node number of boundary node n, FORTRAN integer number, 4 bytes;
isb(1,m) = the global node number of the first node associated with boundary
side m, FORTRAN integer number, 4 bytes;
isb(2,m) = the global node number of the second node associated with
boundary side m, FORTRAN integer number, 4 bytes;
isb(3,m) = the local node number of the first node associated with boundary
side m, FORTRAN integer number, 4 bytes;
isb(4,m) = the local node number of the second node associated with
boundary side m, FORTRAN integer number, 4 bytes.
3.2.3 Pointer Arrays in Unformatted I/O Unit 12

Data written to this I/O unit are generated in subroutines \textit{glre} and \textit{glrn}, which are called by subroutine \textit{gmddata}. The file should always be named \textit{murt.pnt} and the data are written to a FORTRAN unformatted file according to the following FORTRAN statements:

\begin{verbatim}
write (iopnt) nlre, ((lre(nj,ne), ne=1,nnp), nj=0,nlre)
write (iopnt) nlrn, ((lrn(nj,np), np=1,nnp), nj=0,nlrn)
\end{verbatim}

where

- \textit{iopnt} = I/O unit number of the unformatted file, FORTRAN integer number, 4 bytes,
- \textit{nlre} = the number of elements connected to a node, FORTRAN integer number, 4 bytes,
- \textit{nlrn} = the number of nodes connected to a node, FORTRAN integer number, 4 bytes,
- \textit{lre(nj,ne)} = the \textit{nj}th element connected to node \textit{ne}, FORTRAN integer number, 4 bytes,
- \textit{lrn(nj,np)} = the \textit{nj}th node connected to node \textit{np}, FORTRAN integer number, 4 bytes.

3.2.4 Restart Data in Unformatted I/O Unit 13

The file should always be named \textit{murt.rst}, and the data contained in the file are written to a FORTRAN unformatted file according to the following FORTRAN statements:

\begin{verbatim}
write (iostr) time, ((rp(n,idf), n=1,nnp), (fx(n,idf), n=1,nnp), (fz(n,idf),n=1,nnp), idf=1,ndf)
\end{verbatim}

where

- \textit{iostr} = I/O unit number of the unformatted file, FORTRAN integer number, 4 bytes;
- \textit{time} = time of the current time step, FORTRAN real number, 8 bytes;
- \textit{rp(n,idf)} = concentration at global node \textit{n} and pore region \textit{idf}, FORTRAN real number, 8 bytes;
- \textit{fx(n,idf)} = \textit{x} component of the material flux at global node \textit{n} and pore region \textit{idf}, FORTRAN integer number, 4 bytes;
- \textit{fz(n,idf)} = \textit{z} component of the material flux at global node \textit{n} and pore region \textit{idf}, FORTRAN integer number, 4 bytes;
- \textit{ndf} = number of pore regions.

3.2.5 Simulation Results in Unformatted I/O Unit 14

Data written to this I/O unit are generated in subroutine \textit{gm2dxz} and are passed to subroutine \textit{store} to write to the I/O unit. The file should always be named \textit{murt.sto} and
the data written to a FORTRAN unformatted file according to the following FORTRAN statements:

(1) The following data are written only once:

\[
\text{write}(\text{iost0}) \quad \text{title, nprob, nnp, nel, ndf, nti}
\]
\[
\text{write}(\text{iost0}) \quad (x(n), n=1, nnp), \quad (z(n), n=1, nnp),
\]
\[
((\text{ie}(m,i), m=1, nel), i=1, 5),
\]

(2) The following data are written for the initial time step at time = 0.0 and the time steps with \( \text{kdsf}(\text{itm}) \) greater than zero, where \( \text{kdsf}(\text{itm}) \) is the storage control variable at time step \( \text{itm} \):

\[
\text{write}(\text{iost0}) \quad \text{itm, time, ((r(n,idf), n=1, nnp), (fx(n,idf), n=1, nnp), (fz(n,idf), n=1, nnp), idf=1, ndf)}
\]

where

- \( \text{iost0} \) = I/O unit number of the unformatted file, FORTRAN integer number, 4 bytes;
- \( \text{title} \) = the title of the problem set, FORTRAN character string, 72 bytes;
- \( \text{nprob} \) = problem number of the simulation, FORTRAN integer number, 4 bytes;
- \( \text{nti} \) = number of time steps, FORTRAN integer number, 4 bytes;
- \( r(n,idf) \) = concentration at global node \( n \) and pore region \( idf \), FORTRAN real number, 8 bytes.

### 3.2.6 Hydraulic Parameters Generated by Multiregion Flow Code MURF in Unformatted I/O Unit 16

Data written to this I/O unit are generated by the subsurface multiregion flow code MURF. Users must provide the file and path names of this I/O unit in the file specifying the I/O file names (see Appendix C). The data are written to a FORTRAN unformatted file according to the following FORTRAN statements:

(1) The following data are written only once:

\[
\text{write}(\text{iost0}) \quad \text{title, nprob, nnp, nel, ndf, nbn, nbel, nti}
\]
\[
\text{write}(\text{iost0}) \quad (x(n), n=1, nnp), \quad (z(n), n=1, nnp),
\]
\[
((\text{ie}(m,i), m=1, nel), i=1, 5), \quad (\text{dlb}(m), m=1, nbel),
\]
\[
(\text{dcosxb}(m), m=1, nbel), \quad (\text{dcoszb}(m), m=1, nbel),
\]
\[
(\text{nbe}(m), m=1, nbel), \quad ((\text{isb}(i,m), i=1, 4), m=1, nbel),
\]
\[
(\text{npb}(n), n=1, nbn),
\]

(2) The following data are written for the initial time step at time = 0.0 and the time steps with \( \text{kdsf}(\text{itm}) \) greater than zero, where \( \text{kdsf}(\text{itm}) \) is the storage control variable at time step \( \text{itm} \):
write(iost0) time, ((h(n,idf),n=1,nnp),
     (ht(n,idf),n=1,nnp), ((th(i,m,idf),i=1,4),m=1,nel),
     (vx(n,idf),n=1,nnp), (vz(n,idf),n=1,nnp),

where

ht(n,idf) = hydraulic head at global node n and pore region idf, FORTRAN real number, 8 bytes;

th(i,m,idf) = water content at local node i, element m, and pore region idf, FORTRAN real number, 8 bytes;

vx(n,idf) = x direction darcy velocity at global node n, pore region idf, FORTRAN real number, 8 bytes;

vz(n,idf) = z direction darcy velocity at global node n, pore region idf, FORTRAN real number, 8 bytes.
4. SITE SPECIFIC APPLICATIONS OF MURT

Three applications of MURT are presented in this section. The first application is a soil column tracer injection problem, where a nonreactive tracer was injected into two undisturbed soil columns. The second example is a sensitivity analysis on advective and diffusive mass transfer. A transient infiltration-evaporation problem was simulated using a homogeneous soil column consisting of three pore regions. Fracture spacing data at OFWL were used to calculate the range of advective and diffusive mass transfer coefficients, and the models MURF (Gwo et al. 1994b) and MURT were used to study the movement of water and a nonreactive solute. The effects of advective and diffusive mass transfer on local-scale nonequilibrium were compared and discussed. The third example is a hillslope ponding infiltration problem. Transient flow and solute transport are simulated to study the leaching of contaminated water into underlying groundwater aquifers. Preparation of input data is detailed for the first problem only. Input data for the example problems described here are available upon request.

4.1 UNDISTURBED SOIL COLUMN TRACER INJECTIONS

Two undisturbed soil columns were obtained from the Melton Branch watershed at ORNL, on which tracer injections under partially saturated conditions were conducted (Jardine et al. 1993). Bromide (Br⁻) solution was injected when the pressure head in the soil column was maintained at -10 cm and the flow condition had reached steady-state. The soils were composed of fractured saprolite and weathered, interbedded shale and limestone. Previous field studies at the watershed (Wilson and Luxmoore 1988) suggested that three types of porosities might be responsible for the flow dynamics observed at the site. A macropore-mesopore-micropore conceptual pore-domain model was proposed by these authors.

Two Br⁻ tracer injections were conducted in the laboratory, one on each of the soil columns. A breakthrough curve was fitted to the effluent concentrations of one soil column (soil column 1) and model parameters were obtained. These model parameters were then used to predict the effluent concentrations of the other soil column (soil column 2). The three-pore-region conceptual model suggested by Wilson and Luxmoore (1988) was used for both sets of computations. Soil column dimensions, material properties, and hydrological data are listed in Table 4.1.

A one-region model (Parker and van Genuchten 1984) was fitted to the breakthrough concentration (BTC) of soil column 1 and a one-region dispersion coefficient was obtained (Table 4.1). The one-region dispersion coefficient was used as an initial guess for the three-region curve-fitting simulations. The simulations were stopped when the agreement between laboratory and simulation results was visually satisfactory. No optimization of the model parameters was attempted. Six input data files (see Appendix C) were needed to represent a computer model using MURT. For this application, array
Dimensions and I/O control parameters were provided through templates, as shown in Figs. 4.1 and 4.2, respectively. A detailed guide to preparing the other four input data files follows.

**Table 4.1 Dimensions, material properties, and hydrological parameters of the soil columns**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Soil column 1</th>
<th>Soil column 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length, cm</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>Water content</td>
<td>0.419</td>
<td>0.415</td>
</tr>
<tr>
<td>Bulk density, g/cm³</td>
<td>1.51</td>
<td>1.56</td>
</tr>
<tr>
<td>Pore water velocity, cm/h</td>
<td>0.174</td>
<td>0.466</td>
</tr>
<tr>
<td>Specific discharge, cm/h</td>
<td>0.0729</td>
<td>0.193</td>
</tr>
<tr>
<td>Pulse duration, pore volume</td>
<td>0.118</td>
<td>0.219</td>
</tr>
<tr>
<td>One-region dispersion coefficient, cm²/h</td>
<td>1.084</td>
<td>3.517</td>
</tr>
</tbody>
</table>

* These data specify array dimensions. Please follow the template.

<table>
<thead>
<tr>
<th></th>
<th>Soil column 1</th>
<th>Soil column 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of nodal points</td>
<td>82</td>
<td></td>
</tr>
<tr>
<td>number of elements</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>number of degrees of freedom</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>number of time increments</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>no. of times to reset time step size</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>number of different materials</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>number of material properties</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>no. of source element</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>no. of source profiles</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>no. of data points for each source prof.</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>no. of well source/sink nodes</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>no. of well source/sink profiles</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>no. of data points in well profile.</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>no. of dirichlet nodal points</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>no. of dirichlet head profiles</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>no. of data points for dirichlet prof.</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>no. of variable element sides</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>no. of variable boundary nodes</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>no. of variable boundary profiles</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>no. of data points for each VB profile</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>no. of cauchy element sides</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>no. of cauchy nodal points.</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>no. of cauchy flux profiles</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>no. of data point for cauchy profiles</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>no. of neumann element sides</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>no. of neumann nodal points</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>no. of neumann flux profiles</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>no. of data points for neumann profile</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 4.1. Template specifying array dimensions for the undisturbed soil column application.
4.1.1 Problem Titles and Basic Control Parameters

Problem titles and basic control parameters are entered through the file that contains material properties and modeling control and option parameters. The first data set in this file is a problem identification card that consists of a problem number (must be greater than 0) and a single line that describe the application. The second and third data sets define universal control parameters and control parameters for simulations and output to disk files, respectively. For this application, debugging information was printed (IBUG = 1), mass matrix was lumped (ILUMP = 1), Lagrangian-Eulerian method was used, and upstream weighting parameters were ignored. Forty time steps (NTI = 40) were needed to simulate the tracer injection. Because the tracer was nonreactive, the problem was linear and only one iteration of the nonlinear loop was required. The tracer was injected as a single pulse, and a time-step size reset was specified at 27.126, at which injection of Br⁻ solution was terminated and ionized water was switched in. The initial time-step size was 5 h and was increased by 10% for each subsequent time step. Maximum time step size allowed was 22 h. Detailed printouts of concentration and mass flux were required every 10 time steps.
Fig. 4.3. I/O files containing material properties and modeling control and option parameters for the undisturbed soil column application.

4.1.2 Material Properties

The fourth and fifth data sets of the file that contains material properties and modeling control and option parameters are material properties of pore regions and advective and diffusive mass transfer coefficients, respectively. For each pore region of the material, 12 material properties were defined in data set 4 (Fig. 4.3). Because the tracer is nonreactive, distribution coefficients \( K_d \) were set to zero. The problem was one-dimensional and therefore only longitudinal dispersivities were specified. We also assumed that molecular diffusion was relatively insignificant and molecular diffusion coefficients were set to zero. Since the flow condition had reached steady-state, no advective mass transfer was in effect and the advective mass transfer coefficients were set to zero. The fitted diffusive mass transfer coefficients and other model parameters are summarized in Table 4.2. The fitted BTC and the experimental data are shown in Fig. 4.4. Transient diffusive mass transfer coefficients were calculated according to the following relation:

\[
\varepsilon(t) = \varepsilon_0 e^{-\beta(t-t_0)},
\]

where \( \varepsilon_0 \) is the diffusive mass transfer coefficient at time 0 (h\(^{-1}\)), \( \beta \) is the decay rate of diffusive mass transfer coefficient (h\(^{-1}\)), and \( t_0 \) is the time at which the last boundary condition change occurs (h).
Table 4.2 Fitted model parameters for soil column 1

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Pore region 1</th>
<th>Pore region 2</th>
<th>Pore region 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dispersivity, cm</td>
<td>4.068</td>
<td>4.227</td>
<td>6.192</td>
</tr>
<tr>
<td>Diffusive mass transfer coefficient</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>decay rate, h⁻¹</td>
<td>0.475</td>
<td>0.475</td>
<td>0.475</td>
</tr>
<tr>
<td>Diffusive mass transfer coefficient</td>
<td>0.0</td>
<td>0.5</td>
<td>1.5</td>
</tr>
<tr>
<td>from region 1, h⁻¹</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diffusive mass transfer coefficient</td>
<td>0.5</td>
<td>0.0</td>
<td>1.5</td>
</tr>
<tr>
<td>from region 2, h⁻¹</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diffusive mass transfer coefficient</td>
<td>1.5</td>
<td>1.5</td>
<td>0.0</td>
</tr>
<tr>
<td>from region 3, h⁻¹</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Specific discharge, cm/h</td>
<td>0.0034</td>
<td>0.0438</td>
<td>0.02571</td>
</tr>
<tr>
<td>water content</td>
<td>0.025</td>
<td>0.175</td>
<td>0.219</td>
</tr>
</tbody>
</table>

Fig. 4.4. Fitted BTC and experimental data for the Br⁻ injection on soil column 1.

4.1.3 Problem Domain, Initial Condition, and Boundary Conditions

The soil column was treated as a vertical one-dimensional flow field with 40 elements and 82 nodes, with each element equally sized. The automatic generation mechanism provided by MURT was used to generate nodal coordinates and element connectivity (Fig. 4.5). The soil column was initially free of Br⁻ and water and tracer were injected at the bottom of the column at time 0 (Fig. 4.6). The pulse of injection lasted for 27.13 h and was simulated by a Dirichlet boundary with a fixed reduced concentration 1.0 at the bottom of the column (Fig. 4.6). The upper boundary was set up as a variable boundary...
with incoming solute concentration 0.0, should there be downwards flow from the top boundary (Fig. 4.6).

Fig. 4.5. I/O file defining the problem domain and element connectivity for the undisturbed soil column application.

```
C ****** DATA SET 1: NODE COORDINATES ..........................................................
  0.0
  1 40 2 0.0D0 1.0D0 0.0D0
  2 40 2 0.0D0 1.0D0 0.0D0
  0 0 0 0.0D0 0.0D0 0.0D0
  1 40 2 0.0D0 0.0D0 0.0D0
  2 40 2 1.0D0 0.0D0 0.0D0
  0 0 0 0.0 0.0 0.0 0.0 0.0 0.0 END OF COORDINATES
C ****** DATA SET 2: ELEMENT CONNECTIVITY ....................................................
  1 1 3 4 2 1 1 4 0
```

Fig. 4.6. I/O file defining initial and boundary conditions for the undisturbed soil column application.

```
C ****** DATA SET 1: INITIAL CONDITIONS ..........................................................
  1 81 1 0.0D0 0.0D0 0.0
  0 0 0 0.0 0.0 0.0 END OF IC, region 1
  1 81 1 0.0D0 0.0D0 0.0
  0 0 0 0.0 0.0 0.0 END OF IC, region 2
  1 81 1 0.0D0 0.0D0 0.0
  0 0 0 0.0 0.0 0.0 END OF IC, region 3
C ****** DATA SET 4: VARIABLE BOUNDARY CONDITIONS ...........................................
  0
  0.0D0 0.0D0 1.0D38 0.0D0
  1 1 81 1
  0 0 0 0 0 END OF NPVB
  1 0 1 1 0
  0 0 0 0 0 END OF IRTYP, region 1
  1 0 1 1 0
  0 0 0 0 0 END OF IRTYP, region 2
  1 0 1 1 0
  0 0 0 0 0 END OF IRTYP, region 3
  1 0 40 1 2 0 0 0 0
  0 0 0 0 0 0 0 END OF ISV
C ****** DATA SET 5: DIRICHLET BOUNDARY CONDITIONS ........................................
  0
  0.0D0 1.0d0 2.7126D1 1.0d0 2.7127D1 0.0d0 1.0d38 0.0d0
  0.0d0 0.0d0 1.0d1 0.0d0 1.001d0 0.0d0 1.0d38 0.0d0
  1 2
  1 1 1 1 0
  0 0 0 0 0 END OF IDTYP, region 1
  1 1 1 1 0
  0 0 0 0 0 END OF IDTYP, region 2
  1 1 1 1 0
  0 0 0 0 0 END OF IDTYP, region 3
```

Fig. 4.6. I/O file defining initial and boundary conditions for the undisturbed soil column application.
4.1.4 Hydrological Input Variables

The flow condition of the application was assumed steady-state and fluid velocity was provided in an ASCII data file with KVI set to -1 (Fig. 4.7). To maintain mass balance, the total water content and specific discharge of the pore regions must equal to the observed water content and specific discharge of the entire soil column. Because the injection was conducted at -10 cm pressure head, most of the water content and specific discharge were attributed to pore regions 2 and 3. These two parameters for the fitted BTC are listed in Table 4.2.

![DATA SET 3: VELOCITY](image)

![DATA SET 4: WATER CONTENT](image)

Fig. 4.7. I/O file specifying hydraulic parameter for the undisturbed soil column application.

4.1.5 Predicting BTC for Br⁻ Injection On Soil Column 2

Because of similarity in soil structures and hydrological conditions during Br⁻ injections on soil columns 1 and 2, Br⁻ BTC from soil column 2 can be predicted, theoretically, using the parameters obtained from soil column 1. The water content and specific discharge of soil column 2 were slightly different from those of soil column 1. They were distributed to the three pore regions according to the proportion obtained for soil column 1. Other model parameters were maintained the same as those used for soil column 1. The prediction showed a very good agreement with the experimental data (Fig. 4.8).

4.2 SENSITIVITY ANALYSIS OF ADVECTIVE AND DIFFUSIVE MASS TRANSFER

Field studies have suggested that diffusive mass transfer, or matrix diffusion, in fractured porous media is a very important solute transport process (Solomon et al. 1992). This
Fig. 4.8. Predicted and measured BTC of Br\(^-\) injection on soil column 2.

local-scale nonequilibrium process may cause the retention of wastes in high porosity rocks, which may later become the secondary sources of groundwater contamination. To understand the effects of advective and diffusive mass transfer, we conducted a sensitivity analysis on the two mass transfer processes. A multiregion subsurface fluid flow model, MURF (Gwo et al. 1994b), was used to compute the pore-region flow fields, which were then used as input to the multiregion solute transport model MURT. The following section describes the model configuration for this study, including water retention relations, relative hydraulic conductivities, and advective and diffusive mass transfer coefficients. Input data files for this application are available upon request.

4.2.1 Numerical Model Configurations

The conceptual model for this study was a one-dimensional vertical soil column that consisted of three pore regions, namely, macropores, mesopores, and micropores. The soil was homogeneous, and the flow was in the vertical, or \(z\), direction only. The height of the soil column was 200 cm, with 40 elements and 82 nodes. The bottom of the soil column was maintained at 0 cm pressure head to establish variably saturated transient flow fields in the pore regions, and water with relative solute concentration of 1.0 was injected at the top at a rate of 9 cm\(^3\) h\(^{-1}\) m\(^{-2}\) for 2 h. Solute-free infiltration water at the same rate was then switched in and maintained for another 3 h before the infiltration was terminated. No water was injected after time \(t = 5\) h, and all of the simulations were stopped at time \(t = 10\) h. The initial pressure head in the soil column was -97 cm. The solute was nonreactive, and the initial solute concentration in the fluid phase was zero.
Solute transport parameters for the study were determined from miscible displacement experiments under partially saturated conditions conducted on undisturbed soil columns (Jardine et al. 1993). In the experiments, negative pressure heads, or tensions, were maintained at the ends of the soil column to establish steady-state fluid flow. Tracers were then injected at the top of the soil column. Breakthrough data from these experiments were used to calibrate a multiregion solute transport model and to obtain model parameters (Gwo et al. 1995). These parameters were used in this study and are listed in Table 4.3.

Table 4.3 Pore-region hydraulic and solute transport parameters for sensitivity analyses

<table>
<thead>
<tr>
<th>Properties</th>
<th>Macropores</th>
<th>Mesopores</th>
<th>Micropores</th>
</tr>
</thead>
<tbody>
<tr>
<td>Saturated water content, $\theta_{sat}$ (cm$^3$/cm$^3$)</td>
<td>0.39</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Residual water content, $\theta_{res}$ (cm$^3$/cm$^3$)</td>
<td>0.35</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\gamma_a$, cm$^{-1}$</td>
<td>0.47</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$h_{sat}$, cm</td>
<td>-5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Saturated water content, $\theta_{sat}$</td>
<td>-</td>
<td>0.35</td>
<td>0.31</td>
</tr>
<tr>
<td>Residual water content, $\theta_{res}$</td>
<td>-</td>
<td>0.31</td>
<td>0.0</td>
</tr>
<tr>
<td>$\beta_a$, cm$^{-1}$</td>
<td>-</td>
<td>0.2212</td>
<td>0.0028</td>
</tr>
<tr>
<td>$h_a$</td>
<td>-</td>
<td>1.1456</td>
<td>1.379</td>
</tr>
<tr>
<td>Saturated hydraulic conductivity, $K_{sat}$, cm h$^{-1}$</td>
<td>8.28</td>
<td>0.72</td>
<td>0.000234</td>
</tr>
<tr>
<td>$\xi_{sat}$, m$^{-1}$</td>
<td>8.5</td>
<td>7.32</td>
<td>1000</td>
</tr>
<tr>
<td>$\kappa_{sat}$, cm$^{-1}$</td>
<td>0.65</td>
<td>0.03</td>
<td>0.00075</td>
</tr>
<tr>
<td>$h_{sat}$, cm</td>
<td>-15</td>
<td>-250</td>
<td>-15000</td>
</tr>
<tr>
<td>Longitudinal dispersivity, $a_{sat}$ cm</td>
<td>8.0046</td>
<td>12.007</td>
<td>26.682</td>
</tr>
</tbody>
</table>

Because a pore region consists of an associated flow field, conductivity and water content relations $K_{sat}(h_{sat})$ and $\theta_{sat}(h_{sat})$, respectively, are needed for each pore region to calculate the velocity fields. For this application, we used the following Fermi function (Wilson et al. 1992) to represent the $\theta_{sat}(h_{sat})$ relation of the macropore region:

$$\theta_{sat} = \frac{\theta_{sat} - \theta_{res}}{1 + \exp[-\gamma_a(h_{sat} - h_{sa})]} ,$$

(4.2)

where $\theta_{sat}$ is the water content in macropores, $\theta_{sat}$ and $\theta_{res}$ are the saturated and residual water contents of the macropores, $\gamma_a$ and $h_{sa}$ are the function parameters, and $h_{sat}$ is the pressure head in the macropores. For mesopores and micropores, the following equation was used for the $\theta_{sat}(h_{sat})$ relation (van Genuchten 1980):
where $e_{\alpha}$ and $e_{\alpha}^r$ are the saturated and residual water contents in region $\alpha$, respectively, and $\beta_{\alpha}$, $n_{\alpha}$, and $m_{\alpha} = 1 - 1/n_{\alpha}$ are equation parameters. To account for the dramatic decrease in hydraulic conductivities in the pore regions, especially the macropores, near the air entry point, we used the following Fermi function (Ward et al. 1987) to represent the $K_{\alpha}(h_{\alpha})$ relation for the pore regions:

$$
\log_{10}\left(\frac{K_{\alpha}}{K_{\alpha^s}}\right) = \frac{\xi_{\alpha}}{1 + \exp[-\kappa_{\alpha}(h_{\alpha} - h_{\alpha^s})]} - \xi_{\alpha},
$$

where $K_{\alpha}$ and $K_{\alpha^s}$ are the absolute and saturated hydraulic conductivities of region $\alpha$ and $\xi_{\alpha}$, $\kappa_{\alpha}$, and $h_{\alpha^s}$ are equation parameters. Water retention and hydraulic conductivity data obtained from field experiments at the Melton Branch watershed and laboratory experiments using soils collected on the watershed were fitted by the Fermi and van Genuchten equations. The equation parameters thus obtained are listed in Table 4.3. Model parameters not listed in Table 4.3 were all set to zero.

Fracture spacing on the Oak Ridge Reservation ranges between 0.51 and 158.75 cm (Hatcher et al. 1992). Using Eqs. (2.22) and (2.18b) and the fracture spacing as the dimensions of the matrix block, one can calculate the ranges of advective and diffusive mass transfer coefficients. For the advective mass transfer between macropores and mesopores, $K_{ji} = 0.72$ cm h$^{-1}$, $n_{\alpha} = 0.04$, and $c = l = 0.26$ and 79.38 cm for minimum and maximum fracture spacing, respectively, we have the maximum advective mass transfer coefficient $\varepsilon_{\alpha}^f = 0.54$ cm$^{-1}$ h$^{-1}$, and the minimum advective mass transfer coefficient $\varepsilon_{\alpha}^f = 5.82 \times 10^{-6}$ cm$^{-1}$ h$^{-1}$. For the advective mass transfer between macropores and micropores and that between mesopores and micropores, $K_{ji} = 2.34 \times 10^{-4}$ cm h$^{-1}$, $n_{\alpha} = 0.04$, and $c = l = 0.26$ and 79.38 cm for minimum and maximum fracture spacing, respectively, we have the maximum advective mass transfer coefficient $\varepsilon_{\alpha}^f = 1.76 \times 10^{-4}$ cm$^{-1}$ h$^{-1}$, and the minimum advective mass transfer coefficient $\varepsilon_{\alpha}^f = 2.0 \times 10^{-9}$ cm$^{-1}$ h$^{-1}$. Therefore, the advective mass transfer coefficients between macropores and mesopores were varied by 5 orders of magnitude in the simulations, from $1.0 \times 10^{-4}$ to $1.0$ cm$^{-1}$ hr$^{-1}$. The advective mass transfer coefficients between macropores and micropores and those between mesopores and micropores were maintained 4 orders of magnitude lower than those between macropores and mesopores. The diffusive mass transfer coefficients can be similarly obtained using Eq. (2.18b) and a molecular diffusion coefficient of $3.6 \times 10^{-2}$ cm$^{2}$ h$^{-1}$. The maximum and minimum diffusive mass transfer coefficients between macropores and mesopores were 0.11 and $1.0 \times 10^{-6}$ h$^{-1}$, respectively. The maximum and minimum diffusive mass transfer coefficients between macropores and micropores and
those between mesopores and micropores were \(0.85\) and \(1.0 \times 10^{-5}\) h\(^{-1}\), respectively. For the sensitivity analysis, all of the diffusive mass transfer coefficients are systematically varied between 1.0 and \(1.0 \times 10^{-6}\) h\(^{-1}\). The maximum and minimum mass transfer coefficients between pore regions are listed in Table 4.4.

### Table 4.4 Minimum and maximum mass transfer coefficients between pore regions.

<table>
<thead>
<tr>
<th></th>
<th>advective mass transfer</th>
<th>diffusive mass transfer</th>
</tr>
</thead>
<tbody>
<tr>
<td>macro-pores-macro-pores (cm(^{-1}) h(^{-1}))</td>
<td>1.0 x 10(^{-4})</td>
<td>1.0 x 10(^{-8})</td>
</tr>
<tr>
<td>macro-pores-macro-pores (h(^{-1}))</td>
<td>1.0 x 10(^{-6})</td>
<td></td>
</tr>
<tr>
<td>macro-pores-micropores (cm(^{-1}) h(^{-1}))</td>
<td>1.0 x 10(^{-4})</td>
<td>1.0 x 10(^{-8})</td>
</tr>
<tr>
<td>macro-pores-micropores (h(^{-1}))</td>
<td>1.0 x 10(^{-6})</td>
<td></td>
</tr>
</tbody>
</table>

#### 4.2.2 Effects of Advective Mass Transfer on Fluid Flow

Subsurface flow systems usually go through perturbation and equilibration cycles in response to change of boundary conditions. In multiregion media, the change is perceived not only as perturbation to the system as a whole but also as physical nonequilibrium among pore regions. In search of another equilibrium state, fluid is moved by interregion pressure gradients from one region to another until pore-region pressure heads are balanced.

Balanced pressure fields, however, do not imply balanced velocity fields. Under equilibrium state, intraregion pressure gradients are nearly the same in all of the pore regions, but pore-region velocities may vary proportionately according to their respective hydraulic conductivities. For example, at \(z = 95\) cm, during the periods 2 to 5 h and 6 to 10 h, the pressure fields were balanced (not shown), but the velocity fields were not (Fig. 4.9). Interference of velocity fields was manifested through the peaks and valleys in the velocity curves of mesopores and micropores. Increase of fluid velocity and pressure in the macro pores resulted in recharge to the other two pore regions and consequently the rises of their local pressure gradients and velocities. On the other hand, at the moment the velocity and pressure in the macro pore region decreased dramatically, local pressure gradients were reduced in the other two pore regions and two small valleys were created on their velocity curves. Recharge from mesopores and micropores resulted in two deflection points on the macro pore velocity curve.

Higher advective mass transfer coefficients imply less time to equilibrium. For instance, at time = 5.23 h and \(z = 95\) cm, the pressure head difference among pore regions is smaller at higher advective mass transfer coefficients (Fig. 4.10). The times needed for pressure fields to reach equilibrium decrease as mass transfer coefficients increase (Fig. 4.11).
**Fig. 4.9. Velocity variations at z = 95 cm.** The interference of velocity fields was manifested through the deflection of the macropore velocity curve and the peaks and valleys in the velocity curves of micropores and mesopores. The advective mass transfer coefficient was 0.1 cm\(^{-1}\) h\(^{-1}\) between macropores and mesopores, and 1 x 10\(^{-5}\) cm\(^{-1}\) h\(^{-1}\) between micropores and the other two pore regions.

**Fig. 4.10. Effect of advective mass transfer on pressure head difference between pore regions at time = 5.23 h and z = 95 cm.** Higher mass transfer coefficients resulted in less difference in pressure heads.
4.2.3 Effects of Advective-Diffusive Mass Transfer on Solute Transport

A unique feature of multiple-pore-region media is secondary solute sources. While solute transport may be initiated for all pore regions at the same moment near an external source, the fronts of concentration fields may move at different rates. Consequently, local nonequilibrium results and interregion mass transfer may continually move solutes between pore regions until the concentration fields are balanced. After external sources are terminated, solutes may be moved from mesopores to macropores in upstream areas, while in downstream areas they may be moved in the opposite direction. Solutes in mesopores, therefore, become a secondary source to macropores, which may explain the decrease and then increase of effluent solute concentrations after the termination of external solute sources (Fig. 4.12). The first breakthrough of solute is mostly contributed by macropores; the second one is mostly by mesopores.

Similar to the effect of advective mass transfer on pressure head distributions, high diffusive mass transfer accelerates the equilibration of pore-region solute concentrations. For instance, at $z = 95$ cm and time $= 1.97$ h (Fig. 4.13), the solute concentrations in the pore regions are not balanced until the diffusive mass transfer coefficient reaches 1.0 h$^{-1}$. The times needed for concentration differences to become less than 1% of the source concentration have a relation with diffusive mass transfer coefficients similar to that shown in Fig. 4.11; however, no equilibrium of pore-region concentrations have been observed within 10 h for diffusive mass transfer coefficients less than 0.01 h$^{-1}$ (Fig. 4.14a). Times required to reduce the concentration difference between macropores and mesopores to 1% of the source concentration are positively related to advective mass transfer coefficients (Fig. 4.14b); that is, more time is needed to equilibrate pore-region

---

Fig. 4.11. Times needed for pressure head difference between pore regions to become less than 1 cm, 0.5% of the length of the soil column, at $z = 95$ cm as function of advective mass transfer coefficients.
Fig. 4.12. Solute concentration variations in the pore regions at $z = 95\text{ cm}$. The diffusive mass transfer coefficient is $1 \times 10^{-3}\text{ h}^{-1}$; the advective mass transfer coefficient is $0.01\text{ cm}^{-1}\text{ h}^{-1}$ between macropores and mesopores, $1 \times 10^{-6}\text{ cm}^{-1}\text{ h}^{-1}$ between micropores and the other two pore regions.

Fig. 4.13. Effect of diffusive mass transfer on solute concentrations at $z = 95\text{ cm}$ and time $= 1.97\text{ h}$. Pore-region concentrations are not balanced until the diffusive mass transfer coefficient reaches $1.0\text{ h}^{-1}$.
Fig. 4.14. Times needed for pore-region concentration to become less than 1% of the source concentration at $z = 95$ cm as related to (a) diffusive mass transfer coefficients at $\varepsilon'_{oj} = 0.01$ cm$^{-1}$ h$^{-1}$ and (b) advective mass transfer coefficients at $\varepsilon'_{oj} = 0.1$ h$^{-1}$. No solute concentration equilibrium has been observed within 10 h for diffusive mass transfer coefficients less than 0.01 h$^{-1}$. 
concentration fields with larger advective mass transfer coefficients. It appears that advective mass transfer may dilute the concentration in the down-pressure-gradient pore region, which happens to be the up-concentration-gradient pore region. This effect is better illustrated through the comparison of pore-region pressure heads and concentrations by fixing the diffusive mass transfer coefficient at 0.1 h⁻¹ and varying advective mass transfer from 1 x 10⁻⁴ to 1.0 cm⁻¹ h⁻¹ (Fig. 4.15). At advective mass transfer coefficient 0.0005 cm⁻¹ h⁻¹, the concentration gradient moves solute from macropores to mesopores, while pressure gradient moves low-concentration water in mesopores into high-concentration macropores (Fig. 4.15). The latter process dilutes the water in macropores because it increases the water content and decreases the solute concentration in the macropore region. And, for cases where high-concentration water is moved into low-concentration pore region by advective mass transfer, the interregion concentration gradient is also reduced. In general, therefore, advective mass transfer tends to smooth the interregion concentration gradient, which happens to be the driving force of diffusive mass transfer.

Fig. 4.15. Effect of advective mass transfer on pressure heads and solute concentrations at z = 95 cm and time = 1.97 h. Lines with markers are pore-region pressure heads, and those without are pore-region concentration. At advective mass transfer coefficient 0.0005 cm⁻¹ h⁻¹, water is moving from small pores to large pores while solute is being diffused from large pores to small pores. The movements of solute result from advective and diffusive mass transfer are in opposite directions.
4.3 HILLSLOPE PONDING INFILTRATION AND SECONDARY SOURCE

ORNL is located in a high precipitation area with structured soils and geological formations. Waste trenches are usually located in the stormflow and vadose zones that experience seasonal dry and wet cycles. During storms, a waste trench can be quickly saturated with rainwater, and leaching and transport of waste to local groundwater and surface water results. The saturated waste trenches result in effects such as bathtubbing (Solomon and Yeh, 1987), where rainwater ponds in the trenches and becomes a continuous source of groundwater contamination. In this study, three pore regions were considered, in contrast to the one-region study of bathtubbing trenches by Solomon and Yeh (1987).

4.3.1 Numerical Model Configurations

The problem domain was 180 m wide and 30 m high, with a seepage pond (representing a bathtubbing waste trench) located on the top of the hill (Fig. 4.16). The cross section was discretized into 528 quadrilateral elements that consisted of 595 nodes (Fig. 4.17). A three-pore-region conceptual model and parameters described earlier were used again here (Wilson and Luxmoore 1988; Wilson et al. 1992). Each of the elements and nodes in the problem domain, therefore, consisted of three degrees of freedom. For the details of preparing input data files for MURF to obtain pore-region transient flow fields, readers are referred to Gwo et al. (1994b). The boundary and initial conditions and the soil property functions, including water retention curves and relative hydraulic conductivity relations, are also detailed in Gwo et al. (1994b) and are not repeated here.

To simulate a transient solute transport problem, we assumed that the solute was nonreactive and the soil in the hillslope was characteristically similar to those used in Sect. 4.1. The fitted parameters in Sect. 4.1, except for the diffusive mass transfer coefficients, were used for the current application (Table 4.2). Advective and diffusive mass transfer coefficients for the current application are listed in Table 4.5, which was determined using values reported in Table 4.4. The darcy velocities calculated by MURF, which was written to FORTRAN unformatted files, are read directly by MURT. There is no solute in the soil initially. At the bottom of the pond, a tracer of unit relative concentration is applied for 16 h and is removed thereafter.

4.3.2 Results and Discussion

Fast breakthrough of nonreactive solutes is believed to be one of the characteristics of macroporous media. However, once the primary source is removed, the secondary source may remain in place for a much longer period of time (Wickliff et al. 1991). The slow movement of the secondary source can be explained by the current application, which uses the geometrical mean of diffusive and advective mass transfer coefficients at ORNL (Gwo et al. 1994b). Figure 4.18 shows the pore-region concentrations along a cross section parallel to the direction of flow at 61.6 h, which is 45.6 hours after the primary
Fig. 4.17. Finite element discretization of the problem domain of the hillslope ponding infiltration and secondary source.
source was removed. In upstream areas (elevation ~2400 cm), concentration in micropores is higher than those in macropores and mesopores. By definition, solutes in micropores have become the secondary source at this location. Most of the solutes are stored in the large pore volume in the micropores (Fig. 4.19) and behave as a source to the other two pore regions. However, in downstream areas (elevation < 2000 cm), solute concentrations in the two large pore regions are higher than that in micropores (Fig. 4.18). This concentration difference results in the movement of solutes into the large-storage micropore region in this neighborhood. The spread of solutes in the large pore regions is only slightly higher than that in the micropores (Fig. 4.20). In essence, the spreading of solutes through the fast-flowing pore regions, especially the macropores, is restrained by mass transfer into the micropores.

Fig. 4.18. Pore region solute concentrations along the direction of flow. In upstream areas, solutes are moving from micropores to the other two pore regions, while they are moving in the opposite direction in downstream areas.
Fig. 4.19. Solute mass in the three pore regions at 61.6 h: (a) macropores, (b) mesopores, and (c) micropores.
Fig. 4.20. Solute concentration in the three pore regions at 61.6 h: (a) macropores, (b) mesopores, and (c) micropores.
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APPENDIX A. DERIVATION OF MULTIREGION SUBSURFACE SOLUTE TRANSPORT EQUATIONS

A.1 THEORETICAL BACKGROUND

Theoretical development of multiregion subsurface solute transport models owes its background to experimental work in the laboratory and field (Coats and Smith 1964; Seyfried and Rao 1987; Jardine et al. 1993; Wilson et al. 1992; Wilson and Luxmoore 1988; Jardine et al. 1990; Wilson et al. 1993). These studies revealed the need to describe solute transport through fast and slow flow regions in undisturbed structured soils as two interacting mass transport domains (Coats and Smith 1964; Jardine et al. 1990). Dead-end-pore and mobile-immobile models devised by Coats and Smith (1964) and van Genuchten and Wierenga (1976), respectively, represent the first attempt by soil scientists to incorporate both high permeability in the inter-aggregate flowing region and high porosity in the intra-aggregate stagnant region. Two-region models, with mobile water in the intra-aggregate region, were also suggested by previous investigators (e.g., Skopp et al. 1981; Skopp and Gardner 1992; Jarvis et al. 1991a; Jarvis et al. 1991b; Sciortino et al. 1994). Near-surface soils in the C horizon at the Oak Ridge National Laboratory are largely composed of partially weathered shale/limestone sequences, or saprolite, which is very rich in microfractures that act as a second secondary pore region and result in fast solute transport under partially saturated conditions (Wilson and Luxmoore 1988). Multiple-pore-region conceptual models (Wilson and Luxmoore 1988) and numerical models (Gwo et al. 1995; Gwo et al. 1994b) are therefore proposed and devised to interpret field and laboratory observations (Gwo et al. 1994a; Gwo et al. 1995).

Because at least two pore regions, or two continua, are associated with a mathematical point, these methods also owe their theoretical background to the theory of homogenization (Arbogast et al. 1989). Pores within a unique distribution of pore sizes usually possess a discernible flow field that can be characterized by a unique set of hydraulic parameters. These pores, distributed over a representative elementary volume (REV), can be collectively represented by a medium so that the flow field can be described by macroscopic balance equations. The interactions between flow fields, as will become obvious later, can be characterized by advective and diffusive mass transfer.

A.2 DERIVING MULTIREGION SOLUTE TRANSPORT EQUATIONS BASED ON VOLUME-AVERAGE OVER HOMOGENIZED MEDIA

To derive the multiregion solute transport equations, let us consider a structured soil with microscopic features that can be divided into three pore domains, namely pore regions $\alpha$, $\beta$, and $\gamma$ (Fig. A.1). The pore space occupied by a pore region is the union of a large number of inter-connected subregions within which the fluid and solid phases form two immiscible continua. We then homogenize the soil structures into three pore regions and describe the flow fields of the pore regions by microscopic balance equations, for example, momentum and mass balance equations (Hassanizadeh and Gray 1979).
Fig. A.1. A hypothetical three-region system with each region occupying a portion of the voids of the porous medium. Mass conservation is maintained within each region and across pore-region boundaries.

By applying volume-average procedures (Hassanizadeh and Gray 1979) to a single-species multiregion system, one can obtain the following mass balance equation for the aqueous phase (Gwo 1992):

\[
\frac{\partial \rho_a^{\prime} \theta_a c_{a}}{\partial t} + \nabla \cdot (\rho_a^{\prime} \theta_a V_{a} c_{a}) - \nabla \cdot \rho_a^{\prime} J_{a} = \rho_a^{\prime} \theta_{a} (f_{a} + R_{a} + e_{ar}^{i} + e_{ap}^{i} + J_{ar}^{i} + J_{ap}^{i})
\]

(A.1)

\[\alpha = 1, 2, ..., N,\]

where, for pore region \(\alpha\),
- \(\theta_{a}\) = water content (L³/L³),
- \(\rho_{a}^{\prime}\) = fluid phase density (M/L³),
- \(t\) = time (T),
- \(V_{a}\) = velocity of the fluid phase (L/T),
- \(c_{a}\) = solute concentration (M/L³),
- \(f_{a}\) = external source/sink rates of solute (M/L³T),
- \(R_{a}\) = internal physical-chemical reaction rates of solute in the fluid phase (M/L³T),
\( e'_{\alpha} \) = interregion mass transfer rate due to diffusion (M/L^3T),
\( J'_\alpha \) = interregion mass transfer rate due to mechanical interactions (M/L^3T),
\( e''_{\alpha p} \) = production rates of solute in the fluid phase due to phase change (M/L^3T),
\( J''_{\alpha p} \) = production rates of solute in the fluid phase due to inter-phase mechanical interactions (M/L^3T),
\( N \) = number of pore regions.

The surface flux term \( J_{\alpha} \) has been postulated to be proportional to the gradient of solute concentration \( c_{\alpha} \) (Nguyen et al. 1982) as follows:

\[
J_{\alpha} = -\theta_{\alpha} D_{\alpha} \cdot \nabla c_{\alpha} , \quad (A.2)
\]
\[
D_{\alpha} = a_{\alpha_{T}} |V_{\alpha}| \delta + (a_{\alpha_{L}} - a_{\alpha_{T}}) V_{\alpha} V_{\alpha} / V_{\alpha} + a_{m} \tau_{\alpha} \delta , \quad (A.3)
\]

where, for pore region \( \alpha \),
\( a_{\alpha_{T}} \) = transverse dispersivity (L),
\( a_{\alpha_{L}} \) = longitudinal dispersivity (L),
\( D_{\alpha} \) = hydrodynamic dispersion coefficient tensor (L^2/T),
\( \delta \) = Kronecker delta tensor,
\( |V_{\alpha}| \) = the magnitude of the darcy velocity \( V_{\alpha} \) (L/T),
\( a_{m} \) = molecular diffusion coefficient (L^2/T),
\( \tau_{\alpha} \) = tortuosity.

For the sorbed phase, one can obtain the following mass balance equation for a multiregion system (Gwo 1992):

\[
\frac{\partial \rho'_{\alpha} s_{\alpha}}{\partial t} = \rho'_{\alpha} \Lambda_{\alpha} + \rho'_{\alpha} (e''_{\alpha p} + J''_{\alpha p}) , \quad (A.4)
\]

where, for pore region \( \alpha \),
\( \rho'_{\alpha} \) = density of the solid phase (M/L^3),
\( s_{\alpha} \) = solute concentration in the sorbed phase (M/L^3),
\( \Lambda_{\alpha} \) = production rates of solute in the sorbed phase due to internal chemical-physical reactions (M/L^3T),
\( e''_{\alpha p} \) = the production rates of solute in the sorbed phase due to phase change (M/L^3T),
\( J''_{\alpha p} \) = the production rates of solute in the sorbed phase due to inter-phase mechanical interactions (M/L^3T).
To arrive at (A.4), we assume that there is no external source/sink entering or exiting the system in the form of the sorbed phase and that interregion mass transfer of species is only through the fluid phase. Note that we need to relate Eqs. (A.1) and (A.4) to form a closed mathematical system. In this report, we adopt equilibrium adsorption/desorption relations, including linear, Freundlich, and Langmuir isotherms, such that the sorbed phase concentration can be expressed analytically as functions of aqueous phase concentration as follows:

\[ s_a = K_d c_a \quad \text{for linear isotherms,} \quad (A.5a) \]
\[ s_a = K_c c_a^n \quad \text{for Freundlich isotherms,} \quad (A.5b) \]
\[ s_a = \frac{s_{\alpha,m} K_c c_a}{1 + K_c} \quad \text{for Langmuir isotherms,} \quad (A.5c) \]

where \( K_d \) is the distribution coefficient (L^3/M), \( s_{\alpha,m} \) is the maximum concentration allowed on the solid surface (M/L^3), \( n \) is the order of Freundlich isotherms, and \( K \) is a functional coefficient for Freundlich and Langmuir isotherms. Internal chemical-physical reactions considered in this report include first-order decay and biodegradation in fluid and solid phases. The internal reaction terms in Eqs. (A.1) and (A.4) can be expressed, respectively, as follows:

\[ R_\alpha = -\lambda_\alpha c_a - K_{wa} c_a, \quad (A.6) \]
\[ \Lambda_\alpha = -\lambda_\alpha s_a - K_{sa} s_a, \quad (A.7) \]

where, for pore region \( \alpha \),

\[ \lambda_\alpha = \text{first-order physical-chemical decay rate (T}^{-1}), \]
\[ K_{wa} = \text{first-order biodegradation rate in the fluid phase (T}^{-1}), \]
\[ K_{sa} = \text{first-order biodegradation rate in the sorbed phase (T}^{-1}). \]

Expanding the left hand side of Eq. (A.1), neglecting the second order term \( J_{\alpha} \cdot \nabla \rho_{\alpha}', \) and using relations (A.2) and (A.6), we have the mass balance equation for the aqueous phase:

\[
\rho_{\alpha}' \theta_{\alpha} \frac{\partial c_a}{\partial t} + \rho_{\alpha}' \theta_{\alpha} V_a \cdot \nabla c_a = \nabla \cdot \left( \rho_{\alpha}' \theta_{\alpha} D_{\alpha} \nabla c_a \right) - \rho_{\alpha}' \theta_{\alpha} (\lambda_\alpha + K_{wa}) c_a \\
+ \rho_{\alpha}' \theta_{\alpha} c_{\alpha} - c_a \left( \frac{\partial \rho_{\alpha}' \theta_{\alpha}}{\partial t} + \nabla \cdot \rho_{\alpha}' \theta_{\alpha} V_a \right) + \rho_{\alpha}' \theta_{\alpha} \left( e_{\alpha} + e_{\alpha}' + J_{\alpha} + J'_{\alpha} \right) \quad (A.8) \\
\alpha = 1, 2, \ldots, N,
\]
in which the external source/sink term \( f_\alpha \) is represented by \( \rho_\alpha^f q_\alpha c_{q_\alpha}^* \), where \( q_\alpha \) is external source/sink rates (\( M^3/M^3T \)) and \( c_{q_\alpha}^* \) is solute concentration in the incoming fluid, \( c_{in,\alpha} \), if \( q_\alpha \) is a source or the resident solute concentration, \( c_\alpha \), if \( q_\alpha \) is a sink (\( M/L^3 \)). Assuming that the sorbed phase is incompressible, expressing the sorbed phase concentration as mass per unit mass of the porous medium, and utilizing relation (A.7), one arrives at the following equation for the mass balance of the sorbed phase:

\[
\rho_{ba} \frac{\partial s_\alpha}{\partial t} = -\rho_{ba} s_\alpha (\lambda_\alpha + K_{\text{so}}) + \rho_{ba} (e_{ap}^f + J_{ap}^f) \quad \alpha = 1, 2, ..., N ,
\]

where \( \rho_{ba} \) is the bulk density of the porous media allocated to pore region \( \alpha \) (\( M/L^3 \)).

Based on the volume-average theorem (Hassanizadeh and Gray 1979) and the theory of homogenization, Gwo et al. (1994b) developed a variably saturated multiregion subsurface flow system for slightly compressible porous media as follows:

\[
\frac{\partial \rho_\alpha^f \theta_\alpha}{\partial t} = -\nabla \cdot \rho_\alpha^f \theta_\alpha \nabla \alpha + \rho_\alpha^f \theta_\alpha (q_\alpha + e_{a_r}^f) \quad \alpha = 1, 2, ..., N ,
\]

where for pore region \( \alpha \),

- \( n_{\text{eff}} \) = effective porosity,
- \( h_\alpha \) = pressure head (L),
- \( e_{a_r}^f \) = production of fluid mass due to the combined effect of phase change and interface mechanical interactions through the interface.

Substituting Eq. (A.10) into (A.8), expanding the dispersion term, neglecting the second-order term \( \nabla \rho_\alpha^f \nabla \cdot \theta_\alpha D_\alpha \cdot \nabla c_\alpha \), and dividing the resultant equation by \( \rho_\alpha^f \), we arrive at:

\[
\theta_\alpha \frac{\partial c_\alpha}{\partial t} + \theta_\alpha \nabla \cdot c_\alpha = \nabla \cdot \left( \theta_\alpha D_\alpha \cdot \nabla c_\alpha \right) - \theta_\alpha (\lambda_\alpha + K_{\text{so}}) c_\alpha + q_\alpha c_{q_\alpha}^* - c_\alpha \theta_\alpha (q_\alpha + e_{a_r}^f) + \theta_\alpha (e_{a_r}^f + e_{ap}^f + J_{a_r}^f + J_{ap}^f) \quad \alpha = 1, 2, ..., N ,
\]

Note that in Eq. (A.11), mass transfer between pore regions is characterized by a diffusion driven term, \( \theta_\alpha e_{a_r}^f \), and two mechanical interaction, or advection, terms, \( \theta_\alpha e_{a_r}^f \) and \( \theta_\alpha J_{a_r}^f \). The first advective mass transfer term is inherited from the fluid mass balance or the flow equation and is mechanistically analogous to the external source/sink term \( \theta_\alpha q_\alpha \). The solute concentration associated with these movements of fluid mass is \( c_\alpha \). The second advective mass transfer term is native to the multiregion solute transport equation.
and is mechanistically analogous to the advection term on the left-hand side of Eq. (A.11). The solute concentration associated with this movement of fluid mass is that of the upstream pore region. The external source/sink terms, $q_\alpha c^*_\alpha$ and $q_\alpha e_\alpha$, should cancel each other if $q_\alpha$ is a sink. Similarly, if a pore region is a sink relative to another, the advective mass transfer terms should cancel each other also. For example, using a linear first-order fluid mass transfer equation [Gwo et al. 1994b],

$$\theta_\alpha e^{f}_\alpha = - \sum_{j=1}^{N} \epsilon^{f}_{aj}(h_\alpha - h_j), \quad (A.12)$$

where $\epsilon^{f}_{aj}$ is the fluid mass transfer coefficient between pore regions $\alpha$ and $j$, we have the two advective mass transfer terms:

$$c_\alpha \theta_\alpha e^{f}_\alpha = - \sum_{j=1}^{N} \epsilon^{f}_{aj}(h_\alpha - h_j)c_\alpha \quad \text{(A.13)}$$

and

$$\theta_\alpha J^{f}_\alpha = - \sum_{j=1}^{N} \epsilon^{f}_{aj}(h_\alpha - h_j)c^*_\alpha. \quad \text{(A.14)}$$

where $c^*_\alpha = c_\alpha$ if $h_\alpha > h_j$ or pore region $\alpha$ is a sink pore region with respect to pore region $j$, in which case Eq. (A.13) and (A.14) cancel each other in (A.11), and $c^*_\alpha = c_j$ if $h_\alpha < h_j$ or pore region $\alpha$ is a source region or being "recharged" by pore region $j$.

We propose that the intra-region interphase mass transfer is instantaneously equilibrium such that

$$\theta_\alpha \left(e^{f}_\alpha + J^{f}_\alpha\right) + \rho_{ba} \left(e^{s}_\alpha + J^{s}_\alpha\right) = 0. \quad (A.15)$$

Adding Eqs. (A.10) and (A.11) and utilizing Eq. (A.15), we have the mass balance equation for a single-species multiregion solute transport system in subsurface media as follows:

$$\theta_\alpha \frac{dc_\alpha}{dt} + \rho_{ba} \frac{ds_\alpha}{dt} + \theta_\alpha V_\alpha \cdot \nabla c_\alpha = \nabla \cdot (\theta_\alpha D_\alpha \cdot \nabla c_\alpha) - \theta_\alpha (\lambda_\alpha + K_{\alpha \alpha})c_\alpha$$

$$- \rho_{ba} \alpha (\lambda_\alpha + K_{\alpha \alpha}) + q_\alpha c^*_\alpha - c_\alpha \theta_\alpha (q_\alpha + e^{f}_\alpha)$$

$$+ \theta_\alpha \left(e^{f}_\alpha + J^{f}_\alpha\right) \alpha = 1, 2, ..., N, \quad \text{(A.16)}$$
with the relation between aqueous and solid phase solute concentrations defined by Eq. (A.5a), (A.5b), or (A.5c). To obtain the working multiregion solute transport equation, one needs to determine the appropriate mass transfer relations in Eq. (A.16), which should be based on factors such as the time-scale of the application, the soils of interest, and the complexity of the problem domain. The finite element implementation of Eq. (A.16) with linear first-order mass transfer relations (see Sect. 2) is presented in Appendix B.

A.3 REFERENCES


APPENDIX B. NUMERICAL IMPLEMENTATION OF MULTIREGION SOLUTE TRANSPORT EQUATIONS

B.1 OVERVIEW

The multiregion subsurface solute transport equations derived in Appendix A are a set of simultaneous nonlinear differential equations, if the Freudlich or Langmuir isotherm is selected. Together with the boundary and initial conditions given in Sect. 2, the system of equations is too complex to be solved with available analytical methods. Numerical methods such as finite element and finite difference methods are therefore needed to solve the equations. Because of the flexibility of finite element methods in dealing with anisotropy, irregular boundaries, media of irregular shapes, and directness and simplicity in incorporating boundary conditions, we choose finite element over finite difference methods. Additionally, to reduce numerical dispersion caused by upstream weighting methods, a hybrid Lagrangian-Eulerian approach with backward particle tracking (Baptista 1987) is also implemented in MURT, the multiregion solute transport code presented in this report.

A basic difference between multiregion and one-region subsurface solute transport models is that the former models have $N$ degrees of freedom, or $N$ concentration entries for $N$ pore regions, at a locale, while the latter only have one. A multiregion equation can be solved iteratively from pore region to pore region or simultaneously by explicitly coupling pore-region solute transport equations. The latter approach is adopted because the characterization of mass transfer processes is largely the emphasis of this research and pore-region coupling may dominate the convergence of the solution of the nonlinear equations. The mass transfer terms may increase the weight of the mass matrix and may result in a more diagonally dominant matrix for the linearized matrix equations.

This section presents a hybrid Lagrangian-Eulerian finite element implementation of the multiregion solute transport equations. The equations are derived in Appendix A and are not repeated here. The implementation of the governing equation and various types of boundary conditions are discussed in the next section. Given the concentration field, the mass flux equation is solved by the Galerkin finite element method to obtain pore-region mass fluxes. A brief description of the matrix solvers used in MURT is also presented.

B.2 NUMERICAL APPROXIMATION OF MULTIREGION SOLUTE TRANSPORT EQUATIONS

B.2.1 Finite Element Approximation of Solute Transport Equations

To systematically implement a finite element method, one typically divides the area of interest into $m$ elements and $n$ nodes. An element matrix can be calculated analytically or numerically for each of the elements according to Eqs. (2.9), (2.10), and (2.31). Finally, the element matrices are assembled over the entire domain to obtain the global matrix.
equation. Before calculating the element matrices, one needs to determine an interpolation scheme to approximate local solute concentrations. An approximated concentration, in general, can be represented by the interpolation function

$$\hat{c}_{ea}(x, z, t) = \sum_{i=1}^{n_l} c_{la}(t) B_i(x, z) \quad ns = 3 \text{ or } 4,$$

(B.1)

where

- $B_i =$ base function associated with local node $l$,
- $c_{la} =$ solute concentration at local node $l$ of element $e$ in region $\alpha$ (L),
- $\hat{c}_{ea} =$ interpolated concentration within the area of element $e$ in region $\alpha$ (L),
- $t =$ time,
- $x$ and $z =$ spatial coordinates,
- $ns = 3$ for triangular elements and 4 for quadrilateral elements.

To approximate concentrations at locales other than the finite element nodes, one needs to choose an appropriate set of base functions. The implementation of base functions in finite element codes is usually accomplished by expressing the functions in local coordinates. For example, a quadrilateral element is mapped into a square whose corners are located at $\xi = \pm 1$ and $\zeta = \pm 1$ (Fig. B.1). A triangular element, on the other hand, is mapped into local natural coordinates (Fig. B.1). The base functions for triangular elements can be expressed in terms of global coordinates as

$$\begin{bmatrix} B_1 \\ B_2 \\ B_3 \end{bmatrix} = \frac{1}{2A} \begin{bmatrix} x_2 z_3 - x_3 z_2 & z_2 - z_3 & x_3 - x_2 \\ x_3 z_1 - x_1 z_3 & z_3 - z_1 & x_1 - x_3 \\ x_1 z_2 - x_2 z_1 & z_1 - z_2 & x_2 - x_1 \end{bmatrix} \begin{bmatrix} 1 \\ x \\ z \end{bmatrix},$$

(B.2a)

where $A$ is the area of the triangle and $(x_i, z_i), i = 1, 2, 3$ are the global nodal coordinates of the vertices. For quadrilateral elements, the four base functions are obtained by taking the tensor product of the two base functions for linear line elements, in terms of local coordinate:

$$B_i(\xi, \zeta) = \frac{1}{4} (1 + \xi \xi_i) (1 + \zeta \zeta_i) \quad l = 1, \ldots, 4,$$

(B.2b)

where $(\xi_i, \zeta_i)$ represents the local coordinates of the corner nodes. Substituting Eq. (B.1) into (2.31), we may define the residue for pore region $\alpha$ as follows:
Fig. B.1. Local coordinate systems used for quadrilateral and triangular elements. Quadrilateral elements are mapped to a square, and a natural coordinate system is used for triangular elements.
\[ R_{ea} = \left( \theta_\alpha + \rho_{ba} \frac{d\hat{s}_\alpha}{d\hat{c}_\alpha} \right) \frac{D\hat{c}_\alpha}{Dt} - \theta_\alpha \nabla \cdot (D_\alpha \cdot \nabla \hat{c}_\alpha) + \lambda_\alpha \left( \theta_\alpha + \rho_{ba} \frac{d\hat{s}_\alpha}{d\hat{c}_\alpha} \right) \hat{c}_\alpha \]

\[ + \left( k_{wa} + k_{sa} \rho_{sa} \frac{d\hat{s}_\alpha}{d\hat{c}_\alpha} \right) \hat{c}_\alpha - \theta_\alpha q_{a} \hat{c}_{\alpha}^* \hat{c}_\alpha + \hat{c}_\alpha \theta_\alpha q_{a} + \sum_{j=1}^{N} \epsilon_{aq}^j (h_\alpha - h_j) \hat{c}_\alpha^* \]

\[ + \sum_{j=1}^{N} \epsilon_{aq}^j (\hat{c}_\alpha - \hat{c}_j) - \sum_{j=1}^{N} \epsilon_{aq}^j (h_\alpha - h_j) \hat{c}_\alpha - \rho_{ba} (\lambda_\alpha + k_{sa}) \left( \hat{s}_{\alpha,0} - \frac{d\hat{s}_\alpha}{d\hat{c}_\alpha} \hat{c}_{\alpha,0} \right), \]

where

\[ \hat{s}_\alpha = f \left( \hat{c}_\alpha \right) \] is the approximated solute concentration in the solid phase (M/M),

\[ \hat{c}_{\alpha}^* = \hat{c}_\alpha \] if \( q_\alpha < 0 \); \( \hat{c}_{\alpha}^* = c_{i,n,\alpha} \), solute concentration in the incoming fluid,

if \( q_\alpha > 0 \),

\[ \hat{c}_\alpha^* = \hat{c}_\alpha \] if \( h_\alpha > h_j \); \( \hat{c}_\alpha^* = \hat{c}_j \) otherwise.

For the Galerkin finite element method, the weighting functions are taken as the same as the base functions. Applying the principle of variation and forcing the residue to zero, we assemble the elements over the entire area of interest and arrive at the following equation, for Lagrangian-Eulerian approach:

\[ \sum_{e=1}^{n} \int_{\Omega_e} B_k \left[ \left( \theta_\alpha + \rho_{ba} \sum_{i=1}^{n} B_i \frac{d\hat{c}_\alpha}{d\hat{c}_\alpha} \right) \frac{D\hat{c}_\alpha}{Dt} \left( \sum_{i=1}^{n} B_i c_{i,\alpha} \right) - \theta_\alpha \nabla \left( D_\alpha \cdot \nabla \left( \sum_{i=1}^{n} B_i c_{i,\alpha} \right) \right) \right] \]

\[ + \lambda_\alpha \left( \theta_\alpha + \rho_{ba} \sum_{i=1}^{n} B_i \frac{d\hat{s}_\alpha}{d\hat{c}_\alpha} \right) \left( \sum_{i=1}^{n} B_i c_{i,\alpha} \right) + \left( k_{wa} + k_{sa} \rho_{sa} \sum_{i=1}^{n} B_i \frac{d\hat{s}_\alpha}{d\hat{c}_\alpha} \right) \left( \sum_{i=1}^{n} B_i c_{i,\alpha} \right) \]

\[ - \theta_\alpha q_{a} \hat{c}_{\alpha}^* \hat{c}_\alpha + \theta_\alpha q_{a} \hat{c}_\alpha + \sum_{j=1}^{N} \epsilon_{aq}^j \left( \sum_{i=1}^{n} B_i (h_\alpha - h_j) c_{i,\alpha} \right) \]

\[ + \sum_{j=1}^{N} \epsilon_{aq}^j \left( \sum_{i=1}^{n} B_i (c_{i,\alpha} - c_j) \right) - \sum_{j=1}^{N} \epsilon_{aq}^j \left( \sum_{i=1}^{n} B_i (h_\alpha - h_j) c_{i,\alpha} \right) \]

\[ + \rho_{ba} (\lambda_\alpha + k_{sa}) \left( \sum_{i=1}^{n} B_i \hat{s}_{\alpha,0} - \sum_{i=1}^{n} B_i \frac{d\hat{s}_\alpha}{d\hat{c}_\alpha} c_{\alpha,0} \right) dR = 0 \]

\[ k = 1, \ldots, 4 \] and \( ns = 3 \) or \( 4 \).  

\[(B.4)\]
The second external source/sink term in Eq. (B.4) is implemented as

$$\theta_{\alpha} q_{\alpha} \hat{c}_{\alpha} = \theta_{\alpha} q_{\alpha} \sum_{i=1}^{n_\alpha} B_i c_{i\alpha}$$

if non-point sources are specified by the modeler. For the upstream finite element approach, one needs to use a weighting function with orders higher than the base function. In this report, an $N + 1$ upstream weighting function is used. An appropriate $N + 1$ weighting function (Yeh et al. 1994) for a line element (Fig. B.2) may be defined as follows:

$$F_1(\xi, \beta) = B_1(\xi) - \beta \frac{3}{4} (1 + \xi)(1 - \xi) , \quad (B.5a)$$

$$F_2(\xi, \beta) = B_2(\xi) - \beta \frac{3}{4} (1 + \xi)(1 - \xi) , \quad (B.5b)$$

where $\beta$ is the weighting factor along the line from node 1 to node 2 (Fig. B.2).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig_b_2}
\caption{Weighting factor along a line element.}
\end{figure}

The weighting functions for a quadrilateral element are obtained by an appropriate tensor product as follows:

$$W_1 = F_1(\xi, \beta_1) F_1(\zeta, \gamma_1) , \quad (B.6a)$$

$$W_2 = F_1(\xi, \beta_2) F_1(\zeta, \gamma_1) , \quad (B.6b)$$

$$W_3 = F_1(\xi, \beta_1) F_2(\zeta, \gamma_2) , \quad (B.6c)$$

$$W_4 = F_2(\xi, \beta_2) F_2(\zeta, \gamma_2) , \quad (B.6d)$$

where the $\beta$s and $\gamma$s are the weighting factors along the element sides, as shown in Fig. B.3.
Applying the upstream weighting functions to the advection term and using the base functions as weighting functions for the others, we arrive at the following equation for upstream finite element method:

\[
\sum_{k=1}^{n} \int_{R_k} \left[ W_k \theta_{\alpha \nu} \mathbf{v} \cdot \nabla \left( \sum_{l=1}^{n} B_l c_{\alpha l} \right) + B_k \left( \theta_{\alpha} + \rho_{\alpha} \sum_{l=1}^{n} B_l \frac{ds_{\alpha}}{dc_{\alpha l}} \right) \right] \frac{d}{dt} \left( \sum_{l=1}^{n} B_l c_{\alpha l} \right)
\]

\[-\theta_{\alpha} \nabla \cdot \left( D_{\alpha} \nabla \left( \sum_{l=1}^{n} B_l c_{\alpha l} \right) \right) \right] + \lambda_{\alpha} \left( \theta_{\alpha} + \rho_{\alpha} \sum_{l=1}^{n} B_l \frac{ds_{\alpha}}{dc_{\alpha l}} \right) \left( \sum_{l=1}^{n} B_l c_{\alpha l} \right)
\]

\[+ \left( K_{\alpha \alpha} + K_{\alpha \beta} \rho_{\beta} \sum_{l=1}^{n} B_l \frac{ds_{\alpha}}{dc_{\alpha l}} \right) \left( \sum_{l=1}^{n} B_l c_{\alpha l} \right) - \theta_{\alpha} q_{\alpha} \hat{c}_{\alpha}^* + \theta_{\alpha} q_{\alpha} \hat{c}_{\alpha}
\]

\[+ \sum_{j=1}^{N} \varepsilon_{\alpha j} \left( \sum_{l=1}^{n} B_l \left( h_{\alpha l} h_{l j} c_{\alpha l} \right) \right) + \sum_{j=1}^{N} \varepsilon_{\alpha j} \left( \sum_{l=1}^{n} B_l \left( c_{\alpha l} - c_{\beta} \right) \right) - \sum_{j=1}^{N} \varepsilon_{\alpha j} \left( \sum_{l=1}^{n} B_l \left( h_{\alpha l} h_{l j} \right) c_{\alpha l} \right)
\]

\[+ \rho_{\beta} \left( \lambda_{\beta} + K_{\beta \beta} \right) \left( \sum_{l=1}^{n} B_l s_{\beta l} - \sum_{l=1}^{n} B_l \frac{ds_{\beta}}{dc_{\beta l}} \right) \left( c_{\beta,0} \right) \right] \right) \right] \cdot dR = 0,
\]

\[k = 1, \ldots, 4 \text{ and } n_{\alpha} = 3 \text{ or } 4
\]

(B.7)

Applying boundary conditions, we can rewrite (B.4) in matrix form as the following:
\[
[M_\alpha] \left\{ \frac{Dc_\alpha}{Dt} \right\} + \left\{ [D_\alpha] + [K_\alpha] \right\} \{c_\alpha\} + \sum_{j=1}^{N} [E_{aq}'] \{c_a\} - \sum_{j=1}^{N} [E_{aj}'] \{c_j\} \\
+ \sum_{j=1}^{N} [E_{aq}'] \{c_a\} - \sum_{j=1}^{N} [E_{aj}'] \{c_a\} = \{Q_\alpha\} + \{L_\alpha\},
\]

where, for pore region \( \alpha \), \([M_\alpha]\) is the global mass matrix from the storage term; \([D_\alpha]\) is the global stiffness matrix from the dispersion term; \([K_\alpha]\) is the global stiffness matrix from the reaction terms; \([E_{aq}']\) is the global mass matrix resulting from the diffusive mass transfer coefficients \( \varepsilon_{aq}' \); \([E_{aj}']\) is the global mass matrix resulting from the product of advective mass transfer coefficients and pressure head difference; \( \{Dc_\alpha/Dt\}, \{c_\alpha\}, \) and \( \{c_j\} \) are the global vectors containing values of \( Dc_\alpha/Dt \), \( c_\alpha \) and solute concentration at pore region \( j \), \( c_j \), respectively; and \( \{Q_\alpha\} \) and \( \{L_\alpha\} \) are the global load vectors resulting from external source/sink and boundary conditions, respectively. Expanding Eq. (B.5) and applying integration by parts to the dispersion term, we can further express the coefficient matrices and load vectors as follows:

\[
M_{\alpha,ij} = \sum_{eeM_e} \int_{R_e} B_k' \left( \theta_\alpha + \rho_{\alpha a} \sum_{l=1}^{n} B_l \frac{ds_\alpha}{dc_\alpha |_{c_a=c_{\alpha}}} \right) B_i' dR,
\]

\[
D_{\alpha,ij} = \sum_{eeM_e} \int_{R_e} \nabla B_k' \cdot \theta_\alpha D_{\alpha} \cdot \nabla B_i' dR,
\]

\[
K_{\alpha,ij} = \sum_{eeM_e} \int_{R_e} \left[ \lambda_\alpha \left( \theta_\alpha + \rho_{\alpha a} \sum_{l=1}^{n} B_l \frac{ds_\alpha}{dc_\alpha |_{c_a=c_{\alpha}}} \right) + \theta_\alpha q_{\alpha} \right] B_i' dR

+ \left( K_{wa} + K_{\alpha a} \rho_{\alpha a} \sum_{l=1}^{n} B_l \frac{ds_\alpha}{dc_\alpha |_{c_a=c_{\alpha}}} \right) B_i' dR,
\]

\[
E_{aq,ij} = \sum_{eeM_e} \int_{R_e} B_k' \varepsilon_{aq}' B_i' dR,
\]

\[
E_{aj,ij} = \sum_{eeM_e} \int_{R_e} B_k' \varepsilon_{aj}' (h_{\alpha} - h_{\beta}) B_i' dR,
\]
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where

\( R_e \) = region of element \( e \),
\( M_e \) = elements that have a local side \( k-l \) coinciding with the global side \( i-j \),
\( B_k \) = \( k \)th local base function,
\( N_{se} \) = boundary segments that have a local node \( k \) coinciding with the global node \( i \),
\( L_e \) = length of boundary segment \( e \).

Similarly, if one chooses to use upstream weighting methods, one can obtain the following matrix equation:

\[
Q_{\alpha} = \sum_{e \in M_e} \int_{R_e} B_k^e \left[ -\rho_e K_e \left( \sum_{i=1}^{n_l} B_i s_{i,0} \left. - \sum_{i=1}^{n_l} B_i \frac{ds_{i}}{dc_{i,0}} \right|_{c_{i,0} = c_{\alpha,0}} \right) \right.
+ \theta_{\alpha} \theta_{\alpha} c_{\alpha,0} - \rho_e \lambda \left( \sum_{i=1}^{n_l} B_i s_{i,0} \left. - \sum_{i=1}^{n_l} B_i \frac{ds_{i}}{dc_{i,0}} \right|_{c_{i,0} = c_{\alpha,0}} \right) dR,
\]

\[
L_{\alpha} = -\sum_{e \in M_e} \int_{L_e} B_k^e n \cdot (-\theta_{\alpha} D_{\alpha} \cdot \nabla c_{\alpha}) dL,
\]

where

\[
M_{\alpha} \left\{ \frac{dc_{\alpha}}{dt} \right\} + ([A_{\alpha}] + [D_{\alpha}] + [K_{\alpha}]) \{c_{\alpha}\} + \sum_{j=1}^{N} [E_{ij}^\alpha] \{c_{\alpha}\} - \sum_{j=1}^{N} [E_{ij}^\alpha] \{c_{j}\} = \left\{ Q_{\alpha} \right\} + \left\{ L_{\alpha} \right\},
\]

\( A_{\alpha,ij} = \sum_{e \in M_e} \int_{R_e} B_k^e v_{\alpha} \cdot \nabla B_i^e dR. \)

To ensure that mass transfer is confined locally at a finite element node and between those pore regions sharing the same node, the mass matrix representing mass transfer is always lumped in MURT. The lumping of the mass matrix representing the storage term is optional and will be described later.
B.2.2 Numerical Implementation of Mass Flux Equation

After the concentration fields are obtained, the Galerkin finite element method is similarly applied to the mass flux equation

\[ F_a = -\nu_a c_a + \theta_a D_a \cdot \nabla c_a , \]  

(B.18)

at each direction, such that

\[ [T_{\alpha}][F_{\alpha,i}] = \{D_{\alpha,i}\} \quad x_i = x, z , \]  

(B.19)

where \( F_{\alpha,i} \) is the mass flux in \( x_i \) direction, and the mass matrix \([T_{\alpha}]\) and load vectors \( \{D_{\alpha,i}\} \) can be expressed as

\[ T_{ij} = \sum_{e \in M_e} \int_{R_e} B_i^e B_j^e dR , \]  

(B.20)

\[ D_{\alpha,i} = -\sum_{e \in M_e} \int_{R_e} B_i^e n_i \cdot (\nu_a c_a - \theta_a D_a \cdot \nabla c_a) dR , \]  

(B.21)

where \( n_i \) is a unit vector along a coordinate axis. A 2 x 2 point Gaussian quadrature is used to numerically integrate Eqs. (B.9)-(B.15), (B.20) through (B.21) locally for each element and boundary sides. To integrate locally, global coordinates must be transformed to local coordinates. For MURT, an isoparametric transformation, in which the global coordinates are interpolated using the same set of base functions as those in Eqs. (B.9) through B(15), is used. For details of the isoparametric finite element method, interested readers are referred to Lapidus and Pinder (1982).

B.2.3 Finite Difference Approximation of Time Derivative Term

Finite difference is typically used to approximate the time derivative term in Eq. (B.8) and (B.16) so that the equation can be expressed as a matrix equation that can be solved by a matrix solver. Equation (B.8) therefore becomes
\[ \begin{align*}
\frac{[M_{\alpha}]}{\Delta t} \left( \{c_{\alpha}\}_{i+\Delta t} - \{c_{\alpha,L}\}_i \right) + ([D_{\alpha}] + [K_{\alpha}]) \left[ \omega \{c_{\alpha}\}_{i+\Delta t} + (1 - \omega) \{c_{\alpha}\}_i \right] \\
+ \sum_{j=1}^{N} \left[ E_{\alpha}^j \left[ \omega \{c_{\alpha}\}_{i+\Delta t} + (1 - \omega) \{c_{\alpha}\}_i \right] - \sum_{j=1}^{N} \left[ E_{\alpha}^j \left[ \omega \{c_{\alpha}\}_{i+\Delta t} + (1 - \omega) \{c_{\alpha}\}_i \right] \\
+ \sum_{j=1}^{N} \left[ E_{\alpha}^j \left[ \omega \{c_{\alpha}\}_{i+\Delta t} + (1 - \omega) \{c_{\alpha}\}_i \right] - \sum_{j=1}^{N} \left[ E_{\alpha}^j \left[ \omega \{c_{\alpha}\}_{i+\Delta t} + (1 - \omega) \{c_{\alpha}\}_i \right] \\
= \{Q_{\alpha}\} + \{L_{\alpha}\} ,
\end{align*} \]  

(B.22)

where \( \{c_{\alpha,L}\}_i \) is the Lagrangian concentration vector, and the mass matrices, stiff matrix, and the local vectors are evaluated at \( t + \omega \Delta t \). Similar procedure can be applied to Eq. (B.16) and is not detailed here. The coefficient \( \omega \) is a weighting factor and may be varied from 0.0 to 1.0; \( \omega = 0.0 \) results in an explicit forward-difference scheme, \( \omega = 0.5 \) results in a Crank-Nicholson central-difference scheme, and \( \omega = 1.0 \) results in an implicit backward-difference scheme. The Picard iteration method used in MURT in fact allows the entire range of \([0.0,1.0]\) for weighting factor \( \omega \). Users should be aware of the oscillatory instability with \( \omega \) near 0.5 and the conditional stability with \( \omega \) near 0.0 for nonlinear problems. Implementation of the load vectors is discussed in the next section.

**B.2.4 Numerical Implementation of Boundary Conditions**

There are four types of boundary conditions that need to be implemented. Among them, Cauchy, Neumann, and variable boundaries are flux boundaries, and Dirichlet boundaries are concentration boundaries. For Cauchy boundaries, the boundary condition in Eq. (2.14) is reproduced here for reference:

\[ \theta_{\alpha} n \cdot v_{\alpha} c_{\alpha} - \theta_{\alpha} n \cdot D_{\alpha} \nabla c_{\alpha} = q_{ca} , \]  

(B.23)

where \( q_{ca} \) is the prescribed Cauchy boundary flux. Substituting Eq. (B.23) into (B.15), we have

\[ L_{ca,i} = - \sum_{e \in N_{ce}} \int_{L_e} B_{\alpha}^j (q_{ca} - \theta_{\alpha} n \cdot v_{\alpha} c_{\alpha}) dL , \]  

(B.24)

where \( L_{ca,i} \) is the entry of boundary load vector \( \{L_{\alpha}\} \) associated with Cauchy boundary sides and \( N_{ce} \) are the Cauchy boundary segments. The Cauchy flux is therefore a normal flux to an element side. Similarly, the Neumann boundary flux is reproduced as follows:
\[-n \cdot \theta_a D_\alpha \cdot \nabla c_\alpha = q_{na}, \tag{B.25}\]

where \(q_{na}\) is the prescribed Neumann boundary flux. Substituting Eq. (B.25) into (B.15), we have

\[L_{na,i} = - \sum_{e \in N_{na}} \int_{L_e} B_i^t q_{na} dL, \tag{B.26}\]

where \(L_{na,i}\) is the entry of boundary load vector \(\{L_\alpha\}\) associated with Neumann boundary sides and \(N_{na}\) are the Neumann boundary segments. The Neumann flux is therefore a normal flux to an element side that is independent of solute concentration. Segments on which variable boundary conditions are prescribed are flow-through boundaries with unknown flow direction a priori. When the flow is directed into a problem domain, the boundary is the same as a Cauchy boundary and the implementation is therefore the same; that is, when \(n \cdot \theta_a v_a \leq 0\),

\[L_{va,i} = - \sum_{e \in N_{va}} \int_{L_e} B_i^t (q_{va} - \theta_a n \cdot v_a c_\alpha) dL, \tag{B.27}\]

where \(L_{va,i}\) is the entry of boundary load vector \(\{L_\alpha\}\) associated with variable boundary sides and \(N_{va}\) are the variable boundary segments. When the flow is directed out of a problem domain, \(L_{va,i}\) is set to zero and there is no contribution of the boundary to the global boundary load vector \(\{L_\alpha\}\). Assembling the flux boundary segments, we arrive at the global boundary vector:

\[\{L_\alpha\} = \{L_{ca}\} + \{L_{na}\} + \{L_{va}\}. \tag{B.28}\]

Substituting Eq. (B.28) into (B.22), rearranging the equation so that known vectors are moved to the right hand side and the unknown with the coefficient matrix remain on the left hand side, we have

\[\begin{align*} 
[C_\alpha](c_\alpha)_{i+\Delta t} - \sum_{\beta=1}^{N} [E_{\alpha\beta}^t] \omega \{c_\beta\}_{i+\Delta t} + \sum_{\beta=1}^{N} [E_{\alpha\beta}^f] \omega \{c_\beta\}_{i+\Delta t} &= \{R_\alpha\} \\
+ \sum_{\beta=1}^{N} [E_{\alpha\beta}^t](1-\omega)\{c_\beta\}_i - \sum_{\beta=1}^{N} [E_{\alpha\beta}^f](1-\omega)\{c_\beta\}_i, \tag{B.29}\end{align*}\]

where
\[ [C_\alpha] = \frac{[M_\alpha]}{\Delta t} + \omega ([D_\alpha] + [K_\alpha]) + \sum_{\beta=1}^{N} \omega [E_{\alpha\beta}'] - \sum_{\beta=1}^{N} \omega [E_{\alpha\beta}] \quad \text{for Lagrangian-Eulerian approaches}, \quad (B.30) \]

\[ [C_\alpha] = \frac{[M_\alpha]}{\Delta t} + \omega ([A_\alpha] + [D_\alpha] + [K_\alpha]) + \sum_{\beta=1}^{N} \omega [E_{\alpha\beta}'] - \sum_{\beta=1}^{N} \omega [E_{\alpha\beta}] \]

\text{for upstream methods,} \quad (B.31) \]

\[ \{R_\alpha\} = \frac{[M_\alpha]}{\Delta t} \{c_{\alpha,L}\} - (1 - \omega) ([D_\alpha] + [K_\alpha]) \{c_{\alpha}\} - \sum_{\beta=1}^{N} (1 - \omega) [E_{\alpha\beta}] \{c_{\alpha}\} \]

\[ + \sum_{\beta=1}^{N} (1 - \omega) [E_{\alpha\beta}'] \{c_{\alpha}\} + \{Q_\alpha\} + \{L_\alpha\} \quad \text{for Lagrangian–Eulerian approaches}, \quad (B.32) \]

\[ \{R_\alpha\} = \frac{[M_\alpha]}{\Delta t} \{c_{\alpha}\} - (1 - \omega) ([A_\alpha] + [D_\alpha] + [K_\alpha]) \{c_{\alpha}\} - \sum_{\beta=1}^{N} (1 - \omega) [E_{\alpha\beta}] \{c_{\alpha}\} \]

\[ + \sum_{\beta=1}^{N} (1 - \omega) [E_{\alpha\beta}'] \{c_{\alpha}\} + \{Q_\alpha\} + \{L_\alpha\} \quad \text{for upstream methods}, \quad (B.33) \]

The second and third terms, or the summation terms, in Eq. (B.29) are the coupling terms that assemble individual pore-region solute transport equations into a global multiregion matrix equation, as follows:

\[ [C]\{c\}_{i+\Delta t} = \{R\}, \quad (B.34) \]

where
\[ [C] = \sum_{\alpha=1}^{N} \left( [C_{\alpha}] - \sum_{\beta=1}^{N} \omega [E'_{\alpha\beta}] + \sum_{\beta=1}^{N} \omega [E'_{\alpha\beta}] \right) \quad (B.35) \]

\[ \{R\} = \sum_{\alpha=1}^{n} \left\{ R_{\alpha} \right\} + \sum_{\beta=1}^{N} (1 - \omega) [E'_{\alpha\beta}] \{c_{\beta}\} - \sum_{\beta=1}^{N} (1 - \omega) [E'_{\alpha\beta}] \{c_{\beta}\} \right\} \quad , \quad (B.36) \]

For concentration boundary nodes, an identity equation is generated for each of the nodes, with the corresponding entries of the right-hand side vector \( \{R\} \) set to the specified concentration and the associated columns of the coefficient matrix \([C]\) modified. Matrix Eq. (B.34) is the linearized version of Eq. (2.31) and is ready to be solved by a matrix equation solver. Three matrix solvers are incorporated in MURT, which, together with other modeling options available in MURT, are described in the next two sections.

**B.2.5 Mass Lumping**

Mass lumping usually results in a better solution because the diagonal entries of the resultant mass matrix become larger and may help the convergence of iterative solution schemes. One may recall that the mass matrix is an identity matrix if finite difference methods instead of finite element methods are used. By proper scaling, one can reduce the mass matrix to the equivalent of finite difference (Clough 1971). This option is provided in MURT for the mass matrix representing the storage term only. The lumping of the mass matrix \([M_{\alpha}]\) can be described as follows:

\[ M_{\alpha,\alpha} = \sum_{ee=M_{\alpha}} \left( \sum_{k=1}^{n_s} B'_{k} \left( \theta_{\alpha} + \rho_{\alpha} \sum_{l=1}^{n_s} B_{l} \frac{dS_{\alpha}}{dc_{\alpha}} \right) B'_{l} dR \right) \quad (B.37) \]

\[ ns = 3 \text{ or } 4 \quad \text{and} \quad i = j \]

and

\[ M_{\alpha,\beta} = 0 \quad \text{, } i \neq j \quad . \quad (B.38) \]
B.2.6 Matrix Solvers for Linear System

Equation (B.34) is a linearized equation of the nonlinear system (2.31) and can be solved either directly or iteratively. To solve (B.34) directly, one applies Gaussian elimination type solution methods. Because the coefficient matrix \([C]\) is a band sparse matrix, variations of Gaussian methods (e.g., MA28 used in MURT) usually are used to improve computational and computer storage efficiencies. Because the coefficient matrix is first decomposed into a lower and an upper triangle matrix and then solved by back substitution, only one pass is needed. In contrast, iterative methods need a few passes of a solution loop to arrive at a converged solution. The iteration of solution loops is stopped when a user specified convergence criterion is met. Two iterative methods are available in MURT, namely, pointwise iteration and polynomial preconditioned conjugate gradient methods.

The advantage and disadvantage of both solution methods and the size of a user's problem should dictate the choice of matrix solvers. A direct solver, because only one pass is required, usually incurs round-off error. However, because only one pass is needed, direct solvers are also more efficient for midsize to small problems. Large problems are very demanding in terms of computer storage if direct solution methods are to be used. For iterative solution methods, the coefficient matrix is usually compressed and the storage requirement is eased. However, because obtaining an iterative solution involves an initial guess and successively improving the solution until a convergence criterion is met, several passes of solution loops are needed. Therefore, if the problem size is not big enough to have the benefit of saving computer storage, iterative methods are generally not as efficient as direct methods. Nonetheless, round-off error is usually self-corrected in iterative solvers. In general, if computer storage is not a concern or the problem size is relatively small, the user should use direct solvers. For large problems, iterative methods are usually more feasible than direct methods. Users should usually consider the trade-offs between computer storage and computer time to determine the more favorable solution methods.

Equation (2.31) is a system of nonlinear equations and needs to be solved iteratively. A Picard method is used in MURT, where the linearized Eq. (B.34) is solved once during each sweep of a solution loop. After the initial guess or a solution from a previous time step is determined, the solution loop, as follows, is repeated until a convergence criterion is met:

- obtain water contents, fluid velocities, and dispersion coefficients for all of the finite element nodes in the problem domain;
- assemble element matrix and apply boundary conditions;
- solve the linearized equations;
- test convergence; if converged, stop or go to next time step;
- update nodal concentrations as follows:

\[
\{c^{s+1}\} = \omega \{c\} + (1 - \omega) \{c^s\}, \quad \text{(B.39)}
\]
where \( \{c^{k+1}\} \) is the new estimate, \( \{c\} \) is the solution obtained during the current iterate, and \( \{c^k\} \) is the previous estimate. The values of weighting factor \( \omega \) can be in the range of 0.0 to 2.0. For \( \omega \) less than 1.0, the solution is underrelaxed and is appropriate for slow convergence due to fluctuation of solutions. For \( \omega \) greater than 1.0, the solution is overrelaxed and is appropriate for slow convergence due to decrease of convergence rates.

**B.3 REFERENCES**


APPENDIX C. DATA INPUT GUIDES FOR MURT

To use the computer code MURT, modelers must prepare six input files, in addition to a file that lists the paths of the input files. The input files list contains the paths of the following six data files: (1) array dimension, (2) I/O control, (3) geometry of problem domain and material type corrections, (4) material properties and modeling control and option parameters, (5) initial and boundary conditions, and (6) hydraulic data including pressure heads, water contents, and specific discharge, or darcy velocities. These six input files are defined as:

1. Array dimension: This is a self-explanatory template. This file is needed by MURT to allocate memory for dimensional arrays (e.g., Fig. 4.1).
2. I/O control: This is also a self-explanatory template. Users need to change the contents only when the default values are not appropriate (e.g., Fig. 4.2).
3. Geometry of problem domain and material type corrections: This file contains three data sets, namely, the coordinates and connectivity of the finite element nodes in the problem domain, and material type corrections. Material types are assigned following the pattern prescribed during connectivity autogeneration. Users may find the material types thus generated inappropriate and correction, therefore, needed. This data file is independent of pore regions.
4. Material properties and modeling control and option parameters: This file contains specifications of material properties and the control and option parameters that dictate the flow of computation.
5. Initial and boundary conditions: This file defines the boundary conditions as specified by the array dimension file. An initial condition is needed for transient simulations. For steady-state simulations, the input initial condition is taken as an initial guess for the solution.
6. Hydraulic parameters: Pressure heads, water contents, and specific discharge, or darcy velocities need to be provided through this file if $KVI = -1$ or $KVI = 0$.

Users are referred to Sect. 4 for discussions on preparation of files 1 and 2. The following sections discuss the contents of data files 3 through 5. Examples of these input data files can be found in Sect. 4.1.

C.1 DATA INPUT GUIDE FOR FILE 3: GEOMETRY OF PROBLEM DOMAIN AND MATERIAL TYPE CORRECTIONS

This file consists of three data sets: nodal coordinates, element connectivity, and material type corrections. The first two data sets are necessary to define the areas of interest within which solute concentrations are to be calculated. Material types can be automatically generated and corrected later, if necessary.

**Data set 1:** Nodal coordinates, free format. In addition to the data set description line, three groups of records are needed for the x and z coordinates of each finite element node. Note that this data set is required if and only if $IGEOM = 0$ (i.e., geometry data are to be
read through a formatted FORTRAN file) and KSTR = 0 (i.e., not a restart job).

1. Data set description line.
2. Data group I: Type of coordinate system and orientation of coordinate axes. The default coordinate system is Cartesian and the default horizontal-vertical axes are aligned with the Cartesian coordinate axes. Two parameters are needed:
   - ICYLIND = Integer indicating if cylindrical coordinate system is to be used; 0 = no, 1 = yes.
   - FE = Angle between coordinate axes and the horizontal-vertical axes, in degrees.
3. Data group II: x coordinates of finite element nodes. In general, NNP records of the following variables are required. However, if the nodal coordinates follow a pattern, they can be automatically generated in MURT. A similar group of records is used to input z coordinates.
   - NI = Node number of the first node in the sequence.
   - NSEQ = The number of subsequent nodes to be automatically generated.
   - NAD = Increment of node number for each of the NSEQ subsequent nodes.
   - XNI = x coordinate of node NI (L).
   - XAD = Increment of x-coordinate for each of the NSEQ subsequent nodes (L).
   - XRD = Percentage of the increase of the increment over its preceding increment (decimal point). If XRD = 0, all increment XADs are the same. If XRD > 0, the first increment is XAD(1 + XRD); the second increment is XAD(1 + XRD)^2; etc.
   **Note:** A set of three integer 0s and three real 0s must be added to signal the end of this data group.
4. Data group III: z coordinates of the finite element nodes. In general, NNP records of the following variables are required. However, if the nodal coordinates follow a pattern, they can be automatically generated in MURT.
   - NI = Node number of the first node in the sequence.
   - NSEQ = The number of subsequent nodes to be automatically generated.
   - NAD = Increment of node number for each of the NSEQ subsequent nodes.
   - ZNI = z coordinate of node NI (L).
   - ZAD = Increment of z coordinate for each of the NSEQ subsequent nodes (L).
   - ZRD = Percentage of the increase of the increment over its preceding increment (decimal point). If ZRD = 0, all increment ZADs are the same. If ZRD > 0, the first increment is ZAD(1 + ZRD); the second increment is ZAD(1 + ZRD)^2; etc.
   **Note:** A set of three integer 0s and three real 0s must be added to signal the end of this data group.

**Data set 2:** Element incidence and node connectivity, free format. In addition to the data description line, one data group is needed. Element connectivity can be generated automatically by giving the patterns of node numbers associated with elements. Note that
this data set is required if and only if IGEOM = 0 (i.e., geometry data are to be read through a formatted FORTRAN file) and KSTR = 0 (i.e., not a restart job).

1. Data set description line.
2. Data group I: Element connectivity. Eight parameters are needed to generate incidence of the elements automatically. They are defined as
   - MI = Global element number.
   - IE(MI,1) = Global node number of the first node of element MI.
   - IE(MI,2) = Global node number of the second node of element MI.
   - IE(MI,3) = Global node number of the third node of element MI.
   - IE(MI,4) = Global node number of the fourth node of element MI. Input zero for triangular elements.
   - IE(MI,5) = Material type to be applied to element MI.
   - MODL = Number of elements in the direction with node numbers increasing most rapidly.
   - NLAY = Number of elements in the direction with node numbers increasing least rapidly.

**Note:** IE(MI,1) through IE(MI,4) are numbered beginning with the lower left corner and progressing around the element in a counterclockwise direction. For a rectangular block of elements, it is only necessary to specify the first element, the width MODL, and the length NLAY, where MODL and NLAY are measured in elements. For example, the following problem domain is a regular finite element mesh that can be automatically generated by this method:

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
</tr>
</tbody>
</table>

1 : element number
1 : node number

The object is rectangular with width MODL = 3 on two opposite sides and length NLAY = 5 on the other two opposite sides. To generate definitions of elements 2 through 15 automatically, including both the incidence and material type, only one card is necessary, as follows,

```
IE(MI,1)  IE(MI,2)  IE(MI,3)  IE(MI,4)  IE(MI,5)  MODL  NLAY
1         5         6         2         1         3         5
```

Although all elements of this example will be assumed to contain the same material type, IE(MI,5) = 1, this situation can easily be changed by material correction described in the next data set.
Data set 3: Material type correction, free format. Note that this data set is required only if NCM (number of material type corrections) > 0. One data group, in addition to the data set description line, is required.

1. Data set description line.
2. Data group I: In general, NCM records of the following variables are required. However, they can also be automatically generated by specifying the pattern of material correction. The variables are defined as
   - MI = Global element number of the first element in the sequence.
   - NSEQ = NSEQ subsequent elements that will be generated automatically.
   - MAD = Increment of element number for each of the NSEQ subsequent elements.
   - MITYP = Type of material correction for element MI.
   - MTYPAD = Increment of MITYP for each of the NSEQ subsequent elements.

Note: A set of five integer 0s must be added to signal the end of this data group.

C.2 DATA INPUT GUIDE FOR FILE 4: CONTROL AND OPTION PARAMETERS AND MATERIAL PROPERTIES

This input file contains the following four data sets: (1) problem identification, (2) universal control parameters, (3) control parameters for simulations and output to disk files, and (4) material properties.

Data set 1: Problem identification. Two lines are required to define a problem set.
   Line 1: Problem set number, free format.
   Line 2: Problem set description, must be less than 80 characters, with FORTRAN format = A80.

Data set 2: Universal control parameters. Two lines are needed, free format.
   Line 1: Data set description.
   Line 2: Four universal control parameters defined as
      - IBUG = Is diagnostic information desired? 0 = no, 1 = yes.
      - ILUMP = Is mass lumping to be used? 0 = no, 1 = yes.
      - IWET = Weighting function control; 0 = Galerkin weighting; 1 = upstream weighting.
      - IOPTIM = Optimization factor indicator; 1 = optimization factor is to be computed, 0 = optimization factor to be set to -1.0, 0.0, or 1.0.

Data set 3: Control parameters for simulations and output to disk files. In addition to the data set description line, six groups of data (free format, unless otherwise specified) are needed.
   1. Data set description line.
   2. Data group I: Simulation control parameters. Four control parameters are
needed and are defined as

- **KSS** = Steady-state control; 0 = steady-state solution desired, 1 = transient-state solution desired.
- **NITER** = Maximum number of iterations allowed for solving the nonlinear equations.
- **IMSOLV** = Matrix solver option parameter; 1 = pointwise, 2 = polynomial preconditioned conjugate gradient, and 3 = sparse matrix solver MA28.
- **NPITER** = Maximum number of iterations allowed for solving the linear equations if pointwise or polynomial preconditioned conjugate gradient matrix solver is used.

3. Data group II: Time-advancing parameters. Five time-step and iteration parameters defined as follows are needed. These parameters are disregarded if steady-state solutions are to be computed.

- **DELT** = Initial time-step size (T).
- **CHNG** = Percentage of change in time-step size in each of the subsequent time increments (dimensionless in decimal point).
- **DELMAX** = Maximum value of time-step size allowed (T).
- **TMAX** = Maximum simulation time (T).
- **W** = Time derivative weighting factor; 0.5 = Crank-Nicholson central or mid-difference, 1.0 = backward difference, 0.0 = forward difference.

4. Data group III: Control parameters for solving nonlinear and linear equations. Four parameters are needed and are defined as

- **OME** = Iteration parameter for solving the nonlinear equation; 0.0 - 1.0 = under-relaxation, 1.0 - 2.0 = over-relaxation.
- **OMI** = Iteration parameter for solving the linear matrix equation by pointwise iteration method; 0.0 - 1.0 = underrelaxation, 1.0 = exact relaxation, 1.0 - 2.0 = overrelaxation.
- **TOLA** = Steady-state convergence criteria (relative concentration).
- **TOLB** = Transient-state convergence criteria (relative concentration).

5. Data group IV: Printer control parameters, FORTRAN format = 8011, each defined as

- **KPR0** = Printer control for steady-state and initial condition.
- **KPR(I)** = Printer control for the Ith (I = 1, 2, ..., NTI) time step similar to KPR0. Computational results are printed according to the following rule:
  - KPR(I) = 0, print nothing;
  - KPR(I) = 1, print FLOW, FRATE, and TFLOW;
  - KPR(I) = 2, print KPR(I) = 1 plus solute concentrations;
  - KPR(I) = 3, print KPR(I) = 2 plus material fluxes.

6. Data group V: Storage control parameters, FORTRAN format = 80 I1, each defined as

- **KDSKO** = Auxiliary storage control for steady-state and initial condition; 0 = no storage, 1 = store on the designated logical units.
- **KDSK(I)** = Auxiliary storage control for the Ith (I = 1, 2, ..., NTI) time step similar to KDSKO.

7. Data group VI: Times to change time-step sizes. **TDTCH(I)**, I = 1, 2, ..., **NDTCHG** are times at which time-step size is to be reset to **DELT**. **NDTCHG**
is the number of times to reset time-step size, which is specified in the array dimension file.

**Data set 4**: Material properties, free format. In addition to the data set description line, two data groups are needed to define the porous media within the problem domain.

1. Data set description line.
2. Data group I: Adsorption isotherm indicator; 1 = linear, 2 = Freundlich, 3 = Langmuir.
3. Data group II: The number of material properties (NMPPM) that a modeler can specify could be up to 12. If one put all of these in a line, the total number of lines is therefore NMAT*NDF, with the index IDF = 1, ..., NDF varying before I = 1, ..., NMAT. In other words, material properties of all of the pore regions in a medium must be defined before those of the next medium are given. NMAT and NDF are the number of soil types and the number of pore regions, respectively.

- \( \text{PROP}(1,\text{IDF},I) = K_d \), distribution coefficient for linear isotherms (L\(^3\)/M), or \( K \), the functional coefficient of Freundlich and Langmuir isotherms. See Sect. 2 for descriptions of adsorption isotherms.
- \( \text{PROP}(2,\text{IDF},I) = \) bulk density of the porous medium (M/L\(^3\)).
- \( \text{PROP}(3,\text{IDF},I) = \) longitudinal dispersivity (L).
- \( \text{PROP}(4,\text{IDF},I) = \) transverse dispersivity (L).
- \( \text{PROP}(5,\text{IDF},I) = \) first-order radioactive decay constant in the fluid and solid phases (T\(^{-1}\)).
- \( \text{PROP}(6,\text{IDF},I) = \) molecular diffusion coefficient of the solute in the fluid (L\(^2\)/T).
- \( \text{PROP}(7,\text{IDF},I) = \) tortuosity of the porous medium (dimensionless).
- \( \text{PROP}(8,\text{IDF},I) = \) first-order biodegradation coefficient in the fluid phase (T\(^{-1}\)).
- \( \text{PROP}(9,\text{IDF},I) = \) first-order biodegradation coefficient in the solid phase (T\(^{-1}\)).
- \( \text{PROP}(10,\text{IDF},I) = \) order of the Freundlich isotherm (dimensionless).
- \( \text{PROP}(11,\text{IDF},I) = \) maximum concentration allowed on the solid surface for Langmuir isotherms (M/L\(^3\)).
- \( \text{PROP}(12,\text{IDF},I) = \) decay constant for the first-order mass transfer coefficient (T\(^{-1}\)).

**Data set 5**: Advective and diffusive mass transfer coefficients, free format. Two data groups, in addition to a data set description line, are needed to specify the mass transfer coefficients.

1. Data set description line.
2. Data group I: Advective mass transfer coefficients between pore regions for a material type must occupy one single line. The order of input is to vary KDF = 1, ..., NDF before IDF = 1, ..., NDF. The mass transfer coefficient \( \text{EXCF}(\text{KDF},\text{IDF},I) \) stands for mass transfer coefficient in soil type I, from pore region KDF to pore region IDF. The user must make sure that the mass
transfer coefficients between every two pore regions are symmetric to guarantee mass conservation across internal pore region boundaries; that is, \( \text{EXCF}(KDF, IDF, I) = \text{EXCF}(IDF, KDF, I) \). The mass transfer coefficients therefore form a symmetric matrix that needs to be repetitively input \( \text{NMAT} \) times, where \( \text{NMAT} \) is the number of material types.

3. Data group II: Diffusive mass transfer coefficients between pore regions for a material type must occupy one single line. The order of input is to vary \( KDF = 1, \ldots, \text{NDF} \) before \( IDF = 1, \ldots, \text{NDF} \). The mass transfer coefficient \( \text{EXCT}(KDF, IDF, I) \) stands for mass transfer coefficient in soil type \( I \), from pore region \( KDF \) to pore region \( IDF \). The user must make sure that the mass transfer coefficients between every two pore regions are symmetric to guarantee mass conservation across internal pore region boundaries, i.e., \( \text{EXCT}(KDF, IDF, I) = \text{EXCT}(IDF, KDF, I) \). The mass transfer coefficients therefore form a symmetric matrix that needs to be repetitively input \( \text{NMAT} \) times, where \( \text{NMAT} \) is the number of material types.

C.3 DATA INPUT GUIDE FOR FILE 5: INITIAL CONDITION, EXTERNAL SOURCES/SINKS, AND BOUNDARY CONDITIONS

Data set 1: Initial condition, free format. Besides the data set description line, one data group is needed. An automatic generation procedure is available in MURT. By specifying the number of nodal concentrations to be generated and giving the pattern of the concentrations, users can generate the initial condition of the entire problem domain in a few lines.

1. Data set description line.
2. Data group I: This data group must be repeated \( \text{NDF} \) (the number of pore regions) times. Six parameters are needed to generate one or more concentrations:
   - \( \text{NI} \) = Global node number of the first node in the sequence.
   - \( \text{NSEQ} \) = \( \text{NSEQ} \) subsequent nodes will be generated automatically.
   - \( \text{NAD} \) = Increment of node number for each of the \( \text{NSEQ} \) nodes.
   - \( \text{HNI} \) = Initial or pre-initial concentration of node \( \text{NI} \) (ML\(^{-3}\)).
   - \( \text{HAD} \) = Unit increment of initial or pre-initial concentration for each of the \( \text{NSEQ} \) nodes (ML\(^{-3}\)).
   - \( \text{HRD} \) = Percentage (in decimal point) of increment for each of the \( \text{NSEQ} \) nodes.

   Note: A set of three integer 0s and three real 0s must be added to signal the end of this data group.

Data set 2: Non-point or distributed sources/sinks, free format. A non-point source/sink is defined by assigning source/sink profiles to elements, which occupy conceptually an area rather than a discrete point in space. This data set is needed only when the number of non-point source/sink elements as specified in the array dimension file is greater than zero. If the number of non-point sources/sinks is greater than zero, users need to specify
source/sink profiles and source/sink types associated with each of the non-point source/sink elements. Four data groups plus a data set description line are needed.

1. Data set description line.
2. Data group I: Source profile indicator; 0 = tabulated, 1 = analytical. Users need to supply source profiles in subroutine `essfct` and give parameters of the analytical profiles in the next data group for the latter choice.
3. Data group II: Source/sink profiles. For analytical profiles, only functional parameters are required (free format). For tabulated profiles, at least two data points of (time, flow strength, solute concentration) must be given to completely define a profile. The user must give exactly the same numbers of profiles and data points as those specified in the array dimension file. The (time, flow strength, solute concentration) = (TSOSF(i,j), SOSFL(i,j), SOSFC(i,j)) data point is defined as
   - TSOSF(i,j) = Time of the ith data point in the jth profile (T),
   - SOSFL(i,j) = Source/sink flow strength of the ith data point in the jth profile (L^3/T/L^2/L).
   - SOSFC(i,j) = Source/sink solute concentration of the ith data point in the jth profile (ML^-3).
4. Data group III: Global element numbers of source/sink elements. The number of elements given here must be consistent with that specified in the array dimension file.
5. Data group IV: Source/sink profile types of source/sink elements. An automatic generation mechanism is available in MURT. Since an element consists of NDF pore regions, this data group must be repeated NDF times. One can assign source/sink types to the source/sink elements by giving the patterns of the profile types as
   - MI = Global element number of the first element in the sequence.
   - NSEQ = Number of elements to be generated automatically.
   - MAD = Increment of element number for each of the NSEQ elements.
   - MITYP = Source type of element MI.
   - MITYPAD = Increment of MITYP for each of the NSEQ elements.
   Note: A set of five integer 0s must be added to signal the end of this data group.

Data set 3: Point/well sources/sinks, free format. A point source/sink is defined by assigning source/sink profiles to a nodal point, which occupy conceptually a discrete point in space. This data set is needed only when the number of point/well source/sink nodes as specified in the array dimension file is greater than zero. If the number of point sources/sinks is greater than zero, users need to specify source/sink profiles and source/sink types associated with each of the point source/sink nodes. Four data groups, in addition to the data description line, are needed.

1. Data set description line.
2. Data group I: Source profile indicator; 0 = tabulated, 1 = analytical. Users need to supply source profiles in subroutine `wssfct` and give parameters of the analytical profiles in the next data group for the latter choice.
3. Data group II: Source/sink profiles. For analytical profiles, only functional parameters are required (free format). For tabulated profiles, at least two data points of (time, flow strength, solute concentration) must be given to completely define a profile. The user must give exactly the same numbers of profiles and data points as those specified in the array dimension file. The (time, flow strength, solute concentration) = (TWSSF(i,j), WSSFL(i,j), WSSFC(i,j)) data point is defined as
   - TWSSF(i,j) = Time of the ith data point in the jth profile (T).
   - WSSFL(i,j) = Source/sink flow strength of the ith data point in the jth profile (L^3/T/L^2/L).
   - WSSFC(i,j) = Source/sink solute concentration of the ith data point in the jth profile (ML^-3).

4. Data group III: Global node numbers of source/sink nodes. The number of nodes given here must be consistent with that specified in the array dimension file.

5. Data group IV: Source/sink profile types of source/sink nodes. An automatic generation mechanism is available in MURT. Since a node consists of NDF pore regions, this data group must be repeated NDF times. One can assign source/sink types to the source/sink nodes by giving the patterns of the profile types as
   - NI = Global node number of the first node in the sequence.
   - NSEQ = Number of nodes to be generated automatically.
   - NAD = Increment of node number for each of the NSEQ nodes.
   - NITYP = Source type of node NI.
   - NTYPAD = Increment of NITYP for each of the NSEQ nodes.

   Note: A set of five integer 0s must be added to signal the end of this data group.

Data set 4: Run-in/seep-out or variable boundary (VB) conditions, free format. Variable boundary is defined by assigning run-in concentrations at boundary segments where direction of flow is not known a priori. This data set is needed only when the number of VB element sides is greater than zero, as defined in the array dimension file. In addition to the data description line, five data groups are needed.

   1. Data set description line.

   2. Data group I: Boundary profile indicator; 0 = tabulated, 1 = analytical. Either tabulated or functional run-in concentration profiles can be used in MURT. If the number 1 is specified, the user needs to supply the profiles in subroutine vbvfct and give parameters of the analytical profiles in the next data group. If the number 0 is specified, tabulated run-in concentration profiles must be given below.

   3. Data group II: Run-in concentration profiles. For analytical profiles, only functional parameters are required (free format). For tabulated profiles, at least two data points of (time, concentration) must be given to completely define a profile. The user must give exactly the same numbers of profiles and data points as those specified in the array dimension file. The (time, concentration)
= (TRF(i,j), RF(i,j)) data point is defined as

- TRF(i,j) = Time of the ith data point in the jth profile (T).
- RF(i,j) = Run-in concentration of the ith data point in the jth profile (M/L^3).

4. Data group III: Global node number of VB nodes. An automatic generation mechanism is available to generate the node numbers. Given the first nodes, the number of nodes to be generated, and the pattern of the nodes, the mechanism generates an array of VB nodes using the following five parameters:

- NI = Compressed VB node number of the first node in the sequence.
- NSEQ = Number of nodes to be generated automatically.
- NIAD = Increment of NI for each of the NSEQ nodes.
- NODE = Global node number of node NI.
- NODAD = Increment of NODE for each of the NSEQ nodes.

Note: A set of five integer 0s must be added to signal the end of this data group.

5. Data group IV: Run-in concentration profile types of VB elements. Since each VB element consists of NDF degrees of freedom and profile types of pore regions are allowed to be different, this group of data must be repeated for each of the pore regions. An automatic generation mechanism is available in MURT. One can assign run-in concentration profile types to the VB elements by giving the patterns of the profile types as

- NI = Compressed element number of the first element in the sequence.
- NSEQ = Number of elements to be generated automatically.
- NAD = Increment of element number for each of the NSEQ elements.
- NITYP = Run-in concentration profile type of element NI.
- NTYPAD = Increment of NITYP for each of the NSEQ elements.

Note: A set of five integer 0s must be added to signal the end of this data group.

6. Data group V: Run-in/seep-out element sides. A mechanism is available in MURT to automatically generate the element sides by specifying the following parameters:

- MI = Compressed VB element side number of the first element side in a sequence.
- NSEQ = Number of subsequent VB element sides to be generated automatically.
- M = Global element number to which MIth element side belongs.
- IS1 = Compressed VB node number of the first node of element side MI.
- IS2 = Compressed VB node number of the second node of element side MI.
- MIAD = Increment of MI for each of the NSEQ subsequent VB element sides.
- MAD = Increment of M for each of the NSEQ subsequent VB element sides.
- IS1AD = Increment of IS1 for each of the NSEQ subsequent VB element sides.
- IS2AD = Increment of IS2 for each of the NSEQ subsequent VB element sides.

**Note:** A set of nine integer 0s must be added to signal the end of this data group.

**Data set 5:** Dirichlet boundary condition, free format. A Dirichlet node, however, can be either internal or external. Internal Dirichlet nodes can be used to define injection wells maintained at specified concentrations, while external Dirichlet nodes are usually used to define intersection with surface sources. This data set is needed only when the number of Dirichlet nodes, as specified in the array dimension file, is greater than zero. This data set consists of the following four groups of data and a data set description line:

1. Data set description line.
2. Data group I: Boundary profile indicator; 0 = tabulated, 1 = analytical. Either tabulated or functional Dirichlet profiles can be used in MURT. If the number 1 is specified, the user needs to supply the profiles in subroutine `dbvfct` and give parameters of the analytical profiles in the next data group. If the number 0 is specified, tabulated Dirichlet profiles must be given below.
3. Data group II: Dirichlet concentration profiles. For analytical profiles, only functional parameters are required (free format). For tabulated profiles, at least two data points of (time, concentration) must be given to completely define a profile. The user must give exactly the same numbers of profiles and data points as those specified in the array dimension file. The (time, concentration) = (TCDBF(i,j), CDBF(i,j)) components are defined as follows:
   - TCDBF(i,j) = Time of the ith data point in the jth profile (T).
   - CDBF(i,j) = Concentration of the ith data point in the jth profile (ML⁻³).
4. Data group III: Global node numbers of Dirichlet nodes. The number of Dirichlet nodes listed here must be consistent with that specified in the array dimension file.
5. Data group IV: Dirichlet concentration profile types of Dirichlet nodes. Since each Dirichlet node consists of NDF degrees of freedom and profile types of pore regions are allowed to be different, this group of data must be repeated for each of the pore regions. An automatic generation mechanism is available in MURT. One can assign Dirichlet profile types to Dirichlet nodes by giving the patterns of the profile types as
   - NI = Compressed node number of the first node in the sequence.
   - NSEQ = Number of nodes to be generated automatically.
   - NAD = Increment of node number for each of the NSEQ nodes.
   - NITYP = Dirichlet profile type of node NI.
   - NTYPAD = Increment of NITYP for each of the NSEQ nodes.

**Note:** A set of five integer 0s must be added to signal the end of this data group.

**Data set 6:** Cauchy boundary condition, free format. A Cauchy boundary is defined by assigning mass flux to a boundary segment. This data set is needed only when the number of Cauchy elements, as specified in the array dimension file, is greater than zero.
This data set contains the following five groups of data plus a data set description line:

1. Data set description line.

2. Data group I: Boundary profile indicator; 0 = tabulated, 1 = analytical. Either tabulated or functional Cauchy profiles can be used in MURT. If the number 1 is specified, the user needs to supply the profiles in subroutine cbvfct and give parameters of the analytical profiles in the next data group. If the number 0 is specified, tabulated Cauchy profiles must be given below.

3. Data group II: Cauchy flux profiles. For analytical profiles, only functional parameters are required (free format). For tabulated profiles, at least two data points of (time, flux) must be given to completely define a profile. The user must give exactly the same number of profiles and data points as those specified in the array dimension file. The (time, flux) = (TQCBF(i,j), QCBF(i,j)) data point components are defined as follows:
   - TQCBF(i,j) = Time of the ith data point in the jth profile (T).
   - QCBF(i,j) = Cauchy flux of the ith data point in the jth profile (ML^{-3}TL^{-2}).

4. Data group III: Global node numbers of Cauchy nodes. The number of Cauchy nodes listed here must be consistent with that specified in the array dimension file.

5. Data group IV: Cauchy boundary flux profile types of Cauchy nodes. Since each Cauchy node consists of NDF degrees of freedom and profile types of pore regions are allowed to be different, this group of data must be repeated for each of the pore regions. An automatic generation mechanism is available in MURT. One can assign Cauchy profile types to the Cauchy nodes by giving the patterns of the profile types as
   - NI = Compressed element number of the first element in the sequence.
   - NSEQ = The number of nodes to be generated automatically.
   - NAD = Increment of node number for each of the NSEQ nodes.
   - NITYP = Cauchy flux type of node NI.
   - NTYPAD = Increment of NITYP for each of the NSEQ nodes.

   Note: A set of five integer 0s must be added to signal the end of this data group.

6. Data group V: Cauchy boundary element sides. A mechanism is available in MURT to automatically generate the element sides by specifying the following parameters:
   - MI = Compressed Cauchy element side number of the first element side in a sequence.
   - NSEQ = Number of subsequent Cauchy element sides to be generated automatically.
   - M = Global element number to which Mth element side belong to.
   - IS1 = Compressed Cauchy node number of the first node of element side MI.
   - IS2 = Compressed Cauchy node number of the second node of element side MI.
   - MIAD = Increment of MI for each of the NSEQ subsequent Cauchy element sides.
• MAD = Increment of M for each of the NSEQ subsequent Cauchy element sides.
• IS1AD = Increment of IS1 for each of the NSEQ subsequent Cauchy element sides.
• IS2AD = Increment of IS2 for each of the NSEQ subsequent Cauchy element sides.

Note: A set of nine integer 0s must be added to signal the end of this data group.

Data set 7: Neumann boundary condition, free format. A Neumann boundary is specified by assigning mass flux to boundary segments where flux is contributed mostly by concentration gradient. This data set is needed only when the number of Neumann elements, as specified in the array dimension file, is greater than zero. This data set contains the following five groups of data plus a data set description line:

1. Data set description line.
2. Data group I: Boundary profile indicator; 0 = tabulated, 1 = analytical. Either tabulated or functional Neumann profiles can be used in MURT. If the number 1 is specified, the user needs to supply the profiles in subroutine nbvfct and give parameters of the analytical profiles in the next data group. If the number 0 is specified, tabulated Neumann profiles must be given below.
3. Data group II: Neumann flux profiles. For analytical profiles, only functional parameters are required (free format). For tabulated profiles, at least two data points of (time, flux) must be given to completely define a profile. The user must give exactly the same number of profiles and data points as those specified in the array dimension file. The (time, flux) = (TQNBF(i,j), QNBF(i,j)) data point components are defined as
   • TQNBF(i,j) = Time of the ith data point in the jth profile (T).
   • QNBF(i,j) = Neumann flux of the ith data point in the jth profile (ML^-3/TL^2)
4. Data group III: Global node numbers of Neumann nodes. The number of Neumann nodes listed here must be consistent with that specified in the array dimension file.
5. Data group IV: Neumann boundary flux profile types of Neumann nodes. Since each Neumann node consists of NDF degrees of freedom and profile types of pore regions are allowed to be different, this group of data must be repeated for each of the pore regions. An automatic generation mechanism is available in MURT. One can assign Neumann profile types to the Neumann nodes by giving the patterns of the profile types as follows:
   • NI = Global node number of the first node in the sequence.
   • NSEQ = Number of nodes to be generated automatically.
   • NAD = Increment of node number for each of the NSEQ nodes.
   • NITYP = Neumann flux type of node NI.
   • NTYPAD = Increment of NITYP for each of the NSEQ nodes.

Note: A set of five integer 0s must be added to signal the end of this data group.
6. Data group V: Neumann boundary element sides. A mechanism is available in MURT to automatically generate the element sides by specifying the following parameters:
   - MI = Compressed Neumann element side number of the first element side in a sequence.
   - NSEQ = Number of subsequent Neumann element sides to be generated automatically.
   - M = Global element number to which MIth element side belong to.
   - IS1 = Compressed Neumann node number of the first node of element side MI.
   - IS2 = Compressed Neumann node number of the second node of element side MI.
   - MIAD = Increment of MI for each of the NSEQ subsequent Neumann element sides.
   - MAD = Increment of M for each of the NSEQ subsequent Neumann element sides.
   - IS1AD = Increment of IS1 for each of the NSEQ subsequent Neumann element sides.
   - IS2AD = Increment of IS2 for each of the NSEQ subsequent Neumann element sides.

   Note: A set of nine integer 0s must be added to signal the end of this data group.

C.4 DATA INPUT GUIDE FOR FILE 6: HYDRAULIC PARAMETERS

This file contains four data sets that describe hydraulic parameter input methods and hydraulic parameters including pore-region pressure heads, water contents, and darcy velocities. These parameters can be provided by this file or by a FORTRAN unformatted file created by the subsurface multiregion flow code MURF (Gwo et al. 1994). Note that if the modeler chooses to used formatted hydraulic parameters in this file for transient simulations, data sets 2 to 4, together as a single unit, must be repeated NTI + 1 times, including the initial time step.

Data set 1: This data set consists of a single line that determines the value of the input flag KVI as follows:
   1. KVI = -1; only pore-region darcy velocities and water contents are provided in this file. The flow fields are under steady state.
   2. KVI = 0; pore-region pressure heads, darcy velocities, and water contents are specified through this file. The flow fields are under transient state.
   3. KVI = 1; pore region pressure heads, darcy velocities, and water contents are given in a FORTRAN unformatted file provided by modelers or created by the subsurface multiregion flow code MURF. The flow fields are under steady state.
   4. KVI = 2; pore region pressure heads, darcy velocities, and water contents are
given in a FORTRAN unformatted file provided by modelers or created by the subsurface multiregion flow code MURF. The flow fields are under transient state.

Data set 2: Pore-region pressure heads, free format. This data set is needed only when $KVI = 0$. An automatic generation procedure is available in MURT. By specifying the number of nodal pressure heads to be generated and giving the patterns of the pressure heads, the users can generate pore-region pressure heads of the entire problem domain in a few lines. This data set contains a data set description line and a data group that specifies the patterns of autogeneration.

1. Data set description line.
2. Data group I: This data group must be repeated NDF (the number of pore regions) times. Six parameters are needed to generate one or more pressure heads:
   - $NI =$ Global node number of the first node in the sequence.
   - $NSEQ =$ NSEQ subsequent nodes will be generated automatically.
   - $NAD =$ Increment of node number for each of the NSEQ nodes.
   - $HNI =$ Pressure head of node NI (L).
   - $HAD =$ Unit increment of pressure head for each of the NSEQ nodes (L).
   - $HRD =$ Percentage (in decimal point) of increment for each of the NSEQ nodes.

   Note: A set of three integer 0s and three real 0s must be added to signal the end of this data group.

Data set 3: Pore-region darcy velocities, free format. This data set is needed only when $KVI = 0$ or $KVI = -1$. An automatic generation procedure is available in MURT. By specifying the number of nodal darcy velocities to be generated and giving the patterns of the velocities, users can generate velocity fields of the entire problem domain in a few lines. This data set contains a data set description line and a data group that specifies the patterns of autogeneration.

1. Data set description line.
2. Data group I: This data group must be repeated NDF (the number of pore regions) times. Seven parameters are needed to generate one or more darcy velocities:
   - $NI =$ Global node number of the first node in the sequence.
   - $NSEQ =$ NSEQ subsequent nodes will be generated automatically.
   - $NAD =$ Increment of node number for each of the NSEQ nodes.
   - $VXNI =$ Darcy velocity of node NI in $x$ direction (L/T).
   - $VZNI =$ Darcy velocity of node NI in $z$ direction (L/T).
   - $VXAD =$ Increment of darcy velocity in $x$ direction for each of the subsequent NSEQ nodes (L/T).
   - $VZAD =$ Increment of darcy velocity in $z$ direction for each of the subsequent NSEQ nodes (L/T).

   Note: A set of three integer 0s and four real 0s must be added to signal the end of this data group.
Data set 4: Pore-region water contents, free format. This data set is needed only when KVI = 0 or KVI = -1. An automatic generation procedure is available in MURT. By specifying the number of elemental water contents to be generated and giving the patterns of the water contents, users can generate pore-region water contents of the entire problem domain in a few lines. This data set contains a data set description line and a data group that specifies the patterns of autogeneration.

1. Data set description line.
2. Data group I: This data group must be repeated NDF times. Five parameters are needed to generate one or more water contents:
   - NI = Global element number of the first element in the sequence.
   - NSEQ = NSEQ subsequent elements will be generated automatically.
   - NAD = Increment of element number for each of the NSEQ nodes.
   - THNI = Water content of element NI (dimensionless).
   - THNIAD = Increment of water content for each of the subsequent NSEQ elements (L/T).

Note: A set of three integer 0s and four real 0s must be added to signal the end of this data group.
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