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Abstract

The Heavy-Section Steel Technology (HSST) Program is conducted for the Nuclear Regulatory Commission by Oak Ridge National Laboratory (ORNL). The program focuses on the development and validation of technology for the assessment of fracture-prevention margins in commercial nuclear reactor pressure vessels. The HSST Program is organized in 12 tasks: (1) program management, (2) fracture methodology and analysis, (3) material characterization and properties, (4) special technical assistance, (5) fracture analysis computer programs, (6) cleavage-crack initiation, (7) cladding evaluations, (8) pressurized-thermal-shock technology, (9) analysis methods validation, (10) fracture evaluation tests, (11) warm prestressing, and (12) biaxial loading effects on fracture toughness. The program tasks have been structured to emphasize the resolution fracture issues with near-term licensing significance. Resources to execute the research tasks are drawn from ORNL with subcontract support from universities and other research laboratories. Close contact is maintained with the sister Heavy-Section Steel Irradiation Program at ORNL and with related research programs both in the United States and abroad. This report provides an overview of principal developments in each of the 12 program tasks from April–September 1993.
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Preface

The Heavy-Section Steel Technology (HSST) Program, which is sponsored by the Nuclear Regulatory Commission, is an engineering research activity devoted to extending and developing the technology for assessing the margin of safety against fracture of the thick-walled steel pressure vessels used in light-water-cooled nuclear power reactors. The program is being carried out in close cooperation with the nuclear power industry. This report covers HSST work performed in April—September 1993. The work performed by the Oak Ridge National Laboratory (ORNL) and by subcontractors is managed by the Engineering Technology Division (ETD) of ORNL. Major tasks at ORNL are carried out by the ETD and the Metals and Ceramics Division. The following is a list of previous progress reports on this program:
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Executive Summary

W. E. Pennell

The Heavy Section Steel Technology (HSST) Program is conducted for the Nuclear Regulatory Commission (NRC) by Oak Ridge National Laboratory (ORNL). The program focus is on the development and validation of technology for the assessment of fracture prevention margins in commercial nuclear reactor pressure vessels (RPVs). Prior phases of the program generated the required technology, which was then transferred to national consensus codes and standards. Subsequent large-scale fracture tests have revealed the need for further development and refinement of the technology. Irradiation-effects research and reactor vessel surveillance programs have identified further areas in which extension of the fracture technology is required. Program activities are structured to provide the necessary fracture technology developments and to support the NRC in the licensing application of that technology. RPV licensing issues directly influenced by this technology include (1) definition of pressure-temperature (P-T) curves and low temperature overpressure protection (LTOP) relief valve set points, (2) evaluation of vessel integrity under pressurized-thermal shock (PTS) transient loading, (3) safety evaluations of vessels containing material with low-upper-shelf (LUS) Charpy energy, and (4) data transfer from small-scale surveillance specimens for full-scale application.

1 Program Management

A team from Electricité de France visited ORNL on April 9, 1993, for discussions with HSST Program personnel on topics relating to reactor vessel PTS analysis. The French team was particularly interested in the FAVOR program and in the test programs investigating the effects of constraint (shallow flaws and biaxial loading) on fracture toughness. A team comprised of the HSST and Heavy-Section Steel Irradiation (HSSI) Program managers visited European fracture technology research centers and one nuclear reactor fabrication facility over the period May 31, 1993, to June 11, 1993. A number of fracture technology research topics of mutual interest were identified as a result of these visits. They represent areas of potential future interaction that could benefit the HSST Program. In a follow-up action, a team from the Nuclear Research Institute in Rez, in the Czech Republic, visited ORNL for a briefing and discussions on the HSST Program biaxial fracture toughness testing technology.

The 1993 American Society of Mechanical Engineers (ASME) Pressure Vessel and Piping (PVP) Division Conference included eight sessions on pressure vessel integrity, organized by an international team coordinated by the HSST Program. The program provided the editor for the volume of conference proceedings entitled “Pressure Vessel Integrity—1993.” During the current reporting period, HSST Program personnel published 4 reports and 15 papers and gave 19 presentations at technical society and NRC-sponsored national and international meetings.

2 Fracture Methodology and Analysis

The focus of this task is on the development and validation of dual-parameter stress-based correlations to reflect the effect of crack-tip constraint on the fracture toughness of pressure vessel steels. A single parameter characterization of the temperature-dependent fracture toughness ($K_{IC}$) of pressure vessel steels is used in the present generation of codes, standards, and regulatory requirements. $K_{IC}$ provides an adequate description of the fracture toughness of materials only when a limiting condition of constraint exists at the crack tip. A second parameter is required to characterize fracture toughness when crack-tip constraint departs from the limiting condition. Crack-tip constraint conditions of particular concern in RPV structural integrity evaluations are those associated with shallow flaws and biaxial loading.

Work continued on the evaluation of the Dodds-Anderson scaling model (D-A) and the O’Dowd and Shih constraint characterization (J-Q). Both methodologies incorporate a stress-based characterization of the conditions governing cleavage crack initiation. Elastic-plastic finite-element analyses of the biaxial cruciform test specimen were used to define crack-tip stress fields under both uniaxial and biaxial loading. The analyses showed a nonuniform distribution of hydrostatic stress in the crack-tip stress field under uniaxial fracture loading. Nonuniformity of the crack-tip hydrostatic stress field is incompatible with the assumptions upon which the J-Q methodology is based. A more uniform distribution of the crack-tip hydrostatic stress was predicted under biaxial fracture loading. The differing results were traced to the effect of interaction between the crack-tip and beam-bending inelastic stress fields. The spatial variation of the hydrostatic stress (directly related to Q) appears to seriously compromise usefulness of the J-Q methodology for characterizing constraint effects in three-dimensional (3-D) structures. The J-Q methodology worked well, however, when applied to the analysis of single-edge-notched-bend (SENB) specimens that failed under conditions of plane strain crack-tip constraint.
Executive

The D-A scaling model is simple to use and worked well when applied to the SENB data set identified above. Application of the D-A scaling model to the biaxial test results, however, produced fracture toughness constraint correction factors that varied unacceptably as a function of the distance ahead of the crack tip, selected as the reference distance for scaling the crack-tip stress fields. Investigation is continuing into the causes for the problems encountered with 3-D applications of both the J-Q and D-A methodologies for dealing with constraint effects. An important element of this investigation involves the use of crack-initiation site location data from fractographic examination of broken test specimens to evaluate the validity of the stress-based assumptions upon which the J-Q and D-A methodologies are based.

Response of an RPV wall to crack extension is slow when compared with the speed of crack propagation, because of inertia effects. This disparity in response times can produce a number of crack initiation and arrest events between the first initiation and the final arrest of a crack propagating in a pressure vessel. Some researchers have postulated that consideration of the dynamic initiation and arrest events, occurring within the crack propagation event, could result in the prediction of reduced vessel wall penetration at stable arrest. The dynamic crack initiation toughness testing program was initiated to provide the dynamic fracture toughness (KCI d) data required to evaluate the stability of a crack arrested by dynamic effects. Analyses have been performed to determine the stress intensity factor loading (KCI d) rate relevant to crack propagation during a PTS event. KCI d rates determined from these analyses were in the range 10^4 < KCI d < 10^5. Results from these analyses will be incorporated into the test specification for the dynamic fracture-toughness tests. Additional analysis of the dynamic response of a reactor vessel with a propagating crack are to be performed by the University of Maryland (UM), under an HSST Program subcontract. The UM analysis will determine the effects of structural damping and fluid-structure interaction on KCI d. Results from the UM analysis will also be incorporated into the dynamic fracture-toughness test specification.

Work continued at UM on the investigation of microscopic features important to the analytical modeling of crack initiation and propagation behavior in pressure vessel steels. The investigation uses scanning electron microscopy and optical fractography, coupled with theoretical analysis, to develop a fundamental understanding of the fracture process. A previous phase of this work had demonstrated that high local strain rates must be present to sustain cleavage crack propagation. In the current reporting period, estimates were made of the crack initiation embryo size required for cleavage initiation. The embryo size is a function of the local stress and the resistance to crack propagation.

A final review of results from the Japanese investigation into Elastic-Plastic Fracture Mechanics in Inhomogeneous Materials (EPI) was completed. The objective for the investigation was to develop analysis techniques for predicting ductile crack extension in RPV welds, where mechanical and metallurgical inhomogeneities may exist. The research team concluded that inhomogeneities in prototypical RPV welds were sufficiently small that analysis techniques developed for homogeneous materials produced acceptable estimates of ductile crack extension in pressure vessel welds.

3 Material Characterization and Properties

Work continued on an assessment of margins incorporated into the fracture toughness curves of Appendix G of Sect. XI of the American Society of Mechanical Engineers (ASME) Boiler and Pressure Vessel Code. A review of the data base for the crack initiation toughness (KIC) curve showed that some data points produced at very low test temperatures had not been considered in the formulation of the lower-bound curve currently incorporated in the Code. It was concluded that this omission could have influenced the asymptotic value incorporated into the equation used to define the Code curve. Results from this evaluation were made available to the ASME Section XI Working Group on Flaw Evaluation and were considered by that group when they proposed the recently adopted revision to the equation for the Code KIC curve.

Weibull statistical methods were used to fit a master curve to the data in the ASME Code KIC curve data base. A 5% curve derived from the master curve was shown to bound an appropriate number of the data points. A “master curve” was generated using a small data set generated using 1/2T compact test (CT) specimens. A 5% curve derived from this master curve was also shown to bound an appropriate number of the data points in the ASME Section XI Appendix G data base. This demonstration supports the validity of the analysis methods incorporated into the standard for “Fracture Mechanics Testing in the Transition Temperature Range,” which is currently under development in Committee E08 of the American Society for Testing and Materials (ASTM).

Materials characterization studies were conducted in support of ongoing HSST fracture-toughness testing programs. Cracks in the biaxial test specimens are currently sharpened by fatigue precracking. Tests were made to determine
if alternate, lower cost, crack-sharpening techniques could produce acceptable results. Crack-sharpening techniques evaluated were (1) electron beam discharge machining of the notch and (2) electron beam welding and hydrogen charging. Variability of the fracture-toughness results obtained using the alternate crack-sharpening techniques was found to be unacceptably high. The fatigue crack-sharpening technique will be retained for future biaxial fracture-toughness tests.

Characterization tests were performed on the A 533 B plate material obtained from Combustion Engineering and used in the initial series of biaxial fracture-toughness tests. A significant finding from these tests was that the material had pronounced upper and lower yield points. The trend of increasing stress with increasing strain resumes at a strain of ~1.5%. Accurate modeling of this stress-strain behavior can be important to the accurate analysis of crack-tip stress fields.

An objective for the biaxial fracture-toughness testing program is to simulate some of the important effects of irradiation in the test material. Work was initiated on the development of a heat treatment that would produce prototypical Charpy energy and yield stress properties in the test material. The study of thermal aging effects on the tearing toughness of stainless steel weld material continued. Aging of test specimens at 288°C for 20,000 h was completed. Prototypical A 302 B pressure vessel steel plate material was received from the General Electric Company. Tearing toughness tests on this material will be performed to determine if the anomalous tearing toughness characteristics reported by Materials Engineering Associates for A 302 B material are present in the material used to construct early RPVs. Characterization tests were initiated on the test material.

4 Special Technical Assistance

Constant rate heatup and cooldown is characteristic of transients used to define the pressure-temperature curve for an RPV. Methods derived from computational analysis are currently in use to calculate stress intensity factors (SIFs) for postulated finite-length surface flaws in a pressure vessel under constant rate thermal transient loading. In the current reporting period, closed-form solutions were generated for the thermal stress distribution in an RPV wall during a constant rate thermal transient. Polynomial fits to the thermal stress distribution were then used to generate an expression for the thermal stress contribution to the stress intensity factor for finite-length surface flaws. This expression can be used to provide independent checks on SIF values calculated using the numerically based techniques. Results from this work were made available to members of the ASME Working Group on Flaw Evaluation.

5 Fracture Analysis Computer Programs

Work continued on development of the Fracture Analysis of Vessels, Oak Ridge (FAVOR) computer code. FAVOR is an advanced code for the analysis of RPV failure rates under PTS transient loading. The code is being developed in a manner that will make an executable version of FAVOR available to users without making the source deck available to them. This feature makes possible configuration control of the code. In the current reporting period, influence coefficients for infinite-length surface flaws were integrated into FAVOR, and verification checks were completed. Provision for both detailed and simplified definitions of the PTS transients were also added. Preparation of the FAVOR users guide was 75% completed. HSST Program personnel maintained active participation in the PTS Analysis Methods Benchmarking Project sponsored jointly by the NRC and the Electric Power Research Institute.

A study was made of the impact of including dynamic influences on crack arrest in a probabilistic PTS analysis. Dynamic effects were found to have a significant influence on the conditional probability of vessel failure only when the PTS transient under consideration included a reheat phase. The study was made to assess the utility of a dynamic fracture-toughness testing program to obtain fracture-toughness data appropriate to assessing the crack reinitiation potential following a dynamic crack arrest. Evaluation of results from this study is continuing.

6 Cleavage Crack Initiation

This task provides planning input to fracture technology development tests and evaluates results from those tests. The influence of specimen thickness (B) on the fracture toughness obtained from deep-flaw specimens was evaluated in the current reporting period. The evaluation covered a number of techniques that have been proposed to reflect the effect of specimen thickness (constraint) on fracture toughness. Techniques evaluated included two versions of the technique included in the standard ASTM-399, two versions of the D-A constraint correction technique, and an empirical adjustment proposed by Hagiwara.

Fracture-toughness data from 25-, 50-, 100- and 150-mm thick specimens, fabricated from A 533 B material, were included in the study. All of the data were generated at test temperatures corresponding to the lower transition
temperature range for the material. The material characterization curve was used to adjust data generated at normalized temperatures in the range $-25^\circ C < T - NDT < +5^\circ C$ to a common normalized temperature of $T - NDT = -10^\circ C$. A mean line through the adjusted data showed the mean fracture toughness to decrease by 14% as the test specimen thickness increased from 25 to 150 mm.

The study evaluated (1) criteria proposed to determine when fracture-toughness data can be considered specimen-size-independent and (2) schemes proposed for adjusting fracture-toughness data that do not satisfy the requirements for size-independence. The various screening techniques proposed for assessing size independence of fracture-toughness data produced results that varied considerably. This result indicates that further development of the data screening techniques may be required. A modified form of the Irwin $\beta_C$ correction appeared to work well and was easy to apply. It produced size effects corrections that were consistent with the ASME Code fracture-toughness data base. The D-A correction also worked well.

A statistical evaluation of the transition-range deep flaw fracture-toughness data, using a three-parameter Weibull fit to the data together with a master curve, was also completed. This approach to characterization of size effects in fracture-toughness data is based upon the weakest link theory. The weakest link theory translates into an increased potential for fracture as the length of the crack front, and therefore the potential for a lower-bound weak link to be located within the length of the crack front, increases as the specimen size increases. The mean curve and the $\pm 2 \sigma$ confidence limit curves derived using this method were a very good fit to the data and did not violate the ASME Code lower-bound fracture-toughness curve. Preliminary planning was completed to define the test specimen configuration and the test matrix for an initial series of cruciform beam tests in the experimental investigation of biaxial loading and cladding effects on the fracture behavior of finite-length surface flaws under simulated PTS loading.

**7 Cladding Evaluations**

No activity in the current reporting period.

**8 PTS Technology**

This task generates the fracture technology advances that are incorporated into the FAVOR computer program for the structural integrity evaluation of RPVs, under PTS loading. In the current reporting period, stress-intensity-factor influence coefficients (SIFICs) were generated for a range of finite-length semielliptic axial surface flaws in a clad RPV, with an internal radius-to-wall thickness ratio of 10. The SIFICs were generated using a finite-element computer program (ABAQUUS), which has been shown to conform with the quality assurance requirements for nuclear plant equipment (NQA-1). SIFICs were generated for a number of locations around the crack front of each semielliptic flaw, for each of two cladding thicknesses. Incorporation of this data base of SIFICs into the FAVOR program will give it the capability for rapid and efficient assessment of the impact of finite length axial surface flaws on the probability of through-wall failure of pressurized-water reactor (PWR) RPVs under PTS loading.

Generation of SIFICs for circumferential finite length flaws, and for other vessel internal-radius to wall-thickness ratios, is scheduled for subsequent phases of the program.

SIFICs for semielliptical longitudinal surface flaws were generated for flaw aspect ratios ($2c/a$) of 2, 6, and 10. SIFICs were generated covering the dimensionless flaw-depth/vessel-thickness ($a/w$) range $0.01 < a/w < 0.5$. The influence coefficients are dimensionless and can, therefore, be applied to analyses performed in either English or SI units. Separate SIFICs were generated for each of two typical cladding thicknesses. This feature permits the effect of the discontinuity in the vessel wall stress distribution at the cladding-base material interface to be reflected in the SIF calculation. Quality assurance verification checks were made by comparing SIFs calculated by the FAVOR computer program, using the SIFICs, with SIFs calculated using both an NQA-1 qualified finite-element program, and published SIFs that are available for a subset of the flaw geometries covered by the work reported here. Good agreement was obtained between SIFs generated using the influence coefficients and those generated using the independent methods. Incorporation of these SIFICs into the FAVOR computer program increases the accuracy of a probabilistic analysis of reactor vessel integrity under PTS transient loading and decreases the time required to perform that analysis.

**9 Analysis Methods Validation**

This task is concerned with the validation of fracture analysis methods by means of their application to large-scale fracture experiments. The task objectives are accomplished by means of participation in an international project for the Fracture Analysis of Large-Scale Reference Experiments (FALSIRE). The focus of the first phase of project FALSIRE was on PTS experiments involving both pressure and thermal stresses. The Phase 1 FALSIRE results revealed problems with ductile tearing analysis methods when applied to complex, but prototypical, vessel loading conditions. The objective for the second phase of Project
FALSIRE is to obtain an understanding of the reasons for the analysis methods problems revealed in the first phase. The focus, in phase 2 of the project, is on the response of shallow cracks subjected to mechanical and thermal stresses at temperatures in the transition range. Special emphasis is placed on experiments in which the mode of failure involved a transition from ductile tearing to cleavage fracture.

The following seven large-scale fracture experiments were selected for analysis in phase 2 of the project:

- Spinning cylinder experiment SC-4 from the United Kingdom
- PTS experiment PTS 1/6 from Russia
- Subclad crack experiments DD27&DSR3 from France
- PTS experiments NKS-5&6 from Germany
- Biaxial bending experiment BB-4 from the United States

The tentative schedule of major milestones and phases II of Project FALSIRE is for problem statements to be distributed by November 1993, a review in the fall of 1994 of analysis results generated by the project participants, followed by publication of results from FALSIRE II, in NUREG format, in calendar year 1995. During this reporting period, organization responsibility for FALSIRE II was transferred to a newly created NRC program for International Programs Support (JCN No. B5703).

10 Fracture Evaluation Tests

This task performs testing in support of the other HSST Program tasks, with the exception of Task 12. Shallow-flaw fracture-toughness tests are being conducted on full-thickness clad-beams cut from the RPV from a canceled PWR plant. The tests are being conducted by the National Institute for Science and Technology under an HSST Program subcontract. No tests were conducted in the current reporting period.

An inspection of the ORNL thermal shock test facility was completed. Mechanical elements of the facility were found to be in good condition, but the instrumentation and data collection systems will need to be reactivated if the facility is to be reactivated. This inspection was done as a part of a study of options available for the experimental element of

Finite-element analyses were performed to assess design modifications required to adapt the cruciform biaxial specimen design for testing finite-length shallow surface flaws. Initial tests will be conducted using unclad specimens. The analyses resulted in selection of a configuration of load-diffusion-control (LDC) slots that resulted in a reasonably uniform distribution of biaxial stresses in the test section of the specimen. This LDC slot geometry avoided perturbations of the test-section stress field that could have an unplanned influence on crack initiation behavior. Further analyses were performed to determine the geometry of the finite-length surface flaw to be used in the initial tests in this program. Material for the loading arms was selected and heat-treated to increase its yield stress and thereby ensure that the loading arms can be reused in subsequent tests. Material for the specimen test section was selected and sent for heat treatment and characterization testing.

Fatigue precracking of finite-length flaws can cause uneven fatigue crack growth for any finite-length surface flaw geometry for which the applied SIF varies significantly around the crack front. Uneven crack growth will result in some departure of the fatigue preshared flaw geometry from the desired geometry. In an attempt to overcome this problem, two alternate crack-sharpening techniques were evaluated. The alternate techniques were (1) electrode discharge machining using an electrode with a very small tip radius and (2) hydrogen charging of an electron beam weld. A series of 1T CT specimens was prepared using the above crack-sharpening techniques, together with a control set prepared using conventional fatigue presharpenning techniques. Results from fracture tests on this series of 1TCT specimens showed that both of the alternate crack-sharpening techniques performed acceptably, whereas the fatigue-crack-sharpening technique produced consistently uniform results. Fatigue crack sharpening will, therefore, be used to sharpen the finite length flaws.

11 Warm Prestressing

No activity in the current reporting period.
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12 Biaxial Loading Effects on Fracture Toughness

PTS loading produces a biaxial stress field in the region of an RPV where shallow surface flaws are located and where maximum irradiation damage has occurred. Any effect of biaxial loading on fracture toughness will, therefore, directly influence the structural integrity of an RPV under PTS loading. The focus of this task is an experimental investigation of the effects of biaxial loading on the shallow-flaw fracture toughness of RPV material.

Conceptual design and fabrication of a cruciform test specimen and an associated loading fixture for the biaxial tests was completed in the prior reporting period. In this reporting period, development tests were conducted with the objective of providing the data required to refine critical elements of the cruciform test specimen design. The design elements of concern were (1) the configuration of the LDC slots and (2) the configuration of the constant-depth surface crack, where it joined the center LDC slot. The specimen design objective was to obtain an as-large-as-possible field of uniform biaxial stresses while at the same time ensuring that crack initiations occurred away from the intersection of the crack with the LDC slot. This condition was necessary to ensure that the test results would reflect only the effects of biaxial loading on the shallow-flaw fracture toughness of the material. Stress concentration effects at the intersection of the crack with the LDC slots could not be permitted to influence the fracture initiation process.

The test temperature for these development tests (−45°C) was selected to correspond with a normalized test temperature (\(T - RT_{NPT} = -10°C\)) for which a significant body of shallow-flaw fracture-toughness data existed from previously completed tests on uniaxially loaded specimens. This normalized temperature is in the lower portion of the transition temperature range. Three LDC slot configurations were tested. Crack-mouth-opening displacements and load-line displacements were both measured and used, together with results from finite-element analyses of the test specimen, to define the measured fracture toughness \(K_J\) for each of the tests. Five cruciform specimens were tested during this reporting period, one under uniaxial loading and four under 0.6:1.0 biaxial loading. The test results were used to refine the test specimen design. The final test specimen design was shown to be capable of consistently producing crack initiations near the center of the crack front. Achievement of crack initiation at this location satisfies a basic functional requirement for the cruciform specimen design.

The cruciform test specimen and its loading fixture have been shown to be capable of generating a statistically meaningful body of biaxial fracture-toughness data, under conditions of prototypic constraint, at considerably less cost than previously existing biaxial test facilities. This demonstration satisfies a further basic functional requirement for the cruciform biaxial fracture-toughness testing system.

The tests demonstrated that the fracture-toughness values generated under 0.6:1.0 biaxial loading were ~13% lower than the fracture toughness measured under uniaxial loading. This stress-biaxiality-induced decrease in fracture toughness occurred in a region of the fracture-toughness curve where inelastic deformation contributed 17% to 26% of the measured fracture toughness. A primary effect of biaxial loading is to constrain plastic deformation of material at the crack tip. It is anticipated, therefore, that the effect of biaxial loading on fracture toughness could be greater at normalized temperatures in the middle of the transition temperature range, because the contribution of inelastic deformation to the measured fracture toughness is greater in this normalized temperature range.
The Heavy-Section Steel Technology (HSST) Program is conducted for the Nuclear Regulatory Commission (NRC) by Oak Ridge National Laboratory (ORNL). The program focus is on development and validation of technology for the assessment of fracture-prevention margins in commercial nuclear reactor pressure vessels (RPVs).

RPV structural integrity issues of current concern can be grouped into four primary categories: (1) low-temperature overpressure protection set-point criteria, (2) structural integrity of the pressure vessel when subjected to pressurized-thermal-shock (PTS) loading, (3) evaluation of fracture-prevention margins for reactor vessels containing low-upper-shelf Charpy energy material, and (4) transfer of data from small-scale fracture-toughness surveillance specimens for application to RPVs. The HSST Program is structured to provide the research results required for resolution of these issues. Management direction and control of the program are implemented using a 12-element Level 1 work breakdown structure (WBS) and a linked cost-schedule performance-monitoring system. The current HSST Program Level 1 (WBS) is shown in Fig. 1.1. Each element of the Level 1 WBS represents a separate research or management task with a designated task leader.

Staffing for the research tasks is drawn from the Engineering Technology, Metals and Ceramics, and Computing and Telecommunications Divisions at ORNL. Subcontracts with consultants, universities, and other research laboratories are used to gain access to special expertise and capabilities required for certain research tasks. A summary of resources applied to the HSST research tasks during this reporting period is given in Fig. 1.2.

---

*This report is written in metric units. Conversions from English units for all SI quantities are listed on p. 125 of this report.
A team from Electricité de France visited ORNL on April 9, 1993, for discussions with HSST Program personnel on topics relating to reactor vessel PTS analysis. The current approach to PTS analysis in France is to demonstrate compliance with transient-specific fracture margin requirements using deterministic analysis. There is, however, a growing interest in France in probabilistic ITS analysis methods. The French team was particularly interested in the Fracture Analysis of Vessels: Oak Ridge Program and in the test programs investigating the effects of constraint (shallow flaws and biaxial loading) on fracture toughness.

A team comprised of the HSST and Heavy-Section Steel Irradiation (HSSI) Program managers visited European fracture technology research centers, and one nuclear reactor fabrication facility from May 31, 1993, to June 11, 1993. Objectives for the visit were to (1) obtain a first-hand understanding of RPV structural integrity issues of concern to the European nuclear power community, (2) obtain a detailed understanding of the research in progress aimed at resolving those issues, (3) communicate information on the scope and objectives of the HSST and HSSI research programs to the European research teams, and (4) identify areas where increased interaction would be mutually beneficial to the U.S. and European research programs.

Visits were made to the following research centers:
- Nuclear Research Center—Rez, Czech Republic
- Skoda Laboratory—Plzen, Czech Republic
- Skoda Nuclear Machinery Plant—Plzen, Czech Republic
- Staatliche Materialprüfungsanstalt—Stuttgart, Germany
- Bundesanstalt für Materialforschung—Berlin, Germany
- Electricité de France—Renardiers, France
- FRAMATOME—Paris, France
- AEA Technology—Risley, England
- AEA Technology—Harwell, England

A number of fracture technology research topics of mutual interest were identified as a result of these visits. They represent areas of potential future interaction that could benefit the HSST Program. Specific research topics identified include crack-tip stress-field modeling, crack-tip constraint effects on fracture toughness, development and validation of models to predict precleavage tearing, dynamic fracture-toughness testing, ductile tearing-toughness correlations, fracture toughness of weld material, fracture behavior of subclad flaws, shallow-flaw, and biaxial-loading effects. A trip report providing details of the information obtained during the visits was issued on July 14, 1993.

Information obtained from these visits will be factored into preparation of the HSST Program plan for the FY 1994 performance period (CY 1994). In particular, arrangements were made for interactions that, it is hoped, will permit HSST Program personnel to gain access to the materials data base used to calibrate the European ductile tearing (void formation and coalescence) models. In a reciprocal

Figure 1.2 Resources applied to HSST Program R&D tasks
action, a team from the Nuclear Research Institute in Rez, in the Czech Republic, visited ORNL for a briefing and discussions on the HSST Program biaxial fracture-toughness testing technology.

The American Society of Mechanical Engineers (ASME) Pressure Vessel and Piping (PVP) Division Conference was held in Denver during July 25–29, 1993. The conference included eight sessions on fracture technology developed jointly by Dr. S. Bhandari of FRAMATOME, Professor G. Yagawa of the University of Tokyo, and the HSST Program manager. The sessions were well attended and generated significant discussion. The 28 papers presented in those sessions were published in ASME PVP-Vol. 250, entitled "Pressure Vessel Integrity-1993." The HSST Program provided the principal editor for that volume.

A review of research conducted in the Japanese Elastic-Plastic Fracture Mechanics in Inhomogeneous Structures (EPI) Program was presented to HSST Program personnel and the NRC HSST Program monitor on July 30, 1993, in Denver. The review was presented by a team led by Professor Yagawa. An important finding from this research was that inhomogeneity of prototypical welds did not have any significant influence on the material J-R curves. The study did, however, identify a potential concern for low crack-initiation toughness in the weld fusion-line material. Professor Yagawa provided HSST Program personnel with copies of the final report from the EPI project.

A concept was developed for interpreting J-Q analysis results from tests with varying levels of crack-tip constraint. The concept uses a J-Q failure locus scatter band to define Q-specific corrections to the Q = 0 fracture-toughness curve. The result is a Q-specific fracture-toughness curve. To date a single Q-specific fracture-toughness curve has been produced. The concept appears to have the potential for reducing the volume of J-Q data required for implementing a Q-based adjustment of existing fracture-toughness curves.

Presentations outlining research in progress in the HSST Program were given to European fracture technology research organizations during May 31, 1993, to June 11, 1993; Commissioner Forrest J. Remick on June 28, 1993; and E. S. Beckjord, Director of the NRC Office of Regulatory Research, on September 30, 1993.

During the current reporting period, HSST Program personnel published 2 NUREG/CR reports, 1 letter report, 1 foreign trip report, 4 invited papers in refereed journals, and 11 papers in technical society conferences; and gave 1 technical society volume on pressure vessel integrity, and gave 19 presentations at technical society and NRC-sponsored national and international meetings.
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2 Fracture Methodology and Analysis

B. R. Bass

2.1 Introduction

During this report period, work continued on an investigation of biaxial loading and shallow-flaw effects on constraint and fracture toughness for reactor pressure vessel (RPV) steels; on analytical studies of dynamic crack arrest in RPVs subjected to pressurized-thermal-shock (PTS) loading; and on the development of improved models of cleavage behavior in RP steels.

2.2 Biaxial Loading and Shallow-Flaw Effects on Crack-Tip Constraint and Fracture Toughness

A program to develop and evaluate fracture methodologies for the assessment of crack-tip constraint effects on fracture toughness of RPV steels has been initiated in the Heavy-Section Steel Technology (HSST) Program. Crack-tip constraint is an issue that significantly impacts fracture mechanics technologies employed in safety assessment procedures for commercially licensed nuclear RPVs. A validated technology that incorporates constraint effects is essential to the transfer of fracture-toughness data from, for example, miniature fracture-toughness surveillance specimens to RPVs. The focus of studies described herein is on the evaluation of two stress-based methodologies for quantifying crack-tip constraint [i.e., J-Q theory\(^1\)-\(^5\) and the Dodds-Anderson (D-A) scaling model\(^4\),\(^5\) based on critical stressed volumes] through applications to experimental and fractographic data. Data were utilized from single-edge-notch bend (SENB) specimens\(^6\) and HSST-developed cruciform beam specimens\(^7\) that were tested in HSST shallow-crack and biaxial testing programs. Shallow-crack effects and far-field tensile out-of-plane biaxial loading have been identified as constraint issues that influence both fracture toughness and the extent of the toughness scatter band.

2.2.1 Finite-Element Model of Cruciform Specimen

Three-dimensional (3-D), elastic-plastic, finite-element analyses were performed on the cruciform specimen depicted in Fig. 2.1. Local crack-tip stress fields obtained from these analyses are used in applications of stress-based constraint characterization models. The one-fourth section of the cruciform specimen is represented in the 3-D finite-element model of Fig. 2.2. The model consists of 18,650 nodes and 3,890 twenty-node isoparametric brick elements. Collapsed-prism elements arranged in a focused or centered fan configuration at the crack tip are used to produce a \(1/r\) strain singularity appropriate for inelastic analysis. Reduced integration was employed to eliminate shear locking in the elements. The cruciform specimen is assumed to be supported on a rigid plate under the test section and loaded by uniformly applied forces at the ends of the longitudinal/transverse arms to produce the uniaxial or biaxial bending conditions. The rigid support plate is incorporated into the finite-element model of Fig. 2.2 using a contact element option in the ABAQUS (Ref. 8) finite-element program.

The outermost semicircular ring of nodes in the mesh of Fig. 2.2 (c) has a radius of 2 mm. This radius was extended to 4 mm in a second finite-element model developed for analysis of the BB-2 test [Fig. 2.2 (d)]. The relatively higher failure load (measured in terms of \(J\)) of the latter test required an expanded region of refinement to resolve the stress at a normalized distance of \(r_0/\beta = 5\).

The material properties used for all calculations presented herein include Young’s modulus \(E = 205,170\) MPa, Poisson’s ratio \(\nu = 0.25\), and the piecewise linear stress strain curve for A 533 grade B class 1 steel taken from Ref. 7.

2.2.2 Application of the J-Q Method to Cruciform Specimens

The J-Q constraint analyses reported in this section are based on small strain finite-element formulations. In Appendix B of Ref. 9, the crack-tip constraint analyses described in this section are reported using a finite strain finite-element formulation. Interpretations of biaxial loading effects on stress triaxiality are unchanged from the small strain formulation. This agreement between the finite strain and small strain solutions supports conclusions in Ref. 3 that small strain formulations for J-Q analyses are generally acceptable.

Values of Q-stress are determined from the distributions of opening-mode stress in the crack plane ahead of the tip as a function of applied load for the uniaxial and biaxial specimens, respectively. The variation of Q with \(\theta\) as a function of applied load over the annulus \(2 \leq \theta \leq 5\) for the uniaxial and biaxial loading cases is shown in Figs. 2.3 and 2.4, respectively. In Fig. 2.3, the Q-stress steadily decreases as the applied load is increased and as general yielding develops in the uniaxially loaded specimen. Also,
the Q-stress exhibits a dependence on radial distance with increasing load. The bending field imposed on the beam by the applied loads progressively impinges on the near crack-tip field within the region defined by $r \leq 5$, producing an essentially linear dependence of $Q$ upon $r$ at higher $J$ values.

To quantify changes in the stress triaxiality from a spatially uniform hydrostatic field ahead of the crack, O'Dowd and Shih\textsuperscript{3} defined the mean gradient of $Q$ over the annulus $1 \leq r \leq 5$:

$$Q' = \frac{Q(r = 5) - Q(r = 1)}{4}. \quad (1)$$

The criterion of $|Q'| < 0.1$ was proposed by O'Dowd and Shih\textsuperscript{3} as an indication that the Q-stress field is essentially constant over the annulus $1 < r < 5$. The $Q'$ function was used in Ref. 3 to assess the dependence of $Q$ upon $r$ in analyses of three-point bend bar specimens for a range of crack depths. Values of $|Q'| > 0.1$ were computed at higher loads for deep-crack geometry in these analyses, reflecting the interaction of far-field bending stresses with the near-tip field.

For the uniaxially loaded cruciform specimen, Fig. 2.3 indicates that the criterion $|Q'| < 0.1$ is not satisfied on the annulus $2 < r < 5$ as failure load is approached. The $Q'$ criterion, based on a maximum of 0.1, appears to permit a large variation in Q-stress over the crack-tip annulus. In this case, the variation in Q over the crack-tip annulus is greater than the difference between calculated Q-stress values for uniform and biaxial loading cases. Thus, it remains difficult to support the quantification of crack-tip constraint based on stress conditions in this annulus that

Figure 2.1 Cruciform bend specimen used in HSST biaxial testing program: (a) dimensions of cruciform specimen and (b) detail of crack plane
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are so heavily influenced by the far-field stresses. Consequently, application of the Q-stress methodology under conditions represented by the uniaxially loaded specimen at failure appears to be problematic.

The effect on variation of Q-stress vs $\tilde{r}$ due to addition of the out-of-plane bending load is illustrated by results from the biaxial case given in Fig. 2.4. For this case, Q varies negligibly with $\tilde{r}$ (i.e., $|Q'| < 0.01$) over the annulus $2 \leq \tilde{r} \leq 5$ for the full range of loading. The Q-stress steadily decreases to a value of $-0.6$, where it remains (approximately) constant until failure conditions are reached. This value of Q-stress agrees well with the Q-stress determined at failure for the shallow-crack SENB specimens. Comparison of these results with the uniaxial case in Fig. 2.3 indicates that biaxial loading produces a higher stress triaxiality (as quantified by Q) at failure conditions and a hydrostatic stress field that is more spatially uniform over the annulus $2 \leq \tilde{r} \leq 5$.

The evolution of the J-Q loading path at the midplane of the cruciform specimen for the uniaxial and biaxial loading cases is depicted in Figs. 2.5 and 2.6. The Q-stress is evaluated at distances ahead of the crack given by $\tilde{r} = 2$ and $5$ in Figs. 2.5 and 2.6, respectively. The J-Q loading path for the biaxial case reaches a constant value of approximately $-0.6$ as the loading path turns sharply upward and failure conditions are approached. For the uniaxial case, the J-Q path is sensitive to the choice of $\tilde{r}$ (i.e., Q becomes more negative with increasing $\tilde{r}$), as would be expected from results shown previously in Fig. 2.3. Response of the cruciform specimen in terms of measured pressure (P), load-line displacement (LLD), and crack-mouth-opening displacement (CMOD) data indicated no significant biaxial loading effects for contained yielding conditions. Similar behavior between the uniaxial and biaxial cases for the J-Q trajectory is demonstrated only for values of $\tilde{r} = 5$. For this case, the uniaxial J-Q loading path follows the biaxial path up to a value of $J/(a_0) = 0.24$ (which corresponds to $J \sim 100 \text{kN/m}$ or $KJ \sim 150 \text{MPa} \text{m}^{3/2}$) and then diverges from...
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Figure 2.3 Variation of $Q$ with normalized distance ahead of the crack tip, $X = 0$ mm, uniaxial loading

Figure 2.4 Variation of $Q$ with normalized distance ahead of the crack tip, $X = 0$ mm, biaxial 0.6:1 loading
Figure 2.5  J-Q trajectories at X = 0 mm for a normalized distance rσf/J = 2

Figure 2.6  J-Q trajectories at X = 0 mm for a normalized distance rσf/J = 5
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the biaxial case as yielding increases in the specimens. In Fig. 2.6, the uniaxial and biaxial paths diverge at a Q-stress value of -0.6, a condition that represents substantial loss of triaxiality.

Several observations can be made concerning the J-Q trajectories computed at selected locations ahead of the crack tip in Figs. 2.5 and 2.6. Given the similarity of the uniaxial and biaxial P-CMOD responses at low loads, the expectation is that the J-Q trajectories for the uniaxial and biaxial specimens would exhibit similar behavior. Figure 2.5 depicts the J-Q trajectories computed at \( \dot{\tau} = 2 \), that is, at the location formally defining the Q-stress. The trajectory for the uniaxial case exhibits a significantly higher constraint condition (i.e., higher Q-stress) than the biaxial case for almost the entire loading path. This analytical result is at odds with experimental results that imply the biaxially loaded specimen is the more highly constrained specimen. At failure conditions, however, the uniaxial Q-stress is slightly more negative than the biaxial Q-stress, which is consistent with expected behavior. With increasing distance from the crack tip, the J-Q trajectory for the uniaxial case translates in the direction of decreasing triaxiality (i.e., more negative Q-stress values). For points in that portion of the annulus defined by \( \dot{\tau} = 5 \), the uniaxial and biaxial trajectories are very similar for Q > -0.6 (see Fig. 2.6). However, there is no rationale for quantifying constraint at distances relatively far removed from the crack tip in an annulus where far-field stresses have a strong influence as in the uniaxial case. Fractographic examination of the test specimens (described in Sect. 2.27) showed no evidence of cleavage initiation sites in the annulus under consideration.

Therefore, the cruciform specimens will be interpreted in terms of J-Q trajectories defined at \( \dot{\tau} = 2 \), despite the previously observed inconsistencies between the uniaxial and biaxial trajectories at lower load.

2.2.3 Application of J–Q Method to Shallow-Crack Specimens

The J-Q method was applied to a select number of shallow- and deep-crack SENB specimens as described previously.\(^6\) The Q-stress at failure for the deep-crack specimens was found to be negligible, indicating that these specimens failed under essentially small-scale yielding (SSY) conditions. The shallow-crack specimens, however, were found to have a Q-stress of about \(-0.7 \) at failure, which represents a significant loss of constraint. The opening-mode stresses ahead of the crack tip for the shallow-crack specimens, exhibited a uniform deviation from the SSY solution over a distance of \( 2 \leq \dot{\tau} \leq 10 \) (i.e., spatially uniform). The Q-stress was determined for these specimens only at \( \dot{\tau} = 2 \). These specimens were used to construct a preliminary J-Q toughness locus that could be then applied to RPV analyses.

Results from applications of the J-Q method to the HSST wide-plate tests\(^{10,11}\) were reported previously in Ref. 12. These single-edge-notch tension specimens (a/W \( \sim 0.2 \)) exhibited a significant increase in toughness for cleavage initiation. While the J-Q analysis revealed a loss of constraint associated with the wide-plate tests, the J-Q locus for these tests was not in agreement with the J-Q locus for the limited shallow-crack tests.\(^{12}\) This discrepancy between the shallow-crack and wide-plate J-Q analysis is currently being investigated by reanalyzing both specimen types.\(^*\) This reanalysis has generated a J-Q failure locus based on most of the shallow-crack data and several of the wide-plate results. A preliminary J-Q locus taken from this upcoming report will be presented in the next section with the cruciform data added.

2.2.4 J-Q Failure Locus

A J-Q failure locus for A 533 grade B class 1 steel at one temperature is schematically constructed in Fig. 2.7. This failure locus utilizes J-Q trajectories from analyses of shallow- and deep-crack SENB and HSST wide-plate data performed by Dodds.* The estimated J-Q toughness values for the uniaxially and biaxially loaded cruciform specimen at \( \dot{\tau} = 2 \) are also included. Figure 2.7 depicts the scatter for a toughness locus corresponding to these J-Q trajectories.

The toughness locus implies that reduced stress triaxiality (as reflected in more negative values of Q) is associated with increases both in apparent fracture toughness and in data scatter. The trajectories for the cruciform specimens fall well within the scatter of the failure locus. Also, the tendency for the biaxially loaded specimen trajectory to saturate at a higher stress triaxiality (i.e., less negative Q-stress) and turn abruptly upward suggest that biaxial loading could produce less data scatter in shallow-crack geometric than the uniaxial case.

2.2.5 Fracture-Toughness Scaling Model (Dodds–Anderson)

The D-A scaling model\(^{4,5,13}\) analyzes constraint conditions by determining the area (or volume when considering a 3-D geometry) within a particular stress contour for a finite-body geometry and scaling that area (or

\*R. H. Dodds, Jr., "Constraint Analysis of the Shallow-Crack and Wide-Plate Test Results," to be issued as an NRC report under subcontract to the HSST Program.
Fracture toughness testing and scaling models are discussed in this document. The J-Q failure locus for a 533 grade B class 1 steel at \( T = RT_{NDT} = -10^\circ C \) is shown in Figure 2.7. The data from the HSST shallow-crack program are shown in Figure 2.8 as a function of normalized temperature (\( T - RT_{NDT} \)). The shallow-crack toughness increase can be quantified by a temperature shift of \(-35^\circ C\). The data within the box at a normalized temperature range of approximately \(-10^\circ C\) to \(-25^\circ C\) in Figure 2.8 are reported in Figure 2.9 as a function of crack depth. As expected in a low-constraint geometry, Figure 2.9 shows both an increase in the fracture-toughness values and data scatter from the shallow-crack specimens when compared with the deep-crack specimens. The regression analysis shown in Figure 2.9 indicates a mean shallow-crack toughness value of about 1.6 times the deep-crack toughness, as previously reported.

The fracture-toughness data from the HSST shallow-crack program are shown in Figure 2.8 as a function of normalized temperature (\( T - RT_{NDT} \)). The shallow-crack toughness increase can be quantified by a temperature shift of \(-35^\circ C\). The data within the box at a normalized temperature range of approximately \(-10^\circ C\) to \(-25^\circ C\) in Figure 2.8 are reported in Figure 2.9 as a function of crack depth. As expected in a low-constraint geometry, Figure 2.9 shows both an increase in the fracture-toughness values and data scatter from the shallow-crack specimens when compared with the deep-crack specimens. The regression analysis shown in Figure 2.9 indicates a mean shallow-crack toughness value of about 1.6 times the deep-crack toughness, as previously reported.

Using analysis results from Anderson and Dodds, Wallin has quantified in-plane constraint loss by the following equation:

\[
\frac{J_{FB}}{J_0} = 1 + 176 \left( \frac{J_{FB}}{a_0} \right)^{1.37},
\]

where \( J_0 \) is the SSY or reference value of J, and \( J_{FB} \) is the value of J in the finite-body geometry. The SSY value (\( J_0 \)) was computed from each specimen tested as a part of the
Figure 2.8  HSST shallow-crack fracture toughness results as function of normalized temperature $T - RT_{NDT}$

Figure 2.9  Toughness data at $T - RT_{NDT} = -25$ to $-10^\circ C$ as function of crack depth
HSST Shallow-Crack Program. The plane strain elastic modulus was used to convert from $J$ to $K$.

The $K_0$ values as a function of crack depth in the transition region (i.e., the data subset in Fig. 2.8 within the box) are shown in Fig. 2.10. As indicated in Fig. 2.10, the $K_0$ results are reduced to a toughness level independent of the crack depth of the specimens. When Figs. 2.9 and 2.10 are compared, the deep-crack data in Fig. 2.10 experience little to no reduction to their $K_0$ values, whereas the shallow-crack data are reduced substantially to almost exactly the same toughness level. The regression analysis shown in Fig. 2.10 confirms that the $K_0$ data are independent of crack depth. The mean and standard deviation of the shallow- and deep-crack data are included on Fig. 2.10 as well.

Several conclusions can be drawn from the application of the D-A scaling model to the HSST shallow-crack data. First, the scaling model works very well with the shallow-crack data. The model adjusts both shallow- and deep-crack data to the SSY toughness value. In addition, the scatter in the corrected toughness data was also reduced by the application of the scaling model to the original shallow-crack toughness results. Furthermore, the scaling model is very simple to use in this application. The analysis of the data using the scaling model required no additional crack-tip analysis. The constraint corrections were based on specimen geometry and cleavage toughness results. It appears likely that $J_c$ predictions for shallow-crack geometries could be made from $K_0$ data obtained from deep-crack specimens.

2.2.5.2 Application of Scaling Model to Cruciform Beam Data

Dodds et al.\textsuperscript{13} have also developed a methodology for performing constraint adjustments of fracture-toughness data from test specimens that utilize a $J-Q$ description of the crack-tip stress fields. This methodology has the advantage of being computationally simpler to apply than the stressed-volume technique for constraint correction previously introduced by Dodds and Anderson.\textsuperscript{5} Applications of this simplified approach to data from the uniaxially and biaxially loaded cruciform specimens, which draw upon the $J-Q$ analyses of the previous section, are presented herein.

Two different methods of applying the D-A scaling procedure were used to generate these results.\textsuperscript{*} Both methods

\textsuperscript{*}Private conversation with R. H. Dodds, Jr., Sept. 28, 1993.
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begin with the ratio of the distance ahead of the crack tip, \( \bar{r} \), for the finite-body and SSY solutions, to determine the \( J_{FB}/J_0 \) ratio. Both methods begin the construction with an \( \bar{r} \) value of about 2. The first method holds the finite-body stress constant at \( \bar{r} = 2 \) and determines the distance ahead of the crack tip in the SSY solution that corresponds to that stress (see Fig. 2.11). The second method begins with the SSY stress at \( \bar{r} = 2 \) and finds the distance corresponding to that stress in the finite-body solution(s). Both of these methods are outlined in Fig. 2.11. The first method begins with the finite-body stress at \( \bar{r} = 2 \) or \( r = 2J_{FB}/\sigma_0 \). The distance in the SSY solution that yields the same critical stress is \( \bar{r} = 11.63 \) or \( r = 11.63 J_0/\sigma_0 \). Because the critical distances are assumed equal, \( J_{FB}/J_0 = 11.63/2.0 \) or 5.82. The second method yields a \( J_{FB}/J_0 \) of 2.0/0.621 = 3.22. The second D-A scaling procedure that uses smaller distances ahead of the crack tip is the preferred method in this investigation and will be used to interpret the results.

The \( J_{FB}/J_0 \) results using the D-A scaling procedure for the uniaxial and biaxial cruciform specimens at \( \bar{r} = 1.5 \) to 4 are plotted as a function of distance ahead of the crack tip in Fig. 2.12. Examination of these results leads to several observations. First, the J ratios (and \( J_0 \)) vary as a function of distance ahead of the crack tip. For the uniaxial cruciform, the \( J_{FB}/J_0 \) ratio increases from \(-3\) at \( \bar{r} = 1.5 \) to \(-4\) at \( \bar{r} = 4 \). The biaxial cruciform shows a similar increase in \( J_{FB}/J_0 \) with distance ahead of the crack tip. In Ref. 11, the calculation of \( J_0 \) is considered valid when values determined at \( \bar{r} = 1.5 \) and at \( \bar{r} = 4 \) differ by \( <10 \) percent. The variation in \( J_{FB}/J_0 \) (and \( J_0 \)) shown in Fig. 2.12 is about 25 percent over this range for both the uniaxial and biaxial cases. The D-A scaling model results do not, therefore, meet the criteria established in Ref. 13.

There are two potential explanations for \( J_0 \) varying by more than the accepted criteria of 10 percent. The first is the nature of the cruciform specimen itself, which possesses 3-D stress fields that vary through the thickness. The D-A scaling model allows the use of critically stressed areas ahead of the crack, assuming a relatively constant field through a specimen thickness. The second explanation is the assumption that the stressed areas in these cases are similarly shaped, allowing the comparison of distances ahead of the crack rather than areas. This assumption could lead to variations in \( J_0 \) that might not exist had the D-A scaling model used contour areas. (Future plans call for the cruciform analyses to be reinterpreted using the latter form of the D-A scaling model.)

Figure 2.11 Determination of finite-body to SSY toughness ratio from stresses ahead of crack tip
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Figure 2.12 indicates that the range of $J_{FB}/J_0$ ratios for the uniaxial cruciform is consistent with previous $J_{FB}/J_0$ values for the shallow-crack SENB specimens. The uniaxial cruciform yields values of $J_{FB}/J_0$ between 3 and 4; the shallow-crack SENB specimens yielded $J_{FB}/J_0$ ratios ranging from 1.8 to 5.6, averaging ~2.7. Finally, as shown in Fig. 2.12, the biaxial $J_{FB}/J_0$ ratio is ~25 percent greater than the uniaxial $J$-ratio. This implies greater constraint loss for the biaxial specimen than the uniaxial specimen, a result which is inconsistent with the experimental toughness results. However, these ratios have been determined for a very limited number of tests. Additional tests will be necessary to determine if these trends continue.

The $J_0$ values were calculated for the uniaxial and biaxial cruciform tests for comparison with SENB $J_0$ values using the analytically based $J_{FB}$ values and the $J_{FB}/J_0$ ratios determined at $\bar{r} = 2$. The ratio at $\bar{r} = 2$ was chosen because the Q-stress is typically determined at that location and the biaxial and uniaxial stresses ahead of the crack tip are almost identical at that location (see Fig. 2.11). The $J_0$ and $K_0$ values for the four cruciform tests are shown in Table 2.1 along with the upper and lower SSY toughness results from the shallow- and deep-crack SENB tests; $K_0$ values are also included in Fig. 2.10. As indicated in Table 2.1, all of the cruciform SSY toughness values are within the range of SSY data from the SENB specimens. The $J_0$ values from the biaxial cruciform are near the lower limit of the SENB $J_0$ range; the uniaxial $J_0$ value was nearer the upper limit. Additional data are necessary to determine the full range of SSY toughness values under uniaxial and biaxial loading.

2.2.6 Discussion of Crack-Tip Analyses

The J-Q method and D-A scaling model have been applied to the shallow- and deep-crack SENB tests and the uniaxial and biaxial cruciform tests. Data sets used in these applications are generated from tests of specimen geometries that provide a contrast in analytical modeling requirements. The SENB specimen is modeled in terms of a 2-D plane strain formulation, while the cruciform specimen exhibits a fully 3-D character that must be considered. Analysis results indicate that both methodologies can be used successfully to interpret experimental results from the deep- and shallow-crack SENB specimen tests. Applications of the two methodologies to the cruciform specimen each showed promising features, but they also raised several issues concerning constraint analysis based on near-tip stress fields.
The application of crack-tip analysis to a shallow-crack cruciform specimen under biaxial loading represents a significant challenge for these techniques. Differences in constraint conditions due to a biaxial load are difficult to quantify because of the absence of an appropriate distance parameter. Out-of-plane constraint (i.e., thickness effects) can be quantified in terms of the specimen thickness B. In-plane constraint loss is similarly related to a shallow-crack depth, \( a \) or \( a/W \). Biaxial loading, however, which impacts the crack-tip stresses substantially, has no appropriate length scale or distance parameter to which the constraint condition can be related. Another way of considering the influence of biaxial loading is that the out-of-plane stress appears to make the specimen behave as a larger uniaxial specimen.

Biaxial loading has been shown to have a significant effect on the length parameter corresponding to the plastic zone radius in the plane of the crack (in the remaining ligament). Pennell\(^{15}\) presented a model that utilizes stresses in the region immediately adjacent to the crack-tip elastic-plastic interface to infer the influence of far-field biaxial stresses on fracture toughness. Figure 2.13 (from Ref. 15) depicts
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**Table 2.1** SSY toughness results for the uniaxial and biaxial cruciform specimens

<table>
<thead>
<tr>
<th>Specimen No.</th>
<th>Loading configuration</th>
<th>( J_{FB} ) (kN/m)</th>
<th>( J_0 ) (kN/m)</th>
<th>( K_{FB} ) (MPa√m)</th>
<th>( K_0 ) (MPa√m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BB-1</td>
<td>0.6:1</td>
<td>160</td>
<td>39.4</td>
<td>190</td>
<td>94</td>
</tr>
<tr>
<td>BB-2</td>
<td>0:1</td>
<td>257</td>
<td>79.8</td>
<td>241</td>
<td>134</td>
</tr>
<tr>
<td>BB-4</td>
<td>0.6:1</td>
<td>160</td>
<td>39.4</td>
<td>190</td>
<td>94</td>
</tr>
<tr>
<td>BB-5</td>
<td>0.6:1</td>
<td>174</td>
<td>42.9</td>
<td>198</td>
<td>98</td>
</tr>
</tbody>
</table>

Notes: \( J_{FB}/J_0 \) ratio at \( \gamma = 2 \) was used.
Plane strain relationship between J and K was used.
SENB (shallow- and deep-crack) SSY data were \( J_0 = 35.9-95.8 \) kN/m
or \( K_0 = 90-147 \) MPa√m
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**Figure 2.13** \( S_{IP}/S_e \) stress ratios predicted at the crack-tip plastic zone boundary by modified Inglis equations for plane stress, plane strain, and 1:1 biaxial-loading boundary conditions
the ratio of hydrostatic-to-effective stress ($\sigma_H/\sigma_e$) at the plastic zone radius corresponding to plane stress, plane strain, and 1:1 biaxial loading boundary conditions. The ($\sigma_H/\sigma_e$) ratio is taken as a relevant parameter because of its influence on fracture ductility.

The final impact of out-of-plane biaxial loading is not fully known at this time. It is known, however, that biaxial loading does impact the conditions at the crack tip in a significant manner under conditions of uncontained yielding. Preliminary estimates from Ref. 16 indicated that under contained yielding, changes in initiation toughness due to biaxial effects would not exceed a few percent. Biaxial effects were exhibited in the cruciform specimen at conditions beyond contained yielding. The analyses confirm previously described experimental trends. As shown in Fig. 2.11, uniaxial and biaxial near-tip stresses ($\sigma \leq 2$) are coincident at failure loads. The applied load at which failure occurred in the uniaxial and biaxial specimens is almost identical; however, the critical value of toughness is quite different. Biaxial loading further alters the way that applied load on a cracked specimen is related to the crack-driving force. Biaxial loading also substantially reduces the ductility of a specimen. Additional crack-tip analysis and additional biaxial tests are necessary before the impact of the biaxial loads on the fracture resistance of an RPV is understood.

2.2.7 Cleavage Initiation Sites and Stress-Based Fracture Characterization

Measured fractographic data are being used to assess the relevance of stress-based fracture characterizations to conditions at cleavage initiation sites in SENB and cruciform beam test specimens. (Previous studies that seek to interpret fracture-toughness results through fractographic observations include those of Heerens et al.17) The important elements of this study can be summarized through reference to Figs. 2.14 and 2.15. Fractographic variables, that is, ductile crack extension ($\Delta a$) and distance to cleavage origin ($X$) are defined in Fig. 2.14. Figure 2.15 (a) and (b) depicts normalized opening-mode, near-crack-tip stress distributions from finite-strain analyses of SENB and biaxially loaded cruciform specimens; the stress distributions are plotted vs normalized distance in front of the crack tip. The finite-strain SSY solutions are shown for reference. In Fig. 2.15(c) and (d), normalized distances $[(X + \Delta a)/\sigma_0/J]$ to cleavage initiation sites are plotted for SENB and cruciform bend test specimens. Values for the distance $X + \Delta a$, measured from the tip of the fatigue precrack to the cleavage initiation site, are taken from Table 4.1 of Ref. 9.

The central issue here concerns the location of a preponderance of the cleavage initiation sites relative to that region in front of the crack tip where increasing applied $J$ implies increasing opening-mode stress. In Fig. 2.15(a), an effect of progressive loss of stress triaxiality is to shift the stress peak to the left (i.e., toward the crack tip) relative to the SSY stress peak. Given these conditions, the following question is posed: Do the measured cleavage initiation sites tend to fall in a region of the computed stress field where opening-mode stress is increasing with increasing applied $J$, that is, in Region A of Fig 2.15(a) to the right of the stress peak? (Material points to the left of the stress peak experience a stress field that decreases in magnitude with increasing $J$). The expectation is that a cleavage initiation event governed by a stress-based criterion will occur in a rising near-tip stress field under increasing applied load.
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**Figure 2.14** Schematic defining fractographic variables

Figure 2.15  (a) Distribution of opening-mode stress component for SENB specimen with $a/W = 0.1$ as function of applied load up to crack initiation; (b) distribution of opening-mode stress component for biaxial shallow-crack cruciform specimen; (c) toughness vs normalized distance to initiation site for shallow- and deep-crack SENB specimens; and (d) toughness vs normalized distance to initiation site for uniaxial and biaxial shallow-crack cruciform specimens
Motivation for such adjustments is derived primarily from recognized limitations of the analytical models in representing the micromechanics of fracture processes. Development and application of a micromechanical model based on void formation and strain-softening concepts (e.g., see Ref. 18) could potentially resolve issues related to representation of crack-tip stress fields.

2.3 Dynamic Reinitiation
(C. W. Schwartz* and B. R. Bass)

2.3.1 Introduction

Analyses of certain postulated transient events in RPVs require an understanding of conditions that govern initiation, rapid propagation, arrest, and reinitiation of cracks in cleavage. An important area of investigation concerns the development and validation of a satisfactory dynamic fracture-toughness model applicable to postcleavage arrest conditions in an RPV. The near-term (i.e., a few milliseconds after the previous arrest) initiation of an arrested crack is determined by the dynamic loading on the crack and the material dynamic initiation toughness. An important related factor is that the apparent fracture toughness of low-to-moderate-strength steels is observed to decrease with increasing loading rates for cleavage-dominated fracture in the low-to-midtransition temperature region.19

Candidate fracture mechanics methodologies being used to evaluate the propensity for cleavage reinitiation in an RPV require input of valid dynamic initiation toughness (i.e., \( K_{\text{ID}} \)) data spanning the full range of loading (i.e., \( K_{\text{T}} \)) rates and temperature (i.e., \( T \)) conditions of interest. Consequently, the HSST Program is initiating an analytical and experimental program, described herein, to provide the necessary data. In this program, two important questions must be addressed: (1) What is the \( K_{\text{ID}} \) vs \( K_{\text{T}} \) vs \( T \) (vs irradiation) relationship for the RPV material? and (2) What are the \( K_{\text{ID}} \) ranges expected for the realistic PTS scenarios? The first question is the focus of a proposed reinitiation testing program to be directed by ORNL. The second question is the focus of an analytical investigation, described herein, that seeks to provide guidelines for the reinitiation testing program.

2.3.2 Background

Before investigating the range of credible loading rates for PTS scenarios, it is worthwhile to review previous research regarding the effect of loading rate on measured material fracture toughness and to make some preliminary order-of-
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Fracture magnitude estimates of actual loading rates in RPVs under PTS conditions. For the purposes of the following discussion, "static" conditions are taken to correspond to crack-tip strain rates \( \dot{\varepsilon} \) on the order of \( 10^{-3}/s \) and loading rates \( K_{\text{ld}} \) on the order of 1 MPa\( \sqrt{\text{m/s}} \), and "impact" conditions correspond to on the order of 10/s and \( K_{\text{ld}} \) on the order of \( 10^6 \) MPa\( \sqrt{\text{m/s}} \). These values are consistent with commonly used values in standard references (e.g., Barsom and Rolfe\(^{20} \)).

Material Toughness vs Loading Rate

Barsom and Rolfe\(^{20} \) present test data on the effect of loading rate on fracture resistance for a variety of materials. The trends observed in their data for low-to-moderate strength steels (yield stress < 140 ksi/965 MPa) are shown schematically in Fig. 2.16 in terms of Charpy energies. As shown in Fig. 2.17, Wilson et al.\(^{21} \) found similar trends in terms of \( K_{\text{lc}} \) and \( K_{\text{ld}} \) values for 1018

---

**Figure 2.16** Schematic representation of shift of CVN transition temperature and upper-shelf level due to strain rate (from Barsom and Rolfe\(^{20} \)).

**Figure 2.17** Data due to Wilson et al.\(^{21} \) showing influence of loading rate on fracture toughness of 1018 cold-rolled structural steel (from Freund\(^{22} \)).
cold-rolled structural steel. The general trends in all of the data are that the effect of increasing loading rate is equivalent to a temperature shift in the lower-transition region. For a given temperature, the impact loading curve lies to the right and below the slow loading or "static" curve. However, at higher temperatures corresponding to the upper-transition and upper-shelf regions, the trend is reversed; the slow loading toughness curve crosses the impact loading curve at about the two-thirds point, and the slow loading upper-shelf toughness is shifted substantially below the impact loading value. This behavior in the upper-shelf region is similar to that observed by Joyce and Hackett for ductile fracture. In the context of RPV response under PTS loading, Figs. 2.16 and 2.17 indicate that reduced loading rates may be very beneficial over perhaps the lower third of the transition region; over the middle third, the benefits will likely be less pronounced and more uncertain, while in the upper third and on the upper shelf the effects of reduced loading rates are detrimental and the "static" $K_{IC}$ vs $T$ relation becomes the conservative choice. Freund presents a useful conceptual discussion of this topic in terms of a cleavage fracture model governed by critical stresses vs a ductile tearing model governed by critical strains.

Barsom and Rolfe suggest that in the lower transition region—that is, the region over which a valid $K_{IC}$ can be determined—the effect of loading rate can be incorporated via a temperature shift of the following form:

$$T_{shift} = (150 - \sigma_{YS}) (\dot{\epsilon})^{0.17},$$  \hspace{1cm} (3)

in which $T_{shift}$ is in degrees Fahrenheit, $\sigma_{YS}$ is the room temperature yield stress in kips per square inch, and $\dot{\epsilon}$ is in seconds$^{-1}$. Equation (3) is valid over the range $10^{-3}/s \leq \dot{\epsilon} \leq 10/s$ and for $\sigma_{YS} \leq 140$ ksi (965 MPa). The temperature shift given by Eq. (3) is significantly sensitive to loading rate in the high loading rate region; for A 533 B steel ($\sigma_{YS} = 65$ ksi/445 MPa), reducing $K_{Id}$ from the impact value of $10^6$ MPa√m/s to a value $10^5$ MPa√m/s corresponds to a temperature shift of ~85°F.

Shabbits presents $K_{Id}$ vs $\dot{K}_{Id}$ vs $T$ data specific to A 533 B steel. These data are reprinted here as Fig. 2.18. Note that the data in Fig. 2.18 span more than just the lower-transition region. The Charpy upper shelf for A 533 B is reached at a $T - RT_{NDT}$ value of about 135 to 200°F (75 to 100°C) from Naus et al. Consequentially, only the data in Fig. 2.18 for $T - RT_{NDT}$ values less than about 60°F correspond to the lower third of the transition region over which reduced loading rates are thought to be strongly beneficial. For temperatures within this range, the data in Fig. 2.18 suggest that a reduction of $K_{Id}$ from the impact value of $10^6$ MPa√m/s to a value of $10^5$ MPa√m/s corresponds to a maximum increase in $K_{Id}$ on the order of 100%.

Note that the data in Fig. 2.18 show a much more pronounced increase in $K_{Id}$ with decreasing loading rate for $T - RT_{NDT}$ values of 75°F and above, which corresponds to the upper-transition and upper-shelf regions. These trends at high temperatures are contrary to

**Figure 2.18** $K_{Id}$ vs $\dot{K}_{Id}$ for A 533 B at several temperatures as reported by Shabbits (from Keeney-Walker and Bass)

<table>
<thead>
<tr>
<th>Temperature (°F)</th>
<th>$K_{Id}$ (ksi√in/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>125</td>
<td>125</td>
</tr>
</tbody>
</table>
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Fracture observations by Barsom and Rolfe, Wilson et al., and Joyce and Hackett. This may be due to the different materials used in the various studies and the potentially different fracture mechanisms. Nonetheless, given these discrepancies and the sparseness of the high-temperature data in the Shabbits data set, the high-temperature curves in Fig. 2.18 should probably be viewed with some reservations.

Factors other than loading rate may also significantly influence cleavage reinitiation. For example, the fracture toughness for cleavage reinitiation may be reduced because of a sharper crack front, although this effect may be mitigated somewhat by increased crack-tip yielding. On the other hand, the fracture toughness for reinitiation may be increased because the prior crack arrest may occur at a tough zone. Ductile tearing before cleavage may also significantly influence reinitiation toughness. Given that loading rate effects on J-R curves for purely ductile fracture show increasing fracture resistance with increasing loading rate (Joyce and Hackett), it is conceivable that small amounts of precleavage ductile tearing at high loading rates might elevate the subsequent apparent cleavage fracture toughness. “Latency” effects—that is, the duration of crack arrest—may also be important, as argued by Shockey et al. If this is true, then the material toughness behavior may need to be described by a $K_{Id}$ vs $K_{Id}$ vs time duration vs $T$ relationship. This three-parameter (or four-parameter, if irradiation is also included) relationship will greatly complicate material characterization. Many of the complexities outlined above will be very difficult to evaluate quantitatively in a credible, defensible fashion.

Preliminary Estimates of Maximum Loading Rates under PTS Scenarios

Freund showed for linear-elastic fracture mechanics (LEFM) conditions that a suddenly arresting crack in an infinite body under static remote loading maintains a constant $K_{Id}$ after arrest—that is, $K_{Id}$ equals zero. Consequently, $K_{Id}$ must be the product either of time-dependent loading effects or of finite geometry effects—that is, the dynamic response of a finite structure.

The external loading rates during PTS scenarios are relatively slow. The pressure and thermal variations occur over intervals of minutes, while the intervals between initiation, arrest, and subsequent reinitiation are on the order of tens of milliseconds, at most. Consequently, time-dependent loading effects will not be a significant contributor to $K_{Id}$ for PTS conditions.

The finite nature of the RPV geometry leads to significant dynamic effects within the vessel. This has been shown by Keeney-Walker and Bass for a prototypical RPV geometry under realistic PTS loadings for LEFM conditions. Their computed $K_{Id}$ vs time history, reprinted here as Fig. 2.19, exhibited a significant oscillatory component, with amplitudes (peak to trough) of $\sim 50 \text{ MPa}\sqrt{\text{m}}$ and a period of $\sim 1$ to 2 ms. Their estimated peak $K_{Id}$ values on the order of $10^4$ to $10^5 \text{ MPa}\sqrt{\text{m}/s}$, when combined with the Shabbits material property data, had a significant effect on the predicted reinitiation and crack jumps in their application-mode analyses. However, all of the computed reinitiations occurred at temperatures in excess of $100^\circ\text{C}$, which is well beyond the lower-transition region and in the temperature range in which the Shabbits data set is sparse and questionable.

Conceptually, the dynamic response of an RPV can be divided into gross structural response and stress-wave effects. For stress-wave loaded cracks under LEFM conditions, which can be taken as the limiting case of an “instantaneously” loaded crack, analyses by Freund suggest $K_{Id}$ values approaching $10^6 \text{ MPa}\sqrt{\text{m}/s}$. To estimate the corresponding order-of-magnitude upper bound for $K_{Id}$ for the more relevant condition of a PTS event, we need both the characteristic maximum amplitude of the dynamic response and its corresponding minimum period. Each of these can be reasonably estimated to within 1 or 2 orders of magnitude.

Keeney-Walker and Bass indicate a $K_{Id}$ range of $100 \pm 50 \text{ MPa}\sqrt{\text{m}}$ between arrest and reinitiation/peak response. Examination of their calculations for the detailed dynamic response, reprinted here as Fig. 2.19, suggests a peak-to-trough $K_{Id}$ amplitude on the order of a few tens of megapascals per square root meter. Experience with other dynamic fracture analyses (e.g., the wide-plate test series) suggests a minimum $K_{Id}$ amplitude on the order of a few tens of megapascals per square root meter, which is consistent with the Keeney-Walker and Bass RPV calculations.

Estimating a lower bound for the characteristic period of the dynamic response is perhaps more difficult. The natural periods of the lower structural vibration modes for an RPV are typically much longer (on the order of several milliseconds to several tens of milliseconds) and therefore of much less interest than the stress-wave travel times through the vessel. For a vessel with radius $R = 2 \text{ m}$, $t/R = 0.1$, and A 533 B properties, the through-thickness stress waves have travel times (out and back) on the order of 0.1 ms and the circumferential stress waves have travel times (one circumference) on the order of a few milliseconds. While the results obtained by Keeney-Walker and Bass are not related to stress-wave effects, these wave travel times are broadly consistent with the
characteristic period found in Ref. 27, as shown in Fig. 2.19.

Combining these estimates yields a reasonable upper bound for the $K_{ld}$ values likely to be observed in an RPV under PTS conditions. A maximum $K_{ld}$ amplitude on the order of $10 \text{ MPa} \cdot \sqrt{\text{m}}$ over a minimum time interval on the order of 0.1 and 1 ms produces a maximum $K_{ld}$ estimate of $10^4$ to $10^5 \text{ MPa} \cdot \sqrt{\text{m}} / \text{s}$. Although this is still a high loading rate, it is 1 to 2 orders of magnitude below the value estimated from Freund for purely stress-wave loaded cracks under LEFM conditions (i.e., “instantaneously” loaded cracks). Note that this loading range rate is also consistent with the findings of Keeney-Walker and Bass.

It must be remembered that all of the above estimates are based upon highly idealized vessel and material conditions. Potentially significant departures from these idealized conditions include the following: (1) crack-tip plasticity, viscoplasticity; (2) inherent material damping; (3) finite crack, other 3-D effects; (4) energy dissipation in the axial direction, for example, axial vibrations; (5) energy dissipation through vessel fluid-structure interaction; (6) analytical artifacts, for example, spurious vibrations and mesh refinement effects.

2.3.3 Analysis Program

The present study is focusing on a series of dynamic finite-element analyses of the postarrest $K_{ld}$ values for an infinitely long axial flaw in an otherwise prototypical RPV vessel under realistic PTS loading conditions. The primary parameters being considered in this study are the arrested crack length, inherent material damping, and fluid-structure interaction effects (in an approximate way). Instantaneous $K_{ld}$ values will be computed at each time step in each analysis, and the frequency distributions of the computed $K_{ld}$ values compared for the various parameter combinations. Results of these analytical studies will be described in the next reporting period.

2.4 Cleavage Behavior in Nuclear Vessel Steels

(G. R. Irwin and X. J. Zhang*)

During this report period, work continued at the University of Maryland to develop improved models of cleavage behavior for nuclear vessel steels in the transition temperature range. The emphasis in these studies is placed

*Department of Mechanical Engineering, University of Maryland, College Park.
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on the temperature region extending from near nil-ductility
temperature (NDT) to loss-of-cleavage temperature.
Elements of the cleavage processes are being investigated
with scanning-electron microscopy (SEM), optical
fractography, and theoretical analysis. Prior results\textsuperscript{28} have
emphasized that a consistent understanding of the
initiation, spreading, and arrest of cleavage in steels is
possible only when the role of very high local strain rates
is taken into account.

Among the features associated with cleavage behaviors in
steels, the spreading of cleavage through ferrite grains is of
major importance. For this nearly crystallographic event to
occur, cleavage must start and spread from a nearly
crystallographic cleavage embryo produced in some
manner. Figure 2.20 shows potential origin locations for
formation of cleavage embryos. For plausibility of
occurrence, such an embryo must be quite small. However,
it must be large enough so that the crack extension driving
force, \( G \), is as large as the resistance to spreading. Table
2.2 shows estimates of this size corresponding to assumed
values of tensile stress, \( \sigma \), and of the resistance to
spreading, \( R \). In the clumps of debonding carbide particles,
which were cleavage origin locations, the particle size was
in the 0.1- to 0.2-\( \mu \)m range. A cleavage embryo size larger
than the particle size seems unlikely. From Table 2.2, the
size corresponding to the smallest \( R \) and the largest \( \sigma \)
seems best. Figure 2.21, from Ref. 29, shows values of
plastic flow stress across a wide range of strain rates for
\( \alpha \)-iron. Because the steels of interest are stronger and

\begin{table}
\centering
\begin{tabular}{|c|c|c|}
\hline
\( \sigma/E \) & \( a \) (\( \mu \)m) & \( a \) (\( \mu \)m) \\
& (for \( R=20 \) J/m\(^2\)) & (for \( R=40 \) J/m\(^2\)) \\
\hline
1/40 & 0.12 & 0.24 \\
1/60 & 0.27 & 0.55 \\
1/80 & 0.48 & 0.97 \\
\hline
\end{tabular}
\caption{Cleavage embryo size estimates for several values of local stress, \( \sigma \), and resistance to spreading, \( R \)}
\end{table}

because local region strain rates applicable to Fig. 2.20
may be larger than \( 10^5/s \), a local region stress high enough
for the 0.12-\( \mu \)m embryo size in Table 2.2 is plausible.

2.5 Elastic-Plastic Fracture Mechanics
in Inhomogeneous Materials and
Structures (B. R. Bass)

2.5.1 Final Review Meeting

A final review meeting concerning the Japanese Elastic-
Plastic Fracture Mechanics in Inhomogeneous Materials
and Structures (EPI) Program was held in Denver,
Colorado, on July 30, 1993.

The principal objective of the EPI Program is to inves-
tigate elastic-plastic crack extension phenomena in

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{figure220.png}
\caption{Schematic pictures of cleavage embryo formation}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{figure221.png}
\caption{Stress as function of plastic strain-rate at several temperatures for \( \alpha \)-iron (Ref. 29). Extrapolation toward \( \dot{\alpha} = 10^6 \text{s}^{-1} \) is indicated}
\end{figure}
inhomogeneous materials and structures, aiming at the
development of estimation schemes of fracture resistance
applicable to structures with material inhomogeneities. The
Japanese consortium responsible for the EPI Program was
organized in July 1988 as a subcommittee of the Nuclear
Engineering Research Committee of the Japan Welding
Engineering Society (JWES). The EPI subcommittee in
Japan consists of 9 universities, 3 research institutes, and
21 companies.

Professor G. Yagawa, Department of Nuclear Engineering,
University of Tokyo, serves as chairman of the
subcommittee. The HSST Program, on behalf of the U.S.
Nuclear Regulatory Commission (NRC), is the sole U.S.
participant in the EPI Program. The work of the EPI
Program was completed in 1992.

2.5.2 Summary of Results

The program for the meeting, organized by Professor
G. Yagawa, included seven Japanese presentations that
reviewed the results and conclusions derived from the
various EPI Program subtasks. These presentations also
included opportunities for discussion of results among the
participants in the meeting.

Results were reported from each of the three working
groups (WGs) (i.e., Theoretical WG, Experimental WG,
and Estimation Scheme WG) set up under the EPI
subcommittee to carry out objectives of the program.
Fracture-toughness testing was performed on specimens
from two source plates: (1) submerged-arc welded A 533
grade B class 1 (A 533 B) steel and (2) an electron-beam
welded plate consisting of A 533 B and high-strength HT
80 steels. Experimental studies performed on these
materials include tensile tests, residual stress measure-
ments, stable crack extension in compact tension and
surface-cracked specimens, and direct measurements
of surface crack-tip displacement fields by Moiré
interferometry. The effects of material inhomogeneity on
the evaluation of fracture parameters were studied using
finite-element methods and experimental data from the two
source plates. Three simplified engineering estimation
schemes (i.e., GE/EPRI method, R6 method, and
reference-stress method) were evaluated in applications to
crack extension experiments on homogeneous and welded
specimens of A 533 B steel. Results obtained thus far
indicate that these conventional estimating schemes can be
applied in the inhomogeneous material regime with
appropriate modifications of material properties. However,
differences in material properties of the base and weld
metals were modest, with only a 15% difference in yield
stress for the two metals. Because these differences in
material properties are considered typical of RPVs, the
research findings confirm that effects of inhomogeneities
associated with current standard-practice welds are small
and not a significant RPV structural integrity assessment
issue in the United States. Applications of the simplified
schemes to the bimaterial A 533 B-HT80 specimens,
which exhibit a substantially greater difference in material
properties, are presented in the final report on the EPI
Program for 1993. [It is recognized that the bimaterial
(A533B/HT80) specimens are not relevant to HSST
objectives that focus on RPV fracture evaluations.]

Detailed results from the EPI Program are summarized in
the annual reports issued by the Japanese EPI
Subcommittee.
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3 Material Characterization and Properties

R. K. Nanstad

Primarily for internal management and budgetary control, the Heavy-Section Steel Technology (HSST) Program created a separate task (Task H.3) for the work on material characterization and properties determinations. However, for the reader’s convenience, some contributions to this report are placed within other chapters according to the larger tasks that correspond to the particular material studied.

3.1 Margin Assessment for Fracture-Toughness Curves
(D. E. McCabe, R. K. Nanstad, and J. A. Keeney)

3.1.1 Development of Transition Region Fracture-Toughness Testing Standard

The Electric Power Research Institute (EPRI) data base used to develop the lower-bound $K_{IC}$ curve has been evaluated using the Weibull statistical methods suggested in the proposed “Test Practice (Method) for Fracture Toughness in the Transition Range,” Draft 6, that is currently under development in American Society for Testing and Materials (ASTM) Committee E08 on Fatigue and Fracture. The median $K_{IC}$ for these data is defined reasonably well with a master curve defined therein; a 5% confidence curve bounds an appropriate number of data values (Fig. 3.1). To further test the proposed practice, data from six 1/2T compact specimens of a low-upper-shelf steel weld metal were used to establish a master curve and 5% confidence curve. These are shown with the EPRI $K_{IC}$ data base in Fig. 3.2. This demonstrates that small specimens can be used to characterize data for large data bases and for large specimens.

A workshop, entitled “Issues Pertinent to Development of the Fracture Mechanics Test Procedure for Toughness in the Transition Temperature Range,” was organized for the ASTM Committee E08 meetings in Atlanta on May 18, 1993. Seven authoritative speakers were invited to

![Figure 3.1](image-url)  
**Figure 3.1** Master curve (solid line), 5% confidence on master curve (dashed line), ASME lower-bound $K_{IC}$ curve (dotted line), and EPRI $K_{IC}$ data
Figure 3.2 Master curve and 5% confidence curve developed from six 1/2T compact specimens and drop-weight NDT tests on Midland weld WF-70 and EPRI $K_{IC}$ data

Data for test temperatures lower than -160°C had been omitted from the lower-bound curve fit; as a consequence, the lower-bound asymptotic value had been set at 36.5 MPa/√m (33.2 ksi/√in.) instead of the actual 26.1 MPa/√m (23.7 ksi/√in.) lower bound of all the data (Fig. 3.4).

A comparison is made here that reflects a new philosophy on how data scatter in $K_{IC}$ type tests can be managed so that the transition temperature can be more accurately defined. The ASME curve represents a concept that massive data collection can be used to establish a lower-bound curve of universal shape. Also transition temperature effects from empirical tests are reliably related to the sharp crack fracture mechanics transition behavior of materials. The Weibull approach uses the more easily (and more accurately) defined median of data scatter from relatively few fracture mechanics tests to establish the transition temperature. Data scatter characteristics of transition temperature data are defined, and consequently a confidence limit approach to establishing a lower bound of fracture toughness can be adopted.

3.1.2 Evaluation of the Bases for the ASME $K_{IC}$ Curve

The objective of this task was to review the data reported in the EPRI report, entitled “Flaw Evaluation Procedures: ASME Section XI,” and compare it to the lower-bound plots in Appendix A of Sect. XI of the “American Society of Mechanical Engineers (ASME) Boiler and Pressure Vessel Code.” The $K_{IC}$ curve used in the code was manually constructed, and this curve did not fit the commonly used mathematically expressed $K_{IC}$ curve of the EPRI report (Fig. 3.3). Also shown is an alternative expression developed later by Yukawa with modified constants designed to more closely fit the manually constructed curve.

A few errors of little significance to the construction of the lower-bound curve were found in the EPRI $K_{IC}$ tabulated data.

Data from the Heavy-Section Steel Irradiation (HSSI) Program were used to evaluate the two proposed
Figure 3.3 EPRI $K_{IC}$ data and three lower-bound curves. Hand-drawn curve, ASME Code prior to 1993 (solid line), EPRI equation (dashed curve), and Yukawa fit to old ASME curve (dotted curve).

Figure 3.4 Plot of entire EPRI data bank showing all 174 data values. Weibull master curve, 5% and 1% Weibull confidence and EPRI curve.
Material

mathematical lower-bound $K_{IC}$ curves. Included in this data set were two weld metals and more than 200 compact specimens ranging in size from 1T to 8T (Fig. 3.5). These data were found to be bounded by the EPRI curve, and this information was passed along at ASME Code meetings and to the Working Group on Flaw Evaluation. This resulted in the adoption of the EPRI equation to replace the former ASH4E $K_{Ic}$ curve. The changes were officially published in the 1992 Addenda to Section XI. The equation used is

$$K_{IC} = 33.2 + 20.734 \exp \left[0.02(T - RT_{NDT})\right] \text{ksi}\sqrt{\text{in}}.$$  


### 3.2 Characterization of Materials for Structural Tests (S. K. Iskander, J. J. Henry, Jr., and E. T. Manneschmidt)

The results of tests to characterize and develop materials for several HSST Program tasks are presented here. Given first is a comparison of the fracture toughness of 1T compact C(T) specimens with initial notch prepared with three different techniques. These 1T C(T) specimens were tested at temperatures that correspond to lower-shelf and lower-transition temperatures.

Also included are posttest tensile properties of material from the development phase of the biaxial beam tests (an A 533 grade B class 1 plate material remaining from the WP-CE specimen halves).

Plans for several of the HSST tasks require the use of materials whose relevant properties simulate “prototypical” irradiated reactor pressure vessel (RPV) base and clad metal properties. A typical RPV steel with potential to simulate the required irradiated base metal properties is a specially heat-treated A 533 grade B plate. Tensile and Charpy V-notch (CVN) impact tests on A 533 grade B plate in two heat-treated conditions have been performed. Also, the fracture toughness of several surrogate cladding materials has been measured. The development of these surrogate materials is ongoing and will be presented when this subtask is complete.

Some characterization (the $RT_{NDT}$) of the weld metal from a circumferential weld of an unused RPV was determined and presented in the previous semiannual. Tensile and CVN tests have since been performed, and more characterization on the axial weld from this same vessel is planned and will be reported when the characterization tasks are completed. The axial weld from the same vessel is being used in the full-thickness shallow-flaw beam tests performed at the National Institute for Standards and Technology (NIST).

---

**Figure 3.5** Three lower-bound curves shown in Fig. 3.3 with EPRI and HSSI Fifth Irradiation Series $K_{IC}$ data
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3.2.1 Effect of Notch Preparation on Fracture Toughness (S. K. Iskander, R. L. Swain, and W. J. McAfee)

The standard ASTM methods to determine fracture toughness prescribe fatigue precracked initial notches. For large test specimens with long flaws, this may be impractical, and the HSST Program has often used the electron-beam/hydrogen (EB/H₂) charging technique pioneered by Canonico and Hudson.² This method has been used for both the thermal shock and the pressurized-thermal-shock series of tests.³ Flaws for the biaxial beam tests performed to date have been prepared using fatigue precracking that, because of the specific manufacturing sequence of these beams, is time-consuming and expensive. A small task to explore more efficient notch preparation techniques for the biaxial beams has been completed and summarized below.

Initial notches were prepared in 1T C(T) specimens in the L-S orientation by (1) fatigue precracking, (2) electro-discharge machining (EDM) of a flaw with a 0.050-mm (0.002-in.) root radius, and (3) hydrogen charging an electron-beam weld. None of the specimens were side-grooved. The 1T C(T) specimens were machined from HSST Plate 14 in the as-received condition. The CVN impact energy of material from HSST Plate 14 (A 533 grade B class 2) in the as-received condition in the L-S orientation is given in Fig. 3.6. The 41-J transition temperature is −6°C. It is noteworthy that tests on an A 212 grade B material [used for the High Flux Isotope Reactor (HFIR) RPV] in this same orientation exhibited a very narrow transition temperature region, with energies well in excess of 250 J on the upper-shelf region.⁴ Temperatures of −85°C and −30°C were chosen for testing the 1T C(T) specimens. These temperatures would probably bracket the range of test temperatures for the biaxial beams and correspond to lower shelf and lower transition, respectively.

The cleavage initiation fracture toughness (KIC) of the material was first determined using the standard fatigue precracking technique. Six specimens were tested at each of the two temperatures. The mean KIC values [and standard deviation (σ)] are 49.7 (7.1) and 112.9 (23) MPa·m¹/² at −85°C and −30°C, respectively. Six tests at each of these two temperatures were made on the specimens prepared by EDM of a flaw with a 0.050-mm (0.002-in.) root radius. Otherwise, the geometry was that of the standard 1T C(T) specimen. The means (and σ's) were 115 (20) and 238 (38) MPa·m¹/². Thus, the apparent “KIC”
Six tests at -30°C were performed on specimens with notches prepared by EB/H₂ charging. Three of the six specimens had a pop-in, and the average Kₚc of these specimens was about 30% higher than that of the fatigue precracked specimens, whereas it was 30% lower in the three specimens that did not experience a pop-in. Hydrogen that remained in the flaw region may have influenced the results. The six remaining 1T C(T) specimens with an EB/H₂ flaw were baked at 140 to 150°C for 90 h to drive out the residual hydrogen that may have been in the flaw region and could have influenced the results. They were then tested at -30°C. The mean and standard deviation of the Kₚc’s for these six specimens are 105 and 41 MPa·√m, respectively, compared to 113 and 23 MPa·√m for the six fatigue precracked specimens. Thus, the mean for the baked specimens is about 7% lower than the mean for the precracked specimens. The corresponding figures for the six EB/H₂ specimens that were not baked are 112 and 37 MPa·√m. Thus, remnant H₂ does not seem to have played a major role in the mean values or the scatter of the data. The mean and standard deviation for all 12 EB/H₂ specimens are 109 and 37 MPa·√m, respectively. Thus, the mean Kₚ of all 12 EB/H₂ specimens is only 4% lower than that of the precracked specimens, but the scatter is significantly higher.

3.2.2 Young’s Modulus and Poisson’s Ratio Measurements for CE-WP Material

Some of the first biaxial tests were performed using an A 533 grade B class 1 material that was previously used in the HSST Combustion Engineering (CE)-Wide Plate (WP) series of tests, and some limited information exists from the characterizations performed by both CE and Oak Ridge National Laboratory (ORNL). Recently, stress-strain curves, Young’s modulus, and Poisson’s ratio were measured as a function of temperature for the CE-WP material. The material originated from the HSST CE-WP test specimen halves. The 1 × 1 × 0.1 m wide plate test sections were from a 244-mm-thick plate that was split through the thickness middle.

Six 6.35-mm (0.25-in.) gage diameter tensile specimens were machined so that the longitudinal axes were in the transverse orientation (T-orientation specimens). The fracture plane for T-orientation specimens would then be parallel to that in which the flaw propagated in the biaxial tests. Two specimens were tested at each of the following temperatures: room temperature (23), -18, and -46°C (73, 0, and -50°F). In addition to these six specimens, two tensile specimens were machined in the same plane but in the L-orientation, i.e., normal to the T-orientation, and were tested at room temperature only. A clip-on extensometer* was used to obtain a stress-strain curve that could be digitized from the vicinity of yielding to about 25% strain.

The data from all eight tests have been digitized into a spreadsheet format. After digitizing, an apparent Young’s modulus was calculated by regression fitting a straight line to the initial portion of the stress strain curve. This Young’s modulus may not be accurate† because of the limitations of the extensometer. The elastic strain was then subtracted from all the recorded strains, to give a set of values of plastic strain and stress. All strain values mentioned in this report are the engineering strain, defined as the change in the gage length divided by the original gage length. Elastic strains were then calculated from more accurately measured values of Young’s modulus as described later and added to the plastic strains to give the final stress-strain. Figure 3.7 shows the resulting stress-strain curves for all the T-orientation specimens tested. This material exhibits pronounced upper and lower yield points, which may be important in the numerical analysis of the crack-tip stresses. A typical stress-strain plot of that region is shown in Fig. 3.8. There is no significant difference in the stress-strain curves between specimens machined in either the transverse or longitudinal orientations, as may be seen in Fig. 3.9. The measured tensile strength properties as a function of temperature have been summarized in Table 3.1 and plotted in Fig. 3.10. The figure also compares the recently measured room temperature transverse tensile strengths to those published in NUREG/CR-5408 (Ref. 6). The observed differences are probably caused by scatter of properties due to the different locations in the plate from which the test specimens were obtained.

---

*The yield and ultimate strengths can be obtained from a load-stroke chart.
†To the author’s knowledge, the class A or B-1 extensometer prescribed in ASTM E 111 for determination of Young’s modulus are not commercially available as clip-on extensometers and, as described later, electric resistance strain gages were used.
Figure 3.7 Stress-strain data for all the T-orientation specimens from the WP-CE material used in the initial biaxial beam tests

Figure 3.8 Magnification of typical stress-strain yielding behavior of the WP-CE material showing upper and lower yield points
Figure 3.9 Comparison of stress-strain curves in longitudinal and transverse orientations at room temperature for WP-CE material

Table 3.1 Tensile properties of A533 grade B class 1 material (WP-CE) used in the first series of biaxial tests

<table>
<thead>
<tr>
<th>Specimen</th>
<th>Temperature [°C(°F)]</th>
<th>0.2% yield [MPa (ksi)]</th>
<th>Ultimate [MPa (ksi)]</th>
<th>Total elongation (%)</th>
<th>Reduction of area (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal to rolling direction (transverse)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CEWPT6</td>
<td>-46 -50</td>
<td>466 67.6</td>
<td>642 93.1</td>
<td>27</td>
<td>67</td>
</tr>
<tr>
<td>CEWPT5</td>
<td>-46 -50</td>
<td>470 68.2</td>
<td>641 92.9</td>
<td>28</td>
<td>70</td>
</tr>
<tr>
<td>CEWPT3</td>
<td>-18 0</td>
<td>439 63.7</td>
<td>615 89.2</td>
<td>27</td>
<td>69</td>
</tr>
<tr>
<td>CEWPT4</td>
<td>-18 0</td>
<td>459 66.5</td>
<td>618 89.6</td>
<td>26</td>
<td>71</td>
</tr>
<tr>
<td>CEWPT2</td>
<td>23 73</td>
<td>411 59.6</td>
<td>578 83.8</td>
<td>28</td>
<td>72</td>
</tr>
<tr>
<td>CEWPT1</td>
<td>23 73</td>
<td>421 61.1</td>
<td>578 83.8</td>
<td>26</td>
<td>71</td>
</tr>
<tr>
<td>Parallel to rolling direction (longitudinal)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CEWPL2</td>
<td>23 73</td>
<td>421 61.1</td>
<td>578 83.8</td>
<td>26</td>
<td>71</td>
</tr>
<tr>
<td>CEWPL1</td>
<td>23 73</td>
<td>422 61.2</td>
<td>583 84.6</td>
<td>28</td>
<td>72</td>
</tr>
</tbody>
</table>
The static Young’s modulus ($E$) and Poisson’s ratio ($v$) were measured as a function of temperature ($T$) in the $T$-orientation and in the temperature range $-100 \leq T \leq 24$ ($T$ in °C) $[-148 \leq T \leq 75$ (°F)] and can be calculated from

$$E = 206 - 0.0809 T \quad \text{(in GPa and } T \text{ in °C}),$$

$$E = 30.1 - 0.00652 T \quad \text{(in 1000 ksi and } T \text{ in °F}),$$

and

$$v = 0.273 + 9.14 \times 10^{-5} T \quad \text{(in °C)},$$

$$v = 0.271 + 5.08 \times 10^{-5} T \quad \text{(in °F)}.$$

The experimental data and these expressions, together with the single acoustically measured value of Young’s modulus, are shown in Fig. 3.11. Also included is the so-called EPRI expression that has often been used by ORNL, as well as the tabular values given in Table I-6.0 of Appendix I, Division I, Sect. III, of the “ASME Boiler and Pressure Vessel Code.” The maximum difference between the measured values and the EPRI expression is <1%. The difference between the measured values and the ASME values is somewhat more.

The above values of $E$ and $v$ were measured from a single 100-mm-long rectangular 25- by 6-mm cross-sectional bar. On each of the 25-mm sides, a longitudinal and transverse electric resistance strain gage was installed. Each gage was connected to its own bridge and recorded separately. The bar was then loaded in six steps to a maximum value of 280 MPa and then unloaded by the same number of steps. The procedures given in ASTM Standard Test Methods for Young’s Modulus, E 111, and Poisson’s Ratio E 132 were used. The first load step is used as the initial load and subtracted from each load to give a series of incremental loads. The strain values from similarly oriented gages were averaged to compensate for misalignment. The values of $E$ and $v$ were then calculated by fitting a straight line to the data using linear regression. This procedure was performed at each temperature of interest. It can be shown that the process of subtracting the initial load compensates for the gage temperature effects caused by the difference of coefficients of expansion of gage and test specimen. These effects can be considerable at the low temperatures shown in Fig. 3.10, even when temperature-compensated gages are used.

The dynamic Young’s modulus ($E_{dy}$) and Poisson’s ratio ($v_{dy}$) in the longitudinal (rolling) and transverse ($L$- and $T$-) orientations were measured at room temperature using an ultrasonic technique. Measurements did not reveal any anisotropy. Within the error of dynamic measurements, there does not seem to be any anisotropy. In either the
transverse or longitudinal direction, the average values for \( E_{\text{dyn}} \) and \( v_{\text{dyn}} \) are 213 GPa (30.9 ksi) and 0.29. The dynamic properties \( E_{\text{dyn}} \) and \( v_{\text{dyn}} \), which are relatively simple to measure, are useful in determining if anisotropy exists. The room temperature dynamic Young's modulus is 4% higher than the static value and is the one commonly used in stress analysis. The static values are relatively more difficult to measure because of the high-accuracy strain measurements needed and were determined using electric resistance strain gages as described above.

### 3.2.3 Development of Material Specifications to Simulate Irradiated Material for the Biaxial and Cladding Effects Tasks (S. K. Iskander, G. M. Goodwin, J. F. King, and D. J. Alexander)

The purpose of the Biaxial Loading Effects Task is to investigate the influence of constraint on the shallow-crack initiation fracture toughness for typical RPV material. For this task, material and heat treatment specifications are being developed that would simulate the tensile and CVN energy of irradiated material. Desirable goals are a temperature at the 68-J Charpy impact energy level \( >50^\circ\text{C} \) \((120^\circ\text{F})\) and the room temperature yield strength in the range of 620 to 690 MPa \((90\text{ to }100\text{ ksi})\). A typical RPV steel with potential to simulate the required irradiated base metal properties is a specially heat-treated A 533 grade B plate. Tensile and CVN impact tests on an A 533 grade B plate in two heat-treated conditions have been performed. Also, the fracture toughness of several surrogate cladding materials has been measured. The development of these surrogate materials is ongoing and will be presented when this subtask is complete.

An ideal method to develop such a heat treatment would be to use the ORNL heat-cycle simulation equipment. This allows various heating or cooling rates to be easily simulated on six relatively small bars simultaneously. Twenty bars of material from HSST Plate 014 were prepared. These bars could readily be machined into tensile or CVN specimens and tested. Thus, several heat treatments could be investigated in a relatively short period. This equipment has not been used for many years, and a considerable effort was made to reactivate it. After a while, it became clear that the costs would be greater than anticipated, and potential use of this facility was discontinued for this project.

### 3.3 Thermal Aging of Stainless Steel Cladding (F. M. Haggag and R. K. Nanstad)

Thermal aging at relatively low temperatures \((343^\circ\text{C})\) has been shown to significantly degrade the Charpy impact...
toughness of type 308 stainless steel welds. The stainless steel cladding applied to the inner surface of RPVs is very similar to that material. Hence, an experimental program was initiated to evaluate the effects of thermal aging on stainless steel cladding relative to its contribution to toughness degradation during irradiation experiments as well as long-term effects.

Results from testing of unaged material and material aged for 1600 h were presented in a previous progress report. Thermal aging of stainless steel cladding at 288°C, and the ferritic steel on which it is overlaid, to 20,000 h has been completed. Other cladding specimens are being fabricated and prepared for testing. Thermal aging at 288°C to an accumulated time of 50,000 h is in progress. All the results from the 20,000-h aging cycle will be presented in the next report.

3.4 J-R Curve Evaluations of A 302 Grade B Steel (D. E. McCabe)

Seven plates of vintage A 302 grade B (modified) steel and one early vintage plate of A 533 grade B class 1 steel have been obtained from the General Electric Co. in San Jose, California. A proposed text matrix was formulated and forwarded to the NRC project monitor. The matrix has been evaluated, discussed, and revised to accommodate review comments from NRC.

CVN curves have been produced for four of the seven A 302 grade B plates and the early vintage A 533 grade B plate. Separate CVN curves were developed for the T-L, L-T, and L-S orientations. Upper-shelf toughnesses ranged from 116 to 173 J (85 to 126 ft-lb) in the T-L direction, 173 to 219 J (126 to 160 ft-lb) in the L-T direction, and 164 to 234 J (120 to 171 ft-lb) in the L-S orientation. Transition temperatures, as defined by the 50% shear criterion, were generally below room temperature. J-R curves currently under development have looked to be consistent with the upper-shelf CVN energies noted.
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4 Special Technical Assistance

J. G. Merkle

4.1 Closed-Form Stress Intensity Factor Calculations for Reactor Pressure Vessels Under Constant-Rate Temperature Change Loading

4.1.1 Background

Most fundamental structural design and safety analysis problems have been initially posed, sometimes in necessarily simplified terms, and solved in mathematically closed form, with less restricted numerical solutions being developed later. Such was not the case for the calculation of stress intensity factors (SIFs) for surface cracks in reactor pressure vessels (RPVs) subjected to thermal loading. Because the initial calculations performed in the late 1960s and early 1970s involved transient stresses caused by thermal-shock loading, for which closed-form solutions do not exist, the first thermal $K_I$ calculations were numerical. Despite an early closed-form solution by Yukawa for a beam under steady state cooldown, thermal stress analysis equations do exist. In addition, numerical inaccuracies have occurred in existing thermal $K_I$ calculations, and existing numerical results do not clearly reveal the effects of material properties and vessel dimensions on the calculated values of $K_I$. Thus, it has become desirable to take advantage of the existing closed-form thermal stress analysis equations applicable to constant-rate cooldown and heatup loading and to develop a closed-form procedure for calculating thermal $K_I$ values for RPVs. The equations to be derived herein do not consider the material property differences between cladding and base metal. This simplification should have only a minor effect on the accuracy of Level A and B $K_I$ calculations for cracks as deep as $\nu/4$. The effect would be greater for shallower cracks with depths of the order of the clad thickness. However, the level C and D loadings that govern the behavior of postulated shallow cracks may not be steady state. Therefore, the following equations may not be appropriate for Level C and D analyses.

4.1.2 Thermal Analysis

Steady state cooldown or heatup of an RPV is defined as the limiting condition asymptotically approached as the result of an imposed constant rate of change of temperature at the inside surface of the vessel with the outside surface completely insulated. Under the asymptotic cooldown or heatup condition, the rate of temperature change at each point in the vessel wall is the same. Thus, the temperature profile remains constant, but the absolute temperatures are all changing at the same rate. For a vessel material with a constant specific heat, the temperature profile is mathematically the same as for a hollow cylindrical nuclear fuel element with internal cooling, external insulation, and a uniform internal rate of volumetric heat generation. In both cases, the rate of energy flow to or from each unit volume is constant with both position and time.

Thermal and elastic stress distribution solutions for various heat generating geometries and boundary conditions were published in a table in the November 1960 issue of Nucleonics magazine. This table was reproduced verbatim in Vol. IV of the Reactor Handbook, second edition. Case 3(c) of the table from Ref. 2 is a hollow cylinder with inner surface cooled and outer surface insulated. The through-wall temperature difference is proportional to $q''/k$, where $q''$ is the uniform volumetric heat generation rate and $k$ is the thermal conductivity. For a constant cooling rate, the substitution

$$q'' = (CR) cy$$

defines the uniform volumetric energy loss rate, where $c$ is specific heat and $\gamma$ is density. Consequently,

$$q'' = \left(\frac{(CR)}{k}\right)cy$$

Because thermal diffusivity $d$ is defined by

$$d = \frac{k}{cy}$$

the final substitution becomes

$$\frac{q''}{k} = \left(\frac{(CR)}{d}\right)$$

Using Eq. (4) and the equations for Case 3(c) in Ref. 2, the through-wall temperature profile is given by

$$T - T_i = \left(\frac{(CR)}{1}\right) \frac{2}{4d} \ln \left[\frac{r^2}{r_i^2} + \left(\frac{r^2}{r_o^2}\right) - \left(\frac{r^2}{r_o^2}\right)^2\right],$$
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where \( T \) is the temperature at a specified radius \( r \), \( T_i \) is the inside surface temperature, and \( r_i \) and \( r_o \) are the inner and outer radii, respectively. Equation (5) shows that the through-wall temperature difference for a given cooling rate depends inversely on the thermal diffusivity and is given by

\[
T_o - T_i = \frac{(CR)}{4d} \left[ \ln \left( \frac{r_o}{r_i} \right)^2 + \left( \frac{r_i}{r_o} \right)^2 - 1 \right].
\]  

4.1.3 Stress Analysis

Again using Eq. (4) and Ref. 2, the circumferential thermal stress is given by

\[
\sigma_\theta = R \left[ \frac{1}{4} \left( \frac{r}{r_o} \right)^2 - \left( \frac{r_i}{r_o} \right)^2 - \left( \frac{r_i}{r} \right)^2 - 5 \right] + \left[ 1 - \left( \frac{r_i}{r_o} \right)^2 \right] \ln \left( \frac{r_o}{r_i} \right) - \ln \left( \frac{r}{r_i} \right)
\]

where

\[
R = \frac{E \alpha (CR)}{(1 - \nu) 4d}.
\]

and in which \( E \) is the elastic modulus, \( \alpha \) is the thermal expansion coefficient, and \( \nu \) is Poisson’s ratio. From Eq. (8), the inside surface thermal stress is given by

\[
\sigma_{\theta i} = R \left[ \frac{1}{2} \left( \frac{r_i}{r_o} \right)^2 - \frac{3}{2} + \frac{\ln \left( \frac{r_o}{r_i} \right)}{\left( \frac{r_i}{r_o} \right)^2} \right].
\]

4.1.4 Polynomial Representation of Stresses Over the Crack Depth

To calculate SIFs using available polynomial-based influence coefficients, it is necessary to represent the stress distribution over the crack depth by a polynomial equation. A third-degree polynomial equation having the form

\[
\frac{\sigma}{\sigma_{\theta i}} = \sum_{n=0}^{3} C'_n z^n, \]

where

\[
z = \frac{x}{a},
\]

and

\[
x = r - r_i,
\]

can easily be fit to the stresses calculated from Eq. (7), over the interval \( 0 \leq z \leq 1 \), by using the values of \( \sigma / \sigma_{\theta i} \) at \( z = 0, 1/3, 2/3, \) and 1. Let

\[
q_z = \frac{\sigma}{\sigma_{\theta i}} - 1.
\]

Then, by using determinants,

\[
C'_0 = 1,
\]

\[
C'_1 = \frac{18q_{1/3} - 9q_{2/3} + 2q_1}{2},
\]

\[
C'_2 = \frac{-45q_{1/3} + 36q_{2/3} - 9q_1}{2},
\]

and

\[
C'_3 = \frac{27q_{1/3} - 27q_{2/3} + 9q_1}{2}.
\]

4.1.5 Calculation of SIFs

Polynomial influence coefficients for calculating SIFs for finite-length surface cracks in plates have recently been tabulated by the American Society of Mechanical Engineers Section XI Working Group on Flaw Evaluation. Crack depth and surface length are denoted by \( a \) and \( \ell \), respectively. The tabulation includes values of \( G_i \) for
$a/l = 0.1$ and $0.2$, but not for $a/l = 1/6$. However, a linear interpolation is easily performed, using

$$G_i(1/6) = \frac{1}{3} G_i(0.1) + \frac{2}{3} G_i(0.2) \quad (18)$$

Calculating the elliptic integral $\Phi$ from

$$\Phi = \left[1 + 4.593 \left(\frac{a}{l}\right)^{1.65}\right]$$

values of $K_{It}$ are calculable from

$$K_{It} = \left(G_0 + C_1 G_1 + C_2 G_2 + C_3 G_3\right) \frac{\sigma_{th}}{\Phi} \sqrt{\pi a} \quad (19)$$

4.1.6 Discussion

The same temperature profile and stress distribution equations just given can be obtained by straightforward algebraic substitutions, for the particular boundary conditions involved, from the general solutions given in the book on *Thermal Stress Techniques in the Nuclear Industry*, by Zudans et al.\textsuperscript{4} However, with the use of basic principles and Timoshenko’s\textsuperscript{5} thermal stress equations, it is no more difficult to do the derivations “from scratch.”
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5 Fracture Analysis Computer Programs

T. L. Dickson

5.1 FAVOR

Work continued on the development of the FAVOR (Fracture Analysis of Vessels: Oak Ridge) computer code. The stress intensity factor influence coefficients (SIFICs) for infinite-length axial and continuous circumferential flaws, which were previously generated by the NQA-1 ABAQUS code, were implemented into FAVOR. Problems were executed to benchmark the implementation of these influence coefficients into FAVOR. The difference between direct ABAQUS finite-element solutions and the FAVOR solutions, which utilize the influence coefficients and superposition, was <1%.

The FAVOR User Guide is ~75% complete. It presently contains ~20 sample problems that demonstrate the various options and capabilities of the code. These sample problems are intended to serve as a tutorial for new users. Work was also initiated on a Programmer's Guide during this period. The output formats of the FAVOR output reports were "cleaned up" and enhanced. Some effort was expended on internal code documentation.

An executable version of the FAVOR code can be created using the LAHEY FORTRAN compiler that has provisions to create executables that may run on 386 or 486 PC hardware on which the LAHEY software does not reside. This option allows that FAVOR executables can be distributed to end users without distributing the source code; this is a necessity if configuration control of the code is to be maintained. Configuration control ensures that all users will obtain identical solutions for a particular input data set when using the same FAVOR release number. Configuration control avoids problems such as that encountered during the review of the Yankee Rowe PTS analysis. During the Yankee Rowe review, a considerable effort was expended to determine the nature and implications of modifications that had been made to the "baseline version" of the source code by the consultant who performed the analysis.

An option was incorporated into the FAVOR code that allows the user to input stylized thermal transients in either the form of an exponential decay or a linear cooldown rate. This option is in addition to the method of inputting up to 100 coolant temperature/time history pairs.

An option was incorporated into FAVOR that facilitates performing probabilistic fracture mechanics (PFM) analyses over a range of fracture-related data. Specifically, this option provides the capability to perform up to 11 PFM analyses with a single computer execution by varying either the fluence, copper, nickel, flaw density, or RTNDT of all of the subregions in the model. This option dramatically increases the productivity of an analyst who is performing PFM analyses over a range of sensitivity parameters.

In the near term, it is anticipated that the matrix of SIFICs that was recently generated (see Task 8) for axially oriented semieliptical flaw geometries for clad reactor pressure vessels (RPVs) with an internal radius-to-wall thickness ratio (R_{t}/t) of 10 will be implemented into the FAVOR code. This will provide the FAVOR code with the ability to perform deterministic and probabilistic fracture analyses for axially oriented semieliptical flaws with aspect ratios of 2, 6, and 10 as well as infinite-length flaws. Deterministic and probabilistic fracture analyses performed for semieliptical flaw geometries will be able to include the variation of the SIF around the crack front.

In the longer term, it is anticipated that a data base of highly accurate and validated SIFICs for a range of axially and circumferentially oriented, finite-length, semieliptical, inner surface flaw geometries for a range of clad vessel geometries will be incorporated into FAVOR. The incorporation of this SIFIC data base into FAVOR will facilitate the generation of highly accurate, validated $K_I$ solutions for a wide range of flaw geometries as may be required in a structural integrity assessment of any U.S. pressurized-water or boiling-water reactor geometry. It is also anticipated that the ability to include clad plasticity will be incorporated into FAVOR in the longer term.

5.2 Benchmarking Exercises

The pressurized-thermal-shock (PTS) benchmark problem draft final report was edited. Comments were given to Westinghouse (Bruce Bishop). It was recommended that a topic for future study and benchmarking should be the extension of the PFM methodology for one vessel beltline region containing exactly one flaw to an entire vessel beltline region containing multiple flaws. Regulatory Guide 1.154 states that the entire vessel beltline region is to be included in the PFM analysis; therefore, plant-specific
Fracture analyses necessarily involve multiple regions (axial welds, circumferential welds, and plates) and multiple flaws. Also, the beltline model may include axial and azimuthal variations of neutron fluence. These are areas of potential future controversy in any plant-specific PTS analyses.

Most of the PFM codes utilized in the PTS benchmark exercise appeared to produce similar results (when using the same modeling assumptions); however, the PTS benchmark exercise was limited to analyzing a single vessel region (axial or circumferential weld) with a single flaw. Extension of the results of PFM analyses for individual vessel regions, each of which is assumed to have one flaw, to the entire vessel beltline region involves several assumptions, each of which has the potential to significantly impact the final calculated frequency of vessel failure. The extension of the PFM methodology for one vessel region containing exactly one flaw to an entire vessel beltline region containing multiple flaws would benefit from discussion and benchmarking.

This recommendation was born out of lessons learned during the Integrated Pressurized Thermal Shock Program6–8 and the Yankee Rowe review4 and sensitivity analyses.9 The design criteria used in the development of the FAVOR code was formulated to address these considerations. FAVOR has a rigorous methodology for performing a PFM analysis for the entire vessel beltline, containing many beltline regions (or any subset thereof), containing any number of flaws, distributed in any manner.

The American Society of Mechanical Engineers (ASME) Section XI Working Group on Operating Plant Criteria has defined a benchmark problem to evaluate procedures used to calculate the contribution of cladding to $K_I$ during heatup and cooldown transients. Solutions were generated for this benchmark problem and were transmitted to the Nuclear Regulatory Commission (NRC). The solutions were mutually validated by using the FAVOR code and direct ABAQUS finite-element solutions. These solutions will be discussed at the November ASME Section XI meeting.

5.3 Dynamic Crack Arrest

Previous analyses have suggested that the static equilibrium description of cleavage fracture could be overly conservative with regard to predicting postcleavage events such as crack arrest and reinitiation. The static equilibrium method has traditionally been used when performing vessel fracture analyses and is the method currently incorporated in the FAVOR code. One recent publication10 presented an example case in which incorporating dynamic effects into the PFM analysis reduced the conditional probability of failure of an embrittled RPV subjected to PTS by more than an order of magnitude. This could have a profound effect on the results of a Regulatory Guide 1.154 plant-specific PTS analysis.

Analyses have recently been performed to assess the potential impact that the inclusion of dynamic effects could have on the results of a PFM analysis of the RPV subjected to a PTS transient. The result of the publication cited above10 in which the conditional probability of failure was reduced by more than an order of magnitude was verified. It was observed, however, that the particular PTS transient used in the analysis of Ref. 10 had a reheat phase. Further analyses were performed on this transient without the reheat phase and other transients that had varying characteristics, but without a reheat phase.

The conclusions regarding the impact of including dynamic effects into PFM analyses of RPVs subjected to PTS transients follow:

- The impact is transient dependent. The impact on transients without a reheat phase was relatively small (reduced the conditional probability of failure by approximately a factor of 2), whereas the impact on transients that include a reheat phase is between 1 and 2 orders of magnitude.

The inclusion of dynamic effects enhances the chance that an initiated (or reinitiated) flaw will arrest. Dynamic effects predict that a propagating flaw will arrest at a shallower depth, relative to the static treatment of a propagating flaw. Reheat transients decrease the chance that an arrested flaw will reinitiate and eventually propagate to failure, relative to the case of a transient without a reheat phase. The synergistic effect of both dynamic effects and reheat considerably increase the chance that a propagating flaw will be arrested and not reinitiated.

- The impact is dependent on the degree of vessel embrittlement. As the $\text{RTDNT}$ increases, the impact of the inclusion of dynamic effects diminishes.

A survey of the vessels analyzed in the integrated pressurized thermal shock6–8 studies determined that transients with a reheat phase did not make a significant contribution to the overall frequency of vessel failure.
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6 Cleavage Crack Initiation

T. J. Theiss

This task emphasizes cleavage initiation toughness and the specimens that are used to evaluate cleavage fracture toughness. The task began in FY 1990 and is currently divided into four subtasks: (6.1) Shallow-Crack Fracture-Toughness Testing; (6.2) Gradient Effects on Fracture Toughness; (6.3) Thickness Effects on Fracture; and (6.4) Clad Cylinder Thermal-Shock Testing.

6.1 Shallow-Crack Fracture-Toughness Testing

Currently, the Shallow-Crack Fracture-Toughness Program is divided into two areas: (1) the Heavy-Section Steel Technology (HSST) Shallow-Crack Fracture-Toughness Testing Program and (2) the Full-Thickness Shallow-Crack Clad Beam Tests. The HSST Shallow-Crack Fracture-Toughness Testing Program has been ongoing since FY 1990 and has produced data by testing 100-mm-deep (4-in.) single-edge notch bend (SENB) specimens. The Shallow-Crack Full-Thickness Clad Beam Tests were initiated during FY 1992 and will test 230-mm-thick (9-in.) clad beams taken from a cancelled nuclear plant.

6.1.1 HSST Shallow-Crack Fracture-Toughness Testing Program (T. J. Theiss and S. T. Rolfe*)

During the current reporting period, additional results of the shallow-crack program were included in a Nuclear Regulatory Commission report in conjunction with Task 2. The focus of the report was the application of stress-based constraint methodologies (specifically, the J-Q methodology and the fracture-toughness scaling model) to data from the shallow-crack and biaxial beam programs. Details of the constraint analysis and interpretation of these results have been included in Chap. 2.

6.1.2 Shallow-Crack Full-Thickness Clad Beam Tests (T. J. Theiss, J. A. Keeney, W. J. McAfee)

A series of tests will be conducted using actual reactor pressure vessel (RPV) material to determine the fracture toughness of prototypic, clad, full-thickness RPV weld and plate material with shallow flaws. These tests will investigate the influence of metallurgical gradients and the cladding process on the fracture toughness of material with flaws prototypic of those found in an RPV. Three-point bend specimens with a 225- by 225-mm cross section will be tested to simulate RPV loading conditions. The beams are being tested at the National Institute of Standards and Technology during this fiscal year. Initial tests will be on axial weld material; subsequent tests will sample plate material. The test matrix will include shallow flaws that have the same normalized and absolute crack depths as the HSST shallow crack beams (a/W = 0.1, and a = 10 mm) in beams with a 225-mm beam depth. This will provide additional experimental evidence on the influence of constraint loss associated with a shallow flaw in an RPV. Details of the experimental work for the current reporting period are included in Chap. 10.

6.2 Thickness Effects on Fracture

To fully utilize the data generated in the shallow-crack program, a study has been conducted on the deep-crack data within the program as a part of this subtask. The primary goal of the investigation has been to examine the influence of different thicknesses on transition range fracture toughness. This investigation has taken place during the current reporting period and is being drafted into a report at this time. A summary of the interim results are presented here.

The deep-crack, fracture-toughness data generated in conjunction with the shallow-crack program were examined using different constraint techniques and a Weibell statistical method. The data are unique because they were produced from two specimen types (SENB and 1TCT), four thicknesses (25, 50, 100, 150 mm), with a relatively large specimen depth for the SENB specimens (100 mm). The data were all predominately cleavage initiation events primarily in the transition region. This investigation includes a comparison of the different criteria used or proposed to determine the conditions necessary for “size-independent,” lower-bound, transition fracture-toughness data. In addition, the data were manipulated using the different constraint adjustments and a weakest link statistical technique to determine the applicability and utility of the methods to the SENB and 1TCT transition data. The four constraint theories considered are the Irwin JIC correction, the

*University of Kansas, Lawrence, Kansas.
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so-called modified Irwin $\beta_{1e}$ correction, the Hagiwara correction, and the Dodds–Anderson correction. The weakest link statistical model is based on experimental observation that large specimens tend to have a lower fracture toughness than small specimens and is used to estimate data scatter from a limited number of tests. The larger length of crack front in larger specimens provides a higher probability that the “weakest” material will be tested. A three-parameter Weibull model is used to fit the limited data set to determine parameters (3) that are in turn used in the weakest link model to adjust toughness values for specimen size effects. This procedure is simplified by the observation that two of the three Weibull parameters are universal constants for a particular material grade.

The deep-crack toughness results are presented in Fig. 6.1 as a function of normalized temperature. Most of the data were from tests conducted in the transition temperature region of the fracture-toughness curve for A 533 B. The data are shown with the characterization curve developed for HSST Plate 13B in the L-S orientation. To provide a subset of data at one temperature with multiple-beam thicknesses, the data in the low transition region (within the boxed region in Fig. 6.1) were adjusted to a single temperature. The low transition data were all adjusted to $T_{NDT} = -10^\circ C$ using the values of the characterization curve at the different temperatures to adjust the data. In other words, the data at $T_{NDT} = -25^\circ C$ were increased by about 20%, and the data at $T = D_{WNDT} = +5^\circ C$ were decreased by about 20% to the toughness values at $T_{NDT} = -10^\circ C$. The data adjusted to $T = D_{WNDT} = -10^\circ C$ are plotted as a function of specimen thickness in Fig. 6.2. The SENB data in Fig. 6.2 appear to be “size-independent” for the specimen thickness ranging from 50 to 150 mm, but the 25-mm 1TCT data appear to be slightly elevated compared with the remainder of the data.

### 6.2.1 Constraint Evaluations of Data

This section describes the evaluation of the deep-crack data using different constraint theories. The constraint evaluations basically consist of two different approaches. First, various constraint-based criteria have been developed to determine the conditions under which size-independent, lower-bound, fracture-toughness results are achieved. The four criteria considered here are (1) the standard criteria for “plane-strain” results found in ASTM E399, Standard Test Method for Plane-Strain Fracture Toughness of Metallic Materials, (2) a modified, less-stringent criterion similar to the one found in ASTM E399, (3) a criterion proposed by Dodds and Anderson based on two-dimensional (2-D) finite-element analysis, and (4) a subsequent less-stringent criterion by Dodds and Anderson based on three-dimensional (3-D) analysis. The second constraint evaluation of the data, also presented in this section, is the use of constraint-based corrections to the data. The corrections are all designed to reduce size-dependent, fracture-toughness results to a lower-bound level independent of size. Four adjustments were made to the data using different constraint criteria. The adjustments were (1) the

---


Irwin $\beta_I$ empirical adjustment,\textsuperscript{4,8} which is based on the plane-strain criteria found in ASTM E399; (2) the modified Irwin $\beta_I$ empirical adjustment,\textsuperscript{5} which corresponds to the relaxed E399 criteria; (3) a constraint adjustment based on the 2-D finite-element analysis of Dodds and Anderson\textsuperscript{5} and (4) an empirical adjustment proposed by Hagiwara.\textsuperscript{1}

The Irwin and the more relaxed modified Irwin constraint criteria both appear to be restrictive when applied to these data. Only a very limited number of data were considered plane-strain according to either of these criteria. The 2- and 3-D size-independent criteria of Dodds and Anderson [referred to as “small-scale yielding” (SSY) by the authors], however, indicate that much more of the data are SSY or size-independent than the first two criteria. Initial 2-D analysis indicates that size-independence (referred to as SSY by the authors) is achieved when

$$a, b, \text{ and } B \geq 200 \frac{J_c}{\sigma_f},$$  \hspace{1cm} (6.1)

where $J_c$ is the J-integral at cleavage failure before significant stable tearing, and $\sigma_f$ is the flow stress of the material. All the data used in this study are derived from cleavage fractures. The conditions required for SSY using 3-D analysis are $100 \frac{J_c}{\sigma_f}$ rather than $200 \frac{J_c}{\sigma_f}$.

The data that satisfy the 2- and 3-D SSY criteria of Dodds and Anderson at $T_{NDT} = -10^\circ C$ are shown in Fig. 6.3 as a function of specimen thickness. As shown in Fig. 6.3, all of the data at $T_{NDT} = -10^\circ C$ satisfy the more relaxed 3-D criteria, while most of these data satisfy the 2-D criteria. The 2-D SSY criteria excludes most of the 25-mm data and the highest 50-mm test result. The 25-mm data point considered SSY is consistent with the 50-, 100-, and 150-mm data. All of the data at $T_{NDT} = -10^\circ C$, including those from 25-mm-thick specimens, are labeled as SSY according to the 3-D criteria.

In addition to using constraint theories to determine the conditions required for size-independence in toughness data, several data corrections have been proposed to reduce size-dependent toughness results to a lower-bound level independent of size. The criteria considered here were considered in a similar evaluation by McCabe with similar results.


Results of the Irwin $\beta_I$ and the Hagiwara constraint corrections applied to the toughness data indicate that these corrections can be too severe. Several of the transition toughness data fall below the American Society of Mechanical Engineers (ASME) curve, which is an indication that much correction of the data has taken place. These results, however, are not surprising. The Irwin $\beta_I$ correction has always been deemed as a simple method of correcting non-plane-strain data to a conservative lower-bound level. The results of this examination indicate that for transition temperature toughness data the Irwin $\beta_I$ correction may be overly conservative. The Hagiwara correction, also an empirical method, is more severe than the Irwin $\beta_I$ correction. The less severe modified Irwin $\beta_I$ correction, however, is more appropriate for these data than the standard $\beta_I$ correction. None of the corrected toughness data fall below the ASME lower bound and the corrected data at $T_{NDT} = -10^\circ C$ appear insensitive to thickness. The overcorrection associated with the Irwin $\beta_I$ correction is not present in the modified correction. The primary advantage of the modified $\beta_I$ correction, as with the standard Irwin $\beta_I$ correction, is its simplicity.

The constraint criteria based on 2-D finite-element analysis by Dodds and Anderson\textsuperscript{5} have been used by Wallin\textsuperscript{9} to develop the following constraint correction with a steel with a Ramberg-Osgood work-hardening exponent, $n$, of 10:

$$J / J_{SSY} = 1 + 176 (J / J_{SSY})^{1.37}. \hspace{1cm} (6.2)$$

The work-hardening exponent of A 533 B is $-10$, so Eq. (6.2) is applicable to the present data. No comparable
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constraint correction based on the more relaxed 3-D finite-element analysis is available. The 3-D correction presumably would be less than the correction of Eq. (6.2).

The 2-D, D-A constraint correction was applied to the transition data using Eq. (6.2). No corrected toughness data fall below the ASME lower-bound curve. The corrected toughness results at TNDT = −10°C as a function of thickness (Fig. 6.4) appear constant. Only the 25-mm data are adjusted by any significant amount. The linear regression analysis of the corrected data indicates little or no slope in the data of Fig. 6.4 with a low-fitting parameter, which means that the data are not a strong function of thickness. Statistical evaluations of the corrected and uncorrected data indicate that the D-A corrected data are statistically more size-independent than the original data set. This correction reduces toughness results to a reasonable lower-bound level independent of size without overcorrecting the data. The final results using the D-A correction were more consistent than the modified Irwin $\beta_{lc}$ results.

6.2.2 Statistical Adjustment to Data

This section presents statistical interpretation of the deep-crack transition toughness data using a three-parameter Weibell expression. The statistical treatment of the data is based on the American Society of Testing and Materials (ASTM) draft standard, Test Fracture (Method) for Fracture Toughness Testing in the Transition Range (hereafter referred to as the draft standard), and associated documentation. The draft standard uses a Weibell statistical method combined with a “master curve” to establish appropriate fracture-toughness curves in the transition range. The draft standard specifies at least six toughness values (specifically, $K_{JC}$ from 1TCT specimens) at each temperature with the test temperature(s) required to be within the transition region. Using a three-parameter Weibell expression with a fixed slope of 4, which defines the scatter band of the data, and a $K_{min}$ value of 20 MPa$\cdot$m, a statistically based median value of toughness [$K_{JC\text{ (med)}}$] is determined.

The master curve, similar in shape to the ASME $K_{IR}$ or $K_{IC}$ curves, is defined as

$$K_{JC\text{(med)}} = 30 + 70 \exp \left(0.019(T - T_0)\right), \quad (6.3)$$

where $T$ is the test temperature and $T_0$ is the normalizing parameter. $T_0$ is defined as the temperature at which the median $K_{JC}$ from 1T specimens is 100 MPa$\cdot$m. The master curve concept is unique in that the median toughness values ($K_{JC}$) are used and different probability lower envelope curves can be explicitly established using median data because scatter is defined by using a Weibell slope of 4. Furthermore, $T_0$ is determined using fracture mechanics tests rather than Charpy or drop-weight tests. $T_0$ is determined once $K_{JC\text{(med)}}$ is known using Eq. (6.3).

The draft standard models size effects using weakest link theory to allow the use of specimens different from a 1T-size to be used in establishing $T_0$. The principal assumption of the weakest link theory is that size effects are related to the ratio of crack front lengths. In other words, a 100-mm-thick specimen will yield a lower toughness result than a 50-mm-thick specimen because more crack length exists in the thicker specimen, which increases the probability of sampling a cleavage trigger mechanism. A minimum toughness limit of 20 MPa$\cdot$m is used to prevent specimens of infinite thickness resulting in zero toughness and should be considered a fitting parameter rather than a theoretical minimum toughness result.

The equation used to predict size effects is

$$K_x = 20 + [K_{JC} - 20] (B_0/B_x)^{1/4}, \quad (6.4)$$

---

where

\[ K_{JC} = K_{JC}^{\text{test data}}, \]
\[ K_{K} = \text{predicted } K_{JC} \text{ for different thickness}, \]
\[ B_0 = \text{thickness of test specimen}, \]
\[ B_K = \text{predicted specimen thickness}. \]

The master curve and the four \( K_{JC}^{\text{med}} \) values determined using the SENB and 1T C(T) data are shown in Fig. 6.5. The average \( T_0 \) value of \(-40^\circ\text{C}\) (which corresponds to \( T_{NDT} \) because normalized temperatures were used) was used to position the master curve. The master curve agrees very well with each \( K_{JC}^{\text{med}} \) value. Also included in Fig. 6.5 are the upper- and lower-bound curves to a 95% confidence limit, the HSST 13A characterization curve, and the ASME lower-bound curve. The upper- and lower-bound curves are established statistically based on the Weibell slope of 4 and can be determined for any confidence level desired. The ASME lower-bound curve is significantly below the 95% lower limit curve for this data. The median \( K_{JC} \) curve with the 95% confidence limit curves and the individual 1T-equivalent data are shown in Fig. 6.6, again with excellent agreement between the data and the master curve. The limit curves envelope all of the data except two data points; this is consistent for 95% confidence limits applied to 41 data points.

An additional advantage of the master curve approach is that various conditions influencing data can be assessed statistically through variations in \( T_0 \). Data from different heats of material or specimen types can be combined and analyzed for trends not immediately obvious from one or two data sets. Trends in the data such as one specimen type producing lower-toughness values than another specimen type can be identified by variations in \( T_0 \). As an example, the deep- and shallow-crack data at a single temperature were examined using the techniques in the draft standard. The shallow-crack data had a \( T_0 \) that was \( 32^\circ\text{C} \) lower than the deep-crack data. In other words, the shallow-crack data are statistically \( \sim30^\circ\text{C} \) tougher than the deep-crack data, which is consistent with previous observations.\(^1\)

The data at \( T_{NDT} = -10^\circ\text{C} \) are adjusted to a 1T equivalent size and are shown in Fig. 6.7 as a function of thickness.

---

\(^1\) NUREG/CR-4219, Vol. 10, No. 2
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The adjusted toughness data tend to increase with increasing specimen size rather than decrease. In fact, comparing the regression analysis of the unadjusted data and 1T-equivalent data (Fig. 6.7) reveals that the 1T-equivalent is no less size-dependent. The only change is the direction of the trend in toughness data with increasing specimen size. Based on the results of this data, the weakest link size adjustment was satisfactory, although the adjustment tended to overcorrect the largest specimen data generated from oversquare specimens. The use of the weakest link model appears to work well for specimens with a square ligament. Square and oversquare specimens are currently prohibited from use in the draft standard.

6.2.3 Comparison of Constraint and Statistical Methods

A comparison of the D-A constraint technique with the Weibell statistical technique reveals that both methods are relatively powerful and seem to work well with the current data. The constraint theories considered generally attempted to establish conditions necessary to ensure size-independence and then subsequently to adjust or correct all other data to a lower-bound level independent of size. Once the lower-bound toughness has been established, appropriate fracture assessments can take place. As constraint investigations continue, the criteria needed to ensure size-independence grow more relaxed. The current constraint criteria proposed by Dodds and Anderson appear to be as lenient as practical for transition range A 533 B data.

The statistical technique in the draft standard approaches fracture assessments in a slightly different manner. Mean fracture toughness is established from which a statistically meaningful confidence limit and lower-bound curves can be readily determined. The mean fracture toughness is defined statistically from data of a specific size. The scatter in the data is established by assuming a specific Weibell slope (in this case, 4). The draft standard, therefore, combines a fairly specific constraint condition (1T data) with a set Weibell slope of 4. This relationship has been established by examining large populations of data and their associated scatter and appears to be an appropriate relationship. Empirical constraint criteria exist within the standard to prevent inappropriate data from being used to determine the mean fracture toughness.

In the future, as both the constraint and statistical techniques mature, it is anticipated that the two approaches will be used more widely in conjunction with each other. One possible approach would be to replace the current empirical constraint criteria in the draft standard with more rigorous constraint criteria such as the D-A criteria. Additionally, data that satisfied the constraint criteria or had been adjusted to a lower-bound level could be used in the standard with a greater Weibell slope to reflect the decrease in scatter associated with the lower-bound data.

Further, improved understanding of constraint would permit the use of specimens not currently allowed in conventional fracture-toughness testing. For example, lower-bound results could be generated from shallow-crack specimens necessary to sample specific material conditions or small surveillance specimens. If these lower-bound results were used in conjunction with statistical techniques, probabilistic fracture assessments could be generated with relatively few specimens. Transferability of the results for application to the reactor vessel would be improved because the test results would reflect appropriate material condition rather than a set constraint condition necessary for testing.

6.3 Clad Cylinder Thermal-Shock Testing

Current RPV operating lives are often limited by postulated pressurized-thermal-shock (PTS) accident conditions. The calculated fracture resistance for an RPV is based on the ASME K\textsubscript{IC} fracture-toughness curve that was developed using specimens with zero out-of-plane strain (i.e., plane-strain conditions). However, PTS loads produce both a significant positive stress perpendicular to the crack and a significant positive out-of-plane stress parallel to the crack front for both circumferential and axial flaws. Experimental evidence recently generated at Oak Ridge National Laboratory (ORNL) indicates a decrease in the shallow-crack fracture toughness due to biaxial loading compared with uniaxial loading.\(^\text{10}\) These biaxial results were generated with a cruciform specimen loaded with a biaxial bending ratio of 0.6:1 (i.e., 6 units of load parallel to the crack for every 10 units of crack-opening load) and a straight-through flaw 10 mm deep.

Regulatory Guide 1.154, specifies that in a probabilistic fracture mechanics assessment of an RPV, all flaws assumed to exist will be assumed to be infinitely long, surface flaws.\(^\text{11}\) The previous biaxial bending specimens were tested with a 2-D, straight-through, shallow flaw to simulate these conditions. In reality, however, flaws that might exist in an RPV would more likely be finite-length flaws with a shallow-crack depth. Recent analytical studies show that RPV conditions can exist under which a semi-circular finite-length flaw is less likely to initiate than an infinitely long flaw of the same depth.\(^\text{12}\) In other words, not all finite-length flaws would immediately grow in length under PTS loading to the point of being
In addition to assuming that all flaws are infinitely long, current fracture mechanics assessments of RPVs do not take into account the fracture behavior of the cladding. The thermal and mechanical properties of cladding are taken into account, but the fracture resistance of the cladding is assumed to be identical to that of the base material. The exact impact of this assumption has not been quantified, but analytical studies\textsuperscript{12} indicate that taking account of the fracture behavior of the cladding also may reduce the potential for flaw initiation.

Because of these differences between the assumed and actual conditions of an RPV under PTS loading, the HSST Program is planning to conduct a series of validation tests to investigate the influence of out-of-plane loading on the fracture toughness of finite-length flaws in the presence of cladding using clad cylinders under thermal-shock conditions. To optimize the effectiveness of these clad cylinder tests, the influence of the various variables being considered is being investigated in smaller, less expensive cruciform specimens. During the current performance period, the initial test series was specified for the finite-length flaw, clad cruciform specimens. These initial tests described here will be conducted on base material only using finite-length flaws under uniaxial and biaxial loading. Subsequent tests covered by a separate specification will include the influence of cladding. A summary of the test series is provided here. Details of the testing of these specimens are included in Task 10.

The objective of these initial tests is to develop a specimen suitable for determining the influence of (1) out-of-plane loading and (2) finite-length flaw profile on the effective fracture toughness of RPV plate material. The out-of-plane loading will be parallel to the crack plane but transverse to the opening-mode loading. The finite flaw length studies will be compared with 2-D surface, shallow-crack test results to study the effect of flaw length on fracture toughness. Cruciform specimens with an ~100-mm cross section loaded in bending about two orthogonal axes for biaxial loading with a finite-length, 3-D flaw will be used for these tests as shown in Fig. 6.8. The purpose of these initial tests is primarily to develop a suitable test specimen and procedure and generate a limited set of data to examine the influence of biaxial loading and flaw length on toughness. Additional tests similar to those described here are planned with clad specimens to examine the influence of cladding on fracture toughness. These subsequent tests will be outlined in a separate specification.

Identical specimens will be used for both the biaxial- and uniaxial-loading configurations. Two different material conditions of ASTM A 533, grade B steel will be used. Some of the specimens will be taken from material in the "as-received" condition, and some material will be heat-treated to simulate irradiation-damaged material. The overall dimensions and flaw dimensions will be identical in the two configurations. The material will be heat-treated before being fabricated into specimens. The specimens will be similar to previous HSST cruciform specimens using a composite design with a test section area and four arms welded to the section for load application. Approximate dimensions of the cross-section are 100 by 100 mm with 610-mm longitudinal and transverse spans. Load diffusion control slots will be used to ensure that the stresses in the test section are as constant as possible. The length of the flaw will be such that the interaction between the flaw and the slots is minimized. Figure 6.8 illustrates the relationship between the test section, the arms, the load control diffusion slots, and the crack. Figure 6.8 also shows the profile of the crack and the interaction of the crack and the load control diffusion slots. The specimens will be pre-cracked after the two longitudinal arms are welded to the test section. Following precracking, the transverse arms will be welded to the specimen using electron beam (EB) welding. EB welding is required to ensure minimal distortion in the specimen with a relatively small heat-affected zone.

ORNL plans to test 12 specimens in this developmental biaxial, finite-length flaw test series. Two different material conditions (as-received and heat-treated to simulate irradiation damage) will be used. The overall specimen dimensions and the crack dimensions will be kept the same for all tests in this series. The crack depth, \( a \), will be ~15 mm after fatigue for each test. A semieliptical flaw will be tested with a crack length, \( 2c \), ~41 mm after fatigue precracking. The normalized test temperature (\( T_{NDT} \)) for both material conditions within this series will be ~18°F (~10°C), which is in the lower transition region for A 533 B. This combination of crack depth and normalized temperature is comparable to that used for both shallow crack tests\textsuperscript{1} and for the initial biaxial bending tests.\textsuperscript{10} The final test temperatures will be determined once the pretest characterization is complete. The tests will be conducted in the following sequence.

<table>
<thead>
<tr>
<th>Material condition</th>
<th>Loading configuration</th>
<th>Number of specimens</th>
</tr>
</thead>
<tbody>
<tr>
<td>As-received</td>
<td>Uniaxial</td>
<td>3</td>
</tr>
<tr>
<td>As-received</td>
<td>Biaxial</td>
<td>3</td>
</tr>
<tr>
<td>Heat-treated</td>
<td>Uniaxial</td>
<td>3</td>
</tr>
<tr>
<td>Heat-treated</td>
<td>Biaxial</td>
<td>3</td>
</tr>
</tbody>
</table>
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infinite long. The ability to account for flaws of finite length rather than assuming all flaws to be of infinite length could substantially reduce the conditional probability of vessel failure.
The biaxial load ratio will be equibiaxial (1:1) to match the load ratio of an RPV under the thermal component of PTS loading.
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*Available for purchase from the National Technical Information Service, Springfield, VA 22161.
†Available in public technical libraries.
7 Cladding Evaluations

J. A. Keeney

No activity in the current reporting period.
8 Pressurized-Thermal-Shock Technology

T. L. Dickson

8.1 Stress-Intensity-Factor Influence Coefficients
(J. A. Keeney, T. L. Dickson)

During this report period, stress-intensity-factor influence coefficients (SIFICs) were generated for axially oriented finite-length semieliptical inner-surface flaws with aspect ratios [total crack length (2c) to crack depth (a)] of 2, 6, and 10 for clad cylinders with an internal radius (Ri) to wall thickness ratio (t) of 10. SIFICs were computed at various angular positions around the crack front for flaw depths in the range of 0.01 ≤ a/t ≤ 0.5, with particular emphasis on shallow flaws. SIFICs were also calculated for two cladding thicknesses [t = 3.96 mm (0.156 in.) and t = 6.35 mm (0.25 in.)]. This is the first step of an ongoing task that has the objective of developing a database of accurate validated SIFICs for a range of axially and circumferentially oriented finite-length semieliptical inner-surface flaw geometries for a range of clad vessel geometries that will envelope all of the commercial pressurized-water reactor (PWR) and boiling-water reactor (BWR) vessel geometries in the United States. The incorporation of this SIFIC data base into fracture mechanics codes such as FAVOR,1 will facilitate the generation of accurate fracture mechanics solutions for a range of flaw geometries as may be required in structural integrity assessments of any U.S. PWR or BWR vessel geometry.

8.2 Introduction

A problem of particular interest in pressure vessel technology is the calculation of accurate SIFs for semieliptical surface cracks in cylinders. Solution techniques that have been applied to this problem include direct three-dimensional (3-D) calculations using a finite-element method.2,3 However, computing costs for this direct approach can be prohibitive when applied to 3-D geometries with time-varying boundary conditions such as those associated with pressurized thermal shock (PTS). Several investigators4–6 have focused on an alternative superposition technique that requires calculation of a set of influence coefficients for a given 3-D crack model. In this technique, the crack surface of a specified geometry is subjected to four stress distributions: uniform, linear, quadratic, and cubic. Influence coefficients obtained from these solutions are then superposed to obtain mode-I SIFs for other stress distributions, such as those due to internal pressure or thermal shock. Considerable economy can be achieved using this approach because the only direct 3-D solutions required are those used to calculate the influence coefficients.

In this section, the technique for computing influence coefficients associated with an axial semieliptical surface crack in a clad cylinder is briefly outlined. Next, results from the application of the superposition technique are compared with direct 3-D finite-element solutions. Finally, the calculated influence coefficients are compared with results obtained by other investigators for the same geometry.

8.3 Superposition Technique

The SIF $K_I$ is calculated by a superposition technique proposed by Bueckner.7 Instead of calculating stresses for the cracked structure using the actual loads, the calculation is performed with a distributed pressure applied to the crack surfaces only. This pressure is opposite in sign, but equal in magnitude and distribution, to the stresses along the crack line that are calculated for the uncracked structure with the actual loads applied. For an arbitrary stress distribution, and for the case of a 3-D semieliptical flaw, the truncated stress distribution is approximated with the following polynomial:

$$\sigma(a') = C_0 + C_1(a'/a) + C_2(a'/a)^2 + C_3(a'/a)^3 \quad , \quad (8.1)$$

where $\sigma(a')$ is the stress normal to the crack plane at radial position $a'$, where $a'$ and $a$ are defined in Fig. 8.1. The $K_I$ values are calculated for each of the individual terms (stress distributions) in Eq. (8.1) and are then added to obtain the total $K_I$ value as indicated by the following equation:

$$K_I(a) = \sum_{j=0}^{3} K_{Ij}(a) = \sum_{j=0}^{3} C_j \sqrt{\pi a} K_j^*(a) \quad , \quad (8.2)$$

where

$$K_j^*(a) = K_{Ij}(a)/(C_j \sqrt{\pi a}) \quad . \quad (8.3)$$

Values of $K_{Ij}(a)/C_j$ are calculated for each of the normalized stress distributions corresponding to each term in Eq. (8.1), using the 3-D finite-element analysis and a value of unity for $C_j$. The quantity $K_j^*(a)$ is referred to as the influence coefficient and, as indicated by Eq. (8.3), is dimensionless. Once the influence coefficients are
obtained, they can be used with any values of $C_j$ to obtain corresponding values of $K_I(a)$.

For 3-D flaws, $K_I^*(a)$ values can be calculated for several points along the crack front, in which case Eq. (8.2) becomes

$$K_I(a, \phi) = \sum_{j=0}^{3} C_j \sqrt{\pi a} K_I^*(a, \phi), \quad (8.4)$$

where $\phi$ is the elliptical angle denoting the point on the crack front.

The presence of a thin layer of stainless steel cladding on the inner surface of reactor pressure vessels has a significant effect on the $K_I$ values for inner-surface flaws because of high thermal stresses generated in the cladding during a thermal transient. To accommodate the stress discontinuity associated with the cladding, influence coefficients were calculated for the cladding stresses alone; the corresponding $K_I$ value can then be superposed on the $K_I$ value due to the stresses in the base material. This is accomplished by first calculating a $K_I$ value for a continuous-function stress distribution obtained by a linear extrapolation of the stress distribution in the base material into the cladding. Then a $K_I$ value is calculated for a stress distribution in the cladding, which is obtained by subtracting the extrapolated distribution from the actual distribution in the cladding, which is also assumed to be linear. The total $K_I$ value is simply the sum of the two. Because the stress distribution in the cladding is essentially linear, only a first-order polynomial is used for the cladding coefficients. This technique is described in detail in Ref. 6.

**8.4 Calculation of SIFICs (KJ*)**

For the present study, $K_J^*$ was computed using the ABAQUS® finite-element code. ABAQUS is a nuclear quality assurance certified (NQA-1) code that employs a domain integral method for the computation of the J-integral. A 3-D finite-element model was generated for each crack depth and aspect ratio. The analysis matrix included a crack depth range from 2.16 to 108.0 mm (0.085 to 4.25 in.) (crack depth/vessel thickness ratio of 0.01 to 0.5) and three different aspect ratios of crack length ($2c$) to crack depth ($2c$) of 2:1, 6:1, and 10:1. A total of 39 finite-element models and more than 200 analyses were required to generate the $K_J^*$ values.

The 3-D finite-element model of a vessel with an axial, inner-surface, semielliptical flaw was generated with the ORMGEN mesh generating program. A typical finite-element mesh from this study is shown in Fig. 8.2 (6:1 axial flaw with $a/t$ of 0.2). This model has 10792 nodes and 2255 twenty-noded isoparametric elements. The mesh refinement was increased (more nodes and elements) near the crack tip for models with shallower flaws. From symmetry conditions, only one-fourth of the vessel is included in the finite-element model. The vessel in Fig. 8.2 has a thickness ($t$) of 216 mm (8.5 in.) (including the cladding), internal radius ($R_i$) of 2184 mm (86.0 in.), and length ($l$) of 4699 mm (185.0 in.).
In the process of calculating the SIFICs, careful attention was paid to using adequately converged finite-element meshes (increased mesh refinement does not change the value of $K_I$) and an appropriate cylinder length. The number of elements in the circumferential and axial direction, around the crack front, was increased, one at a time, to the point where addition of one element changed the value of $K_I$ by <1%. The resultant converged meshes for a 180°, half-length segment of the cylinder had ~30,500 degrees of freedom. With regard to cylinder length, a minimum incremental length of cylinder that could be added to the length of the flaw to negate end effects was estimated from the following equation (Ref. 10):

$$\ell = 2\pi/\beta,$$  \hspace{1cm} (8.5)

where

$$\beta^4 = 3(1 - \nu^2)/(R_1^2 R_2^2),$$  \hspace{1cm} (8.6)

and $\nu$ is Poisson's ratio. For the cylinder radial dimensions given in Fig. 8.2, $\ell = 3353$ mm (132 in.). From previous studies, the appropriate length for a cylinder with a 6:1, inner-surface, semieliptical flaw (a/t = 0.2) was 1.4 times the estimated value, so a cylinder length of 4699 mm (185 in.) was used in these analyses. A second analysis was performed on a cylinder in which the length of the cylinder was doubled. The $K_I$ values around the crack front changed <1%.  

### 8.5 Verification of SIFICs ($K_I^*$) and Superposition Technique

The adequacy of using SIFICs was investigated by calculating $K_I$ values by both the superposition and direct finite-element techniques. The direct finite-element solutions were generated with ABAQUS, but the FAVOR code was used to generate a solution utilizing the SIFICs and the superposition technique. The first comparison was for the 6:1 semieliptical flaw with a/t = 0.075 and a thermal load through the vessel wall. The results of this comparison analysis indicate a maximum difference of =2% along the crack front (Fig. 8.3). The second comparison was for a 10:1 semieliptical flaw with a/t = 0.5 and the same loading. The results, given in Fig. 8.3, show good agreement.

### 8.6 Comparison with Results Produced by Other Investigators

A comparison of some of the 3-D influence coefficients generated in this study with similar coefficients obtained by other investigators \(^4\) is shown in Figs. 8.4 and 8.5. To compare the coefficients with those obtained from Raju and Newman, \(^4\) the influence coefficients in Fig. 8.4 represent $K_I^*$ values multiplied by $\sqrt{Q}$, where the shape factor (Q) is the square of the complete elliptic integral of the second kind. The shape factor for an elliptical crack is approximated by the following equation:

$$\text{n4 = 3(1 - v^2)/(R_1^2 R_2^2),}$$
Figure 8.3  Comparison of $K_I$ values calculated by FAVOR (SIFICs and superposition) and direct finite-element solutions for axially oriented 6:1 and 10:1 flaws ($a/t = 0.075$ and 0.5, respectively) in clad PWR vessel during severe thermal transient.

Figure 8.4  SIFICs for axially oriented semielliptical flaws ($a/t = 0.2$) on inner surface of cylinder: (a) 2:1 aspect ratio; (b) 10:1 aspect ratio.
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Figure 8.5  SIFICs for an axially oriented semielliptical flaw with $a/t = 0.5$ and 6:1 aspect ratio

$$Q = 1 + 1.464 (a/c)^{1.65} \quad (8.7)$$

As indicated in Fig. 8.4, the coefficients being compared pertain to axially oriented, inner-surface flaws in a long cylinder with $a/t = 0.2$ and aspect ratios of 2:1 and 10:1. The coefficients in Fig. 8.5 (Ref. 5) are for an aspect ratio of 6:1 and $a/t = 0.5$. The results of the comparison indicate good agreement.

The other investigators did not publish SIFICs for the shallower flaw depths, so a comparison could not be made for $a/t$ ratios less than 0.2.

8.7 Tabulation of SIFICs

The SIFICs generated in this study are presented in Tables 8.1–8.8. Each set of angular values represents a separate finite-element analysis where the plane strain relation

$$K = \sqrt{\frac{JE}{(1 - \nu^2)}}$$

was used to calculate $K$ from $J$. The $K$ value was then normalized by dividing the value by $\sqrt{\pi a}$ and using a stress load of unity. While English units were utilized to compute the $K_j^s$ values, the nondimensionalized $K_j^s$ values are appropriate for any consistent set of units (English, SI, etc.).

Further details regarding the generation of these SIFICs can be found in Ref. 11.
Pressurized-Thermal-Shock

Table 8.1 SIFICs for axially oriented finite-length semielliptical flaws on inner surface of cylinder: \(R_i/t = 10\) and \(a/t = 0.01\)

<table>
<thead>
<tr>
<th>Aspect Ratio</th>
<th>Elliptic Ratio</th>
<th>K0 Uniform</th>
<th>K1 Linear</th>
<th>K2 Quadratic</th>
<th>K3 Cubic</th>
<th>K0 (t_c=6.35)</th>
<th>K1 (t_c=6.35)</th>
<th>K0 (t_c=3.96)</th>
<th>K1 (t_c=3.96)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2:1</td>
<td>0.00</td>
<td>0.764</td>
<td>0.153</td>
<td>0.061</td>
<td>0.034</td>
<td>0.764</td>
<td>0.153</td>
<td>0.764</td>
<td>0.153</td>
</tr>
<tr>
<td></td>
<td>2.37</td>
<td>0.754</td>
<td>0.165</td>
<td>0.062</td>
<td>0.032</td>
<td>0.754</td>
<td>0.165</td>
<td>0.754</td>
<td>0.165</td>
</tr>
<tr>
<td></td>
<td>16.6</td>
<td>0.690</td>
<td>0.192</td>
<td>0.079</td>
<td>0.040</td>
<td>0.690</td>
<td>0.192</td>
<td>0.690</td>
<td>0.192</td>
</tr>
<tr>
<td></td>
<td>30.8</td>
<td>0.669</td>
<td>0.264</td>
<td>0.127</td>
<td>0.069</td>
<td>0.669</td>
<td>0.264</td>
<td>0.669</td>
<td>0.264</td>
</tr>
<tr>
<td></td>
<td>45.0</td>
<td>0.660</td>
<td>0.335</td>
<td>0.196</td>
<td>0.124</td>
<td>0.660</td>
<td>0.335</td>
<td>0.660</td>
<td>0.335</td>
</tr>
<tr>
<td></td>
<td>59.2</td>
<td>0.653</td>
<td>0.393</td>
<td>0.269</td>
<td>0.198</td>
<td>0.653</td>
<td>0.393</td>
<td>0.653</td>
<td>0.393</td>
</tr>
<tr>
<td></td>
<td>73.4</td>
<td>0.651</td>
<td>0.434</td>
<td>0.329</td>
<td>0.268</td>
<td>0.651</td>
<td>0.434</td>
<td>0.651</td>
<td>0.434</td>
</tr>
<tr>
<td></td>
<td>87.6</td>
<td>0.649</td>
<td>0.463</td>
<td>0.366</td>
<td>0.310</td>
<td>0.649</td>
<td>0.463</td>
<td>0.649</td>
<td>0.463</td>
</tr>
<tr>
<td></td>
<td>90.0</td>
<td>0.649</td>
<td>0.468</td>
<td>0.372</td>
<td>0.317</td>
<td>0.649</td>
<td>0.468</td>
<td>0.649</td>
<td>0.468</td>
</tr>
<tr>
<td>6:1</td>
<td>0.00</td>
<td>0.670</td>
<td>0.134</td>
<td>0.048</td>
<td>0.024</td>
<td>0.670</td>
<td>0.134</td>
<td>0.670</td>
<td>0.134</td>
</tr>
<tr>
<td></td>
<td>2.37</td>
<td>0.667</td>
<td>0.134</td>
<td>0.043</td>
<td>0.019</td>
<td>0.667</td>
<td>0.134</td>
<td>0.667</td>
<td>0.134</td>
</tr>
<tr>
<td></td>
<td>16.6</td>
<td>0.654</td>
<td>0.170</td>
<td>0.055</td>
<td>0.009</td>
<td>0.654</td>
<td>0.170</td>
<td>0.654</td>
<td>0.170</td>
</tr>
<tr>
<td></td>
<td>30.8</td>
<td>0.741</td>
<td>0.269</td>
<td>0.109</td>
<td>0.029</td>
<td>0.741</td>
<td>0.269</td>
<td>0.741</td>
<td>0.269</td>
</tr>
<tr>
<td></td>
<td>45.0</td>
<td>0.827</td>
<td>0.381</td>
<td>0.199</td>
<td>0.100</td>
<td>0.827</td>
<td>0.381</td>
<td>0.827</td>
<td>0.381</td>
</tr>
<tr>
<td></td>
<td>59.2</td>
<td>0.893</td>
<td>0.481</td>
<td>0.302</td>
<td>0.197</td>
<td>0.893</td>
<td>0.481</td>
<td>0.893</td>
<td>0.481</td>
</tr>
<tr>
<td></td>
<td>73.4</td>
<td>0.938</td>
<td>0.559</td>
<td>0.389</td>
<td>0.290</td>
<td>0.938</td>
<td>0.559</td>
<td>0.938</td>
<td>0.559</td>
</tr>
<tr>
<td></td>
<td>87.6</td>
<td>0.970</td>
<td>0.594</td>
<td>0.435</td>
<td>0.341</td>
<td>0.970</td>
<td>0.594</td>
<td>0.970</td>
<td>0.594</td>
</tr>
<tr>
<td></td>
<td>90.0</td>
<td>0.975</td>
<td>0.601</td>
<td>0.443</td>
<td>0.350</td>
<td>0.975</td>
<td>0.601</td>
<td>0.975</td>
<td>0.601</td>
</tr>
<tr>
<td>10:1</td>
<td>0.00</td>
<td>0.515</td>
<td>0.090</td>
<td>0.020</td>
<td>0.006</td>
<td>0.515</td>
<td>0.090</td>
<td>0.515</td>
<td>0.090</td>
</tr>
<tr>
<td></td>
<td>2.37</td>
<td>0.529</td>
<td>0.094</td>
<td>0.010</td>
<td>0.005</td>
<td>0.529</td>
<td>0.094</td>
<td>0.529</td>
<td>0.094</td>
</tr>
<tr>
<td></td>
<td>16.6</td>
<td>0.610</td>
<td>0.146</td>
<td>0.033</td>
<td>0.005</td>
<td>0.610</td>
<td>0.146</td>
<td>0.610</td>
<td>0.146</td>
</tr>
<tr>
<td></td>
<td>30.8</td>
<td>0.762</td>
<td>0.258</td>
<td>0.060</td>
<td>0.019</td>
<td>0.762</td>
<td>0.258</td>
<td>0.762</td>
<td>0.258</td>
</tr>
<tr>
<td></td>
<td>45.0</td>
<td>0.889</td>
<td>0.389</td>
<td>0.171</td>
<td>0.066</td>
<td>0.889</td>
<td>0.389</td>
<td>0.889</td>
<td>0.389</td>
</tr>
<tr>
<td></td>
<td>59.2</td>
<td>0.979</td>
<td>0.507</td>
<td>0.290</td>
<td>0.136</td>
<td>0.979</td>
<td>0.507</td>
<td>0.979</td>
<td>0.507</td>
</tr>
<tr>
<td></td>
<td>73.4</td>
<td>1.033</td>
<td>0.593</td>
<td>0.389</td>
<td>0.249</td>
<td>1.033</td>
<td>0.593</td>
<td>1.033</td>
<td>0.593</td>
</tr>
<tr>
<td></td>
<td>87.6</td>
<td>1.064</td>
<td>0.635</td>
<td>0.439</td>
<td>0.307</td>
<td>1.064</td>
<td>0.635</td>
<td>1.064</td>
<td>0.635</td>
</tr>
<tr>
<td></td>
<td>90.0</td>
<td>1.069</td>
<td>0.642</td>
<td>0.447</td>
<td>0.316</td>
<td>1.069</td>
<td>0.642</td>
<td>1.069</td>
<td>0.642</td>
</tr>
</tbody>
</table>
Table 8.2 SIFICs for axially oriented finite-length semielliptical flaws on inner surface of cylinder:

\( R/t = 10 \) and \( a/t = 0.0184 \)

<table>
<thead>
<tr>
<th>Aspect Ratio</th>
<th>Elliptic Ratio Angle</th>
<th>K0 Uniform</th>
<th>K1 Linear</th>
<th>K2 Quadratic</th>
<th>K3 Cubic</th>
<th>K0 ( t_c=6.35 )</th>
<th>K1 ( t_c=6.35 )</th>
<th>K0 ( t_c=3.96 )</th>
<th>K1 ( t_c=3.96 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2:1</td>
<td>0.00</td>
<td>0.777</td>
<td>0.155</td>
<td>0.061</td>
<td>0.034</td>
<td>0.777</td>
<td>0.155</td>
<td>0.777</td>
<td>0.155</td>
</tr>
<tr>
<td></td>
<td>2.37</td>
<td>0.767</td>
<td>0.167</td>
<td>0.062</td>
<td>0.032</td>
<td>0.767</td>
<td>0.167</td>
<td>0.767</td>
<td>0.167</td>
</tr>
<tr>
<td></td>
<td>16.6</td>
<td>0.700</td>
<td>0.194</td>
<td>0.079</td>
<td>0.040</td>
<td>0.700</td>
<td>0.194</td>
<td>0.700</td>
<td>0.194</td>
</tr>
<tr>
<td></td>
<td>30.8</td>
<td>0.677</td>
<td>0.266</td>
<td>0.127</td>
<td>0.069</td>
<td>0.677</td>
<td>0.266</td>
<td>0.677</td>
<td>0.266</td>
</tr>
<tr>
<td></td>
<td>45.0</td>
<td>0.667</td>
<td>0.338</td>
<td>0.196</td>
<td>0.125</td>
<td>0.667</td>
<td>0.338</td>
<td>0.667</td>
<td>0.338</td>
</tr>
<tr>
<td></td>
<td>59.2</td>
<td>0.660</td>
<td>0.397</td>
<td>0.270</td>
<td>0.198</td>
<td>0.660</td>
<td>0.397</td>
<td>0.660</td>
<td>0.397</td>
</tr>
<tr>
<td></td>
<td>73.4</td>
<td>0.657</td>
<td>0.438</td>
<td>0.330</td>
<td>0.267</td>
<td>0.657</td>
<td>0.438</td>
<td>0.657</td>
<td>0.438</td>
</tr>
<tr>
<td></td>
<td>87.6</td>
<td>0.654</td>
<td>0.467</td>
<td>0.366</td>
<td>0.310</td>
<td>0.654</td>
<td>0.467</td>
<td>0.654</td>
<td>0.467</td>
</tr>
<tr>
<td></td>
<td>90.0</td>
<td>0.653</td>
<td>0.472</td>
<td>0.373</td>
<td>0.317</td>
<td>0.653</td>
<td>0.472</td>
<td>0.653</td>
<td>0.472</td>
</tr>
<tr>
<td>6:1</td>
<td>0.00</td>
<td>0.653</td>
<td>0.128</td>
<td>0.043</td>
<td>0.021</td>
<td>0.653</td>
<td>0.128</td>
<td>0.653</td>
<td>0.128</td>
</tr>
<tr>
<td></td>
<td>2.37</td>
<td>0.654</td>
<td>0.128</td>
<td>0.038</td>
<td>0.016</td>
<td>0.654</td>
<td>0.128</td>
<td>0.654</td>
<td>0.128</td>
</tr>
<tr>
<td></td>
<td>16.6</td>
<td>0.654</td>
<td>0.168</td>
<td>0.045</td>
<td>0.021</td>
<td>0.654</td>
<td>0.168</td>
<td>0.654</td>
<td>0.168</td>
</tr>
<tr>
<td></td>
<td>30.8</td>
<td>0.758</td>
<td>0.271</td>
<td>0.099</td>
<td>0.026</td>
<td>0.758</td>
<td>0.271</td>
<td>0.758</td>
<td>0.271</td>
</tr>
<tr>
<td></td>
<td>45.0</td>
<td>0.852</td>
<td>0.387</td>
<td>0.192</td>
<td>0.085</td>
<td>0.852</td>
<td>0.387</td>
<td>0.852</td>
<td>0.387</td>
</tr>
<tr>
<td></td>
<td>59.2</td>
<td>0.920</td>
<td>0.492</td>
<td>0.298</td>
<td>0.187</td>
<td>0.920</td>
<td>0.492</td>
<td>0.920</td>
<td>0.492</td>
</tr>
<tr>
<td></td>
<td>73.4</td>
<td>0.963</td>
<td>0.569</td>
<td>0.387</td>
<td>0.283</td>
<td>0.963</td>
<td>0.569</td>
<td>0.963</td>
<td>0.569</td>
</tr>
<tr>
<td></td>
<td>87.6</td>
<td>0.994</td>
<td>0.609</td>
<td>0.434</td>
<td>0.335</td>
<td>0.994</td>
<td>0.609</td>
<td>0.994</td>
<td>0.609</td>
</tr>
<tr>
<td></td>
<td>90.0</td>
<td>0.999</td>
<td>0.616</td>
<td>0.442</td>
<td>0.344</td>
<td>0.999</td>
<td>0.616</td>
<td>0.999</td>
<td>0.616</td>
</tr>
<tr>
<td>10:1</td>
<td>0.00</td>
<td>0.525</td>
<td>0.092</td>
<td>0.019</td>
<td>0.007</td>
<td>0.525</td>
<td>0.092</td>
<td>0.525</td>
<td>0.092</td>
</tr>
<tr>
<td></td>
<td>2.37</td>
<td>0.538</td>
<td>0.096</td>
<td>0.009</td>
<td>0.005</td>
<td>0.538</td>
<td>0.096</td>
<td>0.538</td>
<td>0.096</td>
</tr>
<tr>
<td></td>
<td>16.6</td>
<td>0.621</td>
<td>0.149</td>
<td>0.039</td>
<td>0.005</td>
<td>0.621</td>
<td>0.149</td>
<td>0.621</td>
<td>0.149</td>
</tr>
<tr>
<td></td>
<td>30.8</td>
<td>0.777</td>
<td>0.262</td>
<td>0.050</td>
<td>0.022</td>
<td>0.777</td>
<td>0.262</td>
<td>0.777</td>
<td>0.262</td>
</tr>
<tr>
<td></td>
<td>45.0</td>
<td>0.899</td>
<td>0.392</td>
<td>0.164</td>
<td>0.075</td>
<td>0.899</td>
<td>0.392</td>
<td>0.899</td>
<td>0.392</td>
</tr>
<tr>
<td></td>
<td>59.2</td>
<td>0.982</td>
<td>0.509</td>
<td>0.283</td>
<td>0.127</td>
<td>0.982</td>
<td>0.509</td>
<td>0.982</td>
<td>0.509</td>
</tr>
<tr>
<td></td>
<td>73.4</td>
<td>1.033</td>
<td>0.595</td>
<td>0.383</td>
<td>0.242</td>
<td>1.033</td>
<td>0.595</td>
<td>1.033</td>
<td>0.595</td>
</tr>
<tr>
<td></td>
<td>87.6</td>
<td>1.063</td>
<td>0.637</td>
<td>0.433</td>
<td>0.300</td>
<td>1.063</td>
<td>0.637</td>
<td>1.063</td>
<td>0.637</td>
</tr>
<tr>
<td></td>
<td>90.0</td>
<td>1.068</td>
<td>0.644</td>
<td>0.441</td>
<td>0.310</td>
<td>1.068</td>
<td>0.644</td>
<td>1.068</td>
<td>0.644</td>
</tr>
</tbody>
</table>
Table 8.3 SIFICs for axially oriented finite-length semielliptical flaws on inner surface of cylinder:  
\( R_t/t = 10 \) and \( \alpha/t = 0.05 \)

<table>
<thead>
<tr>
<th>Aspect Ratio</th>
<th>Elliptic Angle</th>
<th>Uniform K0</th>
<th>Linear K1</th>
<th>Quadratic K2</th>
<th>Cubic K3</th>
<th>( K_0 )</th>
<th>( K_1 )</th>
<th>( K_0 )</th>
<th>( K_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2:1</td>
<td>0.00</td>
<td>0.701</td>
<td>0.133</td>
<td>0.045</td>
<td>0.022</td>
<td>0.596</td>
<td>0.171</td>
<td>0.598</td>
<td>0.212</td>
</tr>
<tr>
<td></td>
<td>31.0</td>
<td>0.681</td>
<td>0.276</td>
<td>0.131</td>
<td>0.070</td>
<td>0.615</td>
<td>0.278</td>
<td>0.238</td>
<td>0.119</td>
</tr>
<tr>
<td></td>
<td>40.5</td>
<td>0.670</td>
<td>0.323</td>
<td>0.178</td>
<td>0.108</td>
<td>0.386</td>
<td>0.208</td>
<td>0.175</td>
<td>0.090</td>
</tr>
<tr>
<td></td>
<td>50.0</td>
<td>0.663</td>
<td>0.367</td>
<td>0.231</td>
<td>0.158</td>
<td>0.268</td>
<td>0.147</td>
<td>0.146</td>
<td>0.075</td>
</tr>
<tr>
<td></td>
<td>59.4</td>
<td>0.659</td>
<td>0.404</td>
<td>0.282</td>
<td>0.212</td>
<td>0.226</td>
<td>0.124</td>
<td>0.129</td>
<td>0.067</td>
</tr>
<tr>
<td></td>
<td>68.9</td>
<td>0.654</td>
<td>0.432</td>
<td>0.325</td>
<td>0.263</td>
<td>0.206</td>
<td>0.112</td>
<td>0.119</td>
<td>0.062</td>
</tr>
<tr>
<td></td>
<td>78.4</td>
<td>0.655</td>
<td>0.451</td>
<td>0.355</td>
<td>0.301</td>
<td>0.194</td>
<td>0.105</td>
<td>0.114</td>
<td>0.059</td>
</tr>
<tr>
<td></td>
<td>87.9</td>
<td>0.651</td>
<td>0.472</td>
<td>0.379</td>
<td>0.327</td>
<td>0.186</td>
<td>0.101</td>
<td>0.108</td>
<td>0.056</td>
</tr>
<tr>
<td></td>
<td>90.0</td>
<td>0.651</td>
<td>0.476</td>
<td>0.384</td>
<td>0.333</td>
<td>0.184</td>
<td>0.100</td>
<td>0.107</td>
<td>0.056</td>
</tr>
<tr>
<td>6:1</td>
<td>0.00</td>
<td>0.513</td>
<td>0.100</td>
<td>0.027</td>
<td>0.010</td>
<td>0.479</td>
<td>0.186</td>
<td>0.444</td>
<td>0.177</td>
</tr>
<tr>
<td></td>
<td>31.0</td>
<td>0.764</td>
<td>0.275</td>
<td>0.100</td>
<td>0.022</td>
<td>0.700</td>
<td>0.346</td>
<td>0.336</td>
<td>0.166</td>
</tr>
<tr>
<td></td>
<td>40.5</td>
<td>0.823</td>
<td>0.352</td>
<td>0.162</td>
<td>0.072</td>
<td>0.528</td>
<td>0.270</td>
<td>0.292</td>
<td>0.147</td>
</tr>
<tr>
<td></td>
<td>50.0</td>
<td>0.875</td>
<td>0.429</td>
<td>0.235</td>
<td>0.137</td>
<td>0.445</td>
<td>0.232</td>
<td>0.271</td>
<td>0.137</td>
</tr>
<tr>
<td></td>
<td>59.4</td>
<td>0.915</td>
<td>0.497</td>
<td>0.310</td>
<td>0.210</td>
<td>0.417</td>
<td>0.215</td>
<td>0.259</td>
<td>0.130</td>
</tr>
<tr>
<td></td>
<td>68.9</td>
<td>0.944</td>
<td>0.551</td>
<td>0.375</td>
<td>0.279</td>
<td>0.400</td>
<td>0.205</td>
<td>0.251</td>
<td>0.126</td>
</tr>
<tr>
<td></td>
<td>78.4</td>
<td>0.964</td>
<td>0.589</td>
<td>0.423</td>
<td>0.334</td>
<td>0.391</td>
<td>0.199</td>
<td>0.247</td>
<td>0.124</td>
</tr>
<tr>
<td></td>
<td>87.9</td>
<td>0.984</td>
<td>0.611</td>
<td>0.449</td>
<td>0.363</td>
<td>0.384</td>
<td>0.195</td>
<td>0.243</td>
<td>0.122</td>
</tr>
<tr>
<td></td>
<td>90.0</td>
<td>0.989</td>
<td>0.616</td>
<td>0.454</td>
<td>0.369</td>
<td>0.382</td>
<td>0.194</td>
<td>0.242</td>
<td>0.122</td>
</tr>
<tr>
<td>10:1</td>
<td>0.00</td>
<td>0.424</td>
<td>0.075</td>
<td>0.012</td>
<td>0.008</td>
<td>0.373</td>
<td>0.163</td>
<td>0.323</td>
<td>0.147</td>
</tr>
<tr>
<td></td>
<td>31.0</td>
<td>0.781</td>
<td>0.261</td>
<td>0.044</td>
<td>0.016</td>
<td>0.713</td>
<td>0.345</td>
<td>0.372</td>
<td>0.182</td>
</tr>
<tr>
<td></td>
<td>40.5</td>
<td>0.868</td>
<td>0.350</td>
<td>0.126</td>
<td>0.056</td>
<td>0.578</td>
<td>0.300</td>
<td>0.333</td>
<td>0.167</td>
</tr>
<tr>
<td></td>
<td>50.0</td>
<td>0.932</td>
<td>0.437</td>
<td>0.211</td>
<td>0.082</td>
<td>0.501</td>
<td>0.258</td>
<td>0.309</td>
<td>0.155</td>
</tr>
<tr>
<td></td>
<td>59.4</td>
<td>0.981</td>
<td>0.514</td>
<td>0.294</td>
<td>0.172</td>
<td>0.471</td>
<td>0.240</td>
<td>0.293</td>
<td>0.147</td>
</tr>
<tr>
<td></td>
<td>68.9</td>
<td>1.017</td>
<td>0.575</td>
<td>0.367</td>
<td>0.251</td>
<td>0.450</td>
<td>0.229</td>
<td>0.283</td>
<td>0.142</td>
</tr>
<tr>
<td></td>
<td>78.4</td>
<td>1.040</td>
<td>0.617</td>
<td>0.419</td>
<td>0.311</td>
<td>0.440</td>
<td>0.222</td>
<td>0.278</td>
<td>0.139</td>
</tr>
<tr>
<td></td>
<td>87.9</td>
<td>1.057</td>
<td>0.639</td>
<td>0.446</td>
<td>0.341</td>
<td>0.431</td>
<td>0.217</td>
<td>0.272</td>
<td>0.136</td>
</tr>
<tr>
<td></td>
<td>90.0</td>
<td>1.061</td>
<td>0.644</td>
<td>0.452</td>
<td>0.347</td>
<td>0.430</td>
<td>0.216</td>
<td>0.271</td>
<td>0.136</td>
</tr>
</tbody>
</table>
### Table 8.4 SIFICs for axially oriented finite-length semieliptical flaws on inner surface of cylinder:

\( R/t = 10 \) and \( a/t = 0.075 \)

<table>
<thead>
<tr>
<th>Aspect Ratio</th>
<th>Elliptic Angle</th>
<th>KO Uniform</th>
<th>K1 Linear</th>
<th>K2 Quadratic</th>
<th>K3 Cubic</th>
<th>K0</th>
<th>K1</th>
<th>K0</th>
<th>K1</th>
</tr>
</thead>
<tbody>
<tr>
<td>2:1</td>
<td>0.00</td>
<td>0.697</td>
<td>0.134</td>
<td>0.045</td>
<td>0.022</td>
<td>0.604</td>
<td>0.210</td>
<td>0.511</td>
<td>0.204</td>
</tr>
<tr>
<td></td>
<td>32.3</td>
<td>0.683</td>
<td>0.284</td>
<td>0.137</td>
<td>0.075</td>
<td>0.250</td>
<td>0.127</td>
<td>0.138</td>
<td>0.063</td>
</tr>
<tr>
<td></td>
<td>41.6</td>
<td>0.673</td>
<td>0.331</td>
<td>0.185</td>
<td>0.114</td>
<td>0.187</td>
<td>0.096</td>
<td>0.108</td>
<td>0.054</td>
</tr>
<tr>
<td></td>
<td>50.9</td>
<td>0.666</td>
<td>0.373</td>
<td>0.236</td>
<td>0.163</td>
<td>0.157</td>
<td>0.081</td>
<td>0.092</td>
<td>0.047</td>
</tr>
<tr>
<td></td>
<td>60.1</td>
<td>0.662</td>
<td>0.409</td>
<td>0.286</td>
<td>0.217</td>
<td>0.139</td>
<td>0.073</td>
<td>0.083</td>
<td>0.042</td>
</tr>
<tr>
<td></td>
<td>69.4</td>
<td>0.657</td>
<td>0.436</td>
<td>0.327</td>
<td>0.266</td>
<td>0.129</td>
<td>0.067</td>
<td>0.076</td>
<td>0.039</td>
</tr>
<tr>
<td></td>
<td>78.6</td>
<td>0.656</td>
<td>0.454</td>
<td>0.356</td>
<td>0.303</td>
<td>0.123</td>
<td>0.064</td>
<td>0.073</td>
<td>0.037</td>
</tr>
<tr>
<td></td>
<td>87.9</td>
<td>0.654</td>
<td>0.474</td>
<td>0.379</td>
<td>0.328</td>
<td>0.118</td>
<td>0.061</td>
<td>0.070</td>
<td>0.036</td>
</tr>
<tr>
<td></td>
<td>90.0</td>
<td>0.654</td>
<td>0.478</td>
<td>0.384</td>
<td>0.334</td>
<td>0.116</td>
<td>0.060</td>
<td>0.069</td>
<td>0.035</td>
</tr>
<tr>
<td>6:1</td>
<td>0.00</td>
<td>0.499</td>
<td>0.099</td>
<td>0.026</td>
<td>0.009</td>
<td>0.436</td>
<td>0.171</td>
<td>0.357</td>
<td>0.162</td>
</tr>
<tr>
<td></td>
<td>32.3</td>
<td>0.772</td>
<td>0.285</td>
<td>0.102</td>
<td>0.018</td>
<td>0.356</td>
<td>0.177</td>
<td>0.208</td>
<td>0.099</td>
</tr>
<tr>
<td></td>
<td>41.6</td>
<td>0.829</td>
<td>0.360</td>
<td>0.164</td>
<td>0.073</td>
<td>0.311</td>
<td>0.157</td>
<td>0.188</td>
<td>0.093</td>
</tr>
<tr>
<td></td>
<td>50.9</td>
<td>0.878</td>
<td>0.434</td>
<td>0.237</td>
<td>0.138</td>
<td>0.289</td>
<td>0.146</td>
<td>0.177</td>
<td>0.089</td>
</tr>
<tr>
<td></td>
<td>60.1</td>
<td>0.916</td>
<td>0.499</td>
<td>0.309</td>
<td>0.210</td>
<td>0.276</td>
<td>0.139</td>
<td>0.170</td>
<td>0.085</td>
</tr>
<tr>
<td></td>
<td>69.4</td>
<td>0.943</td>
<td>0.551</td>
<td>0.372</td>
<td>0.278</td>
<td>0.268</td>
<td>0.135</td>
<td>0.166</td>
<td>0.083</td>
</tr>
<tr>
<td></td>
<td>78.6</td>
<td>0.963</td>
<td>0.587</td>
<td>0.418</td>
<td>0.330</td>
<td>0.264</td>
<td>0.133</td>
<td>0.163</td>
<td>0.082</td>
</tr>
<tr>
<td></td>
<td>87.9</td>
<td>0.982</td>
<td>0.609</td>
<td>0.443</td>
<td>0.358</td>
<td>0.266</td>
<td>0.134</td>
<td>0.165</td>
<td>0.082</td>
</tr>
<tr>
<td></td>
<td>90.0</td>
<td>0.986</td>
<td>0.614</td>
<td>0.448</td>
<td>0.365</td>
<td>0.267</td>
<td>0.134</td>
<td>0.165</td>
<td>0.082</td>
</tr>
<tr>
<td>10:1</td>
<td>0.00</td>
<td>0.368</td>
<td>0.077</td>
<td>0.011</td>
<td>0.010</td>
<td>0.312</td>
<td>0.141</td>
<td>0.231</td>
<td>0.127</td>
</tr>
<tr>
<td></td>
<td>32.3</td>
<td>0.796</td>
<td>0.276</td>
<td>0.049</td>
<td>0.025</td>
<td>0.394</td>
<td>0.195</td>
<td>0.234</td>
<td>0.112</td>
</tr>
<tr>
<td></td>
<td>41.6</td>
<td>0.878</td>
<td>0.363</td>
<td>0.131</td>
<td>0.053</td>
<td>0.353</td>
<td>0.178</td>
<td>0.216</td>
<td>0.107</td>
</tr>
<tr>
<td></td>
<td>50.9</td>
<td>0.939</td>
<td>0.447</td>
<td>0.215</td>
<td>0.089</td>
<td>0.328</td>
<td>0.165</td>
<td>0.203</td>
<td>0.101</td>
</tr>
<tr>
<td></td>
<td>60.1</td>
<td>0.985</td>
<td>0.520</td>
<td>0.296</td>
<td>0.176</td>
<td>0.312</td>
<td>0.157</td>
<td>0.194</td>
<td>0.097</td>
</tr>
<tr>
<td></td>
<td>69.4</td>
<td>1.018</td>
<td>0.578</td>
<td>0.365</td>
<td>0.252</td>
<td>0.302</td>
<td>0.152</td>
<td>0.188</td>
<td>0.094</td>
</tr>
<tr>
<td></td>
<td>78.6</td>
<td>1.039</td>
<td>0.618</td>
<td>0.415</td>
<td>0.310</td>
<td>0.296</td>
<td>0.149</td>
<td>0.184</td>
<td>0.092</td>
</tr>
<tr>
<td></td>
<td>87.9</td>
<td>1.056</td>
<td>0.639</td>
<td>0.441</td>
<td>0.339</td>
<td>0.291</td>
<td>0.146</td>
<td>0.181</td>
<td>0.090</td>
</tr>
<tr>
<td></td>
<td>90.0</td>
<td>1.060</td>
<td>0.644</td>
<td>0.447</td>
<td>0.345</td>
<td>0.289</td>
<td>0.145</td>
<td>0.180</td>
<td>0.090</td>
</tr>
</tbody>
</table>
### Pressurized-Thermal-Shock

Table 8.5 SIFICs for axially oriented finite-length semielliptical flaws on inner surface of cylinder: 
\( R_i/t = 10 \) and \( a/t = 0.1 \)

<table>
<thead>
<tr>
<th>Aspect Ratio</th>
<th>Elliptic Angle</th>
<th>K0 Uniform</th>
<th>K1 Linear</th>
<th>K2 Quadratic</th>
<th>K3 Cubic</th>
<th>( t_{01} = 6.35 )</th>
<th>( t_{01} = 6.35 )</th>
<th>( t_{01} = 3.96 )</th>
<th>( t_{01} = 3.96 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2:1</td>
<td>0.00</td>
<td>0.715</td>
<td>0.133</td>
<td>0.046</td>
<td>0.023</td>
<td>0.576</td>
<td>0.217</td>
<td>0.486</td>
<td>0.211</td>
</tr>
<tr>
<td></td>
<td>27.2</td>
<td>0.687</td>
<td>0.256</td>
<td>0.116</td>
<td>0.060</td>
<td>0.206</td>
<td>0.102</td>
<td>0.116</td>
<td>0.052</td>
</tr>
<tr>
<td></td>
<td>37.3</td>
<td>0.676</td>
<td>0.308</td>
<td>0.164</td>
<td>0.095</td>
<td>0.146</td>
<td>0.074</td>
<td>0.087</td>
<td>0.042</td>
</tr>
<tr>
<td></td>
<td>47.4</td>
<td>0.669</td>
<td>0.357</td>
<td>0.220</td>
<td>0.145</td>
<td>0.119</td>
<td>0.061</td>
<td>0.072</td>
<td>0.036</td>
</tr>
<tr>
<td></td>
<td>57.5</td>
<td>0.663</td>
<td>0.399</td>
<td>0.275</td>
<td>0.203</td>
<td>0.104</td>
<td>0.053</td>
<td>0.063</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td>67.7</td>
<td>0.659</td>
<td>0.431</td>
<td>0.323</td>
<td>0.258</td>
<td>0.095</td>
<td>0.049</td>
<td>0.057</td>
<td>0.029</td>
</tr>
<tr>
<td></td>
<td>77.8</td>
<td>0.657</td>
<td>0.452</td>
<td>0.357</td>
<td>0.301</td>
<td>0.090</td>
<td>0.046</td>
<td>0.055</td>
<td>0.028</td>
</tr>
<tr>
<td></td>
<td>87.9</td>
<td>0.655</td>
<td>0.474</td>
<td>0.383</td>
<td>0.329</td>
<td>0.086</td>
<td>0.044</td>
<td>0.052</td>
<td>0.026</td>
</tr>
<tr>
<td></td>
<td>90.0</td>
<td>0.655</td>
<td>0.479</td>
<td>0.388</td>
<td>0.335</td>
<td>0.085</td>
<td>0.043</td>
<td>0.051</td>
<td>0.026</td>
</tr>
<tr>
<td>6:1</td>
<td>0.00</td>
<td>0.553</td>
<td>0.095</td>
<td>0.027</td>
<td>0.011</td>
<td>0.457</td>
<td>0.179</td>
<td>0.380</td>
<td>0.170</td>
</tr>
<tr>
<td></td>
<td>27.2</td>
<td>0.741</td>
<td>0.242</td>
<td>0.084</td>
<td>0.011</td>
<td>0.278</td>
<td>0.137</td>
<td>0.164</td>
<td>0.079</td>
</tr>
<tr>
<td></td>
<td>37.3</td>
<td>0.811</td>
<td>0.324</td>
<td>0.144</td>
<td>0.053</td>
<td>0.240</td>
<td>0.120</td>
<td>0.147</td>
<td>0.073</td>
</tr>
<tr>
<td></td>
<td>47.4</td>
<td>0.869</td>
<td>0.407</td>
<td>0.220</td>
<td>0.118</td>
<td>0.221</td>
<td>0.111</td>
<td>0.136</td>
<td>0.068</td>
</tr>
<tr>
<td></td>
<td>57.5</td>
<td>0.915</td>
<td>0.483</td>
<td>0.299</td>
<td>0.194</td>
<td>0.210</td>
<td>0.105</td>
<td>0.130</td>
<td>0.065</td>
</tr>
<tr>
<td></td>
<td>67.7</td>
<td>0.948</td>
<td>0.544</td>
<td>0.371</td>
<td>0.270</td>
<td>0.203</td>
<td>0.102</td>
<td>0.126</td>
<td>0.063</td>
</tr>
<tr>
<td></td>
<td>77.8</td>
<td>0.971</td>
<td>0.586</td>
<td>0.424</td>
<td>0.330</td>
<td>0.199</td>
<td>0.100</td>
<td>0.124</td>
<td>0.062</td>
</tr>
<tr>
<td></td>
<td>87.9</td>
<td>0.991</td>
<td>0.610</td>
<td>0.453</td>
<td>0.362</td>
<td>0.196</td>
<td>0.098</td>
<td>0.122</td>
<td>0.061</td>
</tr>
<tr>
<td></td>
<td>90.0</td>
<td>0.996</td>
<td>0.615</td>
<td>0.459</td>
<td>0.369</td>
<td>0.195</td>
<td>0.098</td>
<td>0.121</td>
<td>0.061</td>
</tr>
<tr>
<td>10:1</td>
<td>0.00</td>
<td>0.417</td>
<td>0.071</td>
<td>0.013</td>
<td>0.006</td>
<td>0.352</td>
<td>0.156</td>
<td>0.286</td>
<td>0.144</td>
</tr>
<tr>
<td></td>
<td>27.2</td>
<td>0.752</td>
<td>0.228</td>
<td>0.041</td>
<td>0.017</td>
<td>0.310</td>
<td>0.151</td>
<td>0.186</td>
<td>0.089</td>
</tr>
<tr>
<td></td>
<td>37.3</td>
<td>0.849</td>
<td>0.321</td>
<td>0.116</td>
<td>0.057</td>
<td>0.274</td>
<td>0.137</td>
<td>0.169</td>
<td>0.084</td>
</tr>
<tr>
<td></td>
<td>47.4</td>
<td>0.922</td>
<td>0.415</td>
<td>0.202</td>
<td>0.067</td>
<td>0.252</td>
<td>0.126</td>
<td>0.157</td>
<td>0.078</td>
</tr>
<tr>
<td></td>
<td>57.5</td>
<td>0.979</td>
<td>0.500</td>
<td>0.290</td>
<td>0.162</td>
<td>0.239</td>
<td>0.119</td>
<td>0.149</td>
<td>0.074</td>
</tr>
<tr>
<td></td>
<td>67.7</td>
<td>1.020</td>
<td>0.569</td>
<td>0.370</td>
<td>0.247</td>
<td>0.230</td>
<td>0.115</td>
<td>0.143</td>
<td>0.072</td>
</tr>
<tr>
<td></td>
<td>77.8</td>
<td>1.046</td>
<td>0.616</td>
<td>0.428</td>
<td>0.313</td>
<td>0.225</td>
<td>0.113</td>
<td>0.140</td>
<td>0.070</td>
</tr>
<tr>
<td></td>
<td>87.9</td>
<td>1.065</td>
<td>0.640</td>
<td>0.457</td>
<td>0.346</td>
<td>0.220</td>
<td>0.110</td>
<td>0.137</td>
<td>0.069</td>
</tr>
<tr>
<td></td>
<td>90.0</td>
<td>1.068</td>
<td>0.645</td>
<td>0.463</td>
<td>0.353</td>
<td>0.219</td>
<td>0.110</td>
<td>0.137</td>
<td>0.068</td>
</tr>
</tbody>
</table>
Table 8.6 SIFICs for axially oriented finite-length semielliptical flaws on inner surface of cylinder: $R/t = 10$ and $a/t = 0.2$

<table>
<thead>
<tr>
<th>Aspect Ratio</th>
<th>Elliptic Angle</th>
<th>Elliptic KO Uniform</th>
<th>Elliptic K1 Linear</th>
<th>Elliptic K2 Quadratic</th>
<th>Elliptic K3 Cubic</th>
<th>$t_c = 0.35$</th>
<th>$t_c = 0.35$</th>
<th>$t_c = 3.96$</th>
<th>$t_c = 3.96$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2:1</td>
<td>0.00</td>
<td>0.723</td>
<td>0.127</td>
<td>0.046</td>
<td>0.025</td>
<td>0.471</td>
<td>0.204</td>
<td>0.391</td>
<td>0.195</td>
</tr>
<tr>
<td></td>
<td>19.8</td>
<td>0.695</td>
<td>0.214</td>
<td>0.089</td>
<td>0.044</td>
<td>0.130</td>
<td>0.063</td>
<td>0.071</td>
<td>0.031</td>
</tr>
<tr>
<td></td>
<td>31.1</td>
<td>0.679</td>
<td>0.273</td>
<td>0.133</td>
<td>0.073</td>
<td>0.080</td>
<td>0.039</td>
<td>0.048</td>
<td>0.023</td>
</tr>
<tr>
<td></td>
<td>42.5</td>
<td>0.671</td>
<td>0.332</td>
<td>0.192</td>
<td>0.120</td>
<td>0.061</td>
<td>0.031</td>
<td>0.038</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td>53.8</td>
<td>0.665</td>
<td>0.383</td>
<td>0.255</td>
<td>0.182</td>
<td>0.052</td>
<td>0.026</td>
<td>0.032</td>
<td>0.016</td>
</tr>
<tr>
<td></td>
<td>65.2</td>
<td>0.660</td>
<td>0.423</td>
<td>0.312</td>
<td>0.245</td>
<td>0.047</td>
<td>0.023</td>
<td>0.029</td>
<td>0.014</td>
</tr>
<tr>
<td></td>
<td>76.5</td>
<td>0.658</td>
<td>0.450</td>
<td>0.354</td>
<td>0.296</td>
<td>0.044</td>
<td>0.022</td>
<td>0.027</td>
<td>0.014</td>
</tr>
<tr>
<td></td>
<td>87.9</td>
<td>0.656</td>
<td>0.475</td>
<td>0.384</td>
<td>0.329</td>
<td>0.041</td>
<td>0.021</td>
<td>0.025</td>
<td>0.013</td>
</tr>
<tr>
<td></td>
<td>90.0</td>
<td>0.656</td>
<td>0.479</td>
<td>0.389</td>
<td>0.335</td>
<td>0.040</td>
<td>0.020</td>
<td>0.025</td>
<td>0.013</td>
</tr>
<tr>
<td>6:1</td>
<td>0.00</td>
<td>0.625</td>
<td>0.101</td>
<td>0.034</td>
<td>0.017</td>
<td>0.423</td>
<td>0.189</td>
<td>0.354</td>
<td>0.179</td>
</tr>
<tr>
<td></td>
<td>19.8</td>
<td>0.699</td>
<td>0.194</td>
<td>0.066</td>
<td>0.019</td>
<td>0.157</td>
<td>0.074</td>
<td>0.093</td>
<td>0.043</td>
</tr>
<tr>
<td></td>
<td>31.1</td>
<td>0.781</td>
<td>0.280</td>
<td>0.118</td>
<td>0.045</td>
<td>0.127</td>
<td>0.063</td>
<td>0.079</td>
<td>0.039</td>
</tr>
<tr>
<td></td>
<td>42.5</td>
<td>0.856</td>
<td>0.375</td>
<td>0.195</td>
<td>0.101</td>
<td>0.116</td>
<td>0.058</td>
<td>0.072</td>
<td>0.036</td>
</tr>
<tr>
<td></td>
<td>53.8</td>
<td>0.915</td>
<td>0.464</td>
<td>0.283</td>
<td>0.180</td>
<td>0.110</td>
<td>0.055</td>
<td>0.069</td>
<td>0.034</td>
</tr>
<tr>
<td></td>
<td>65.2</td>
<td>0.958</td>
<td>0.538</td>
<td>0.366</td>
<td>0.265</td>
<td>0.106</td>
<td>0.053</td>
<td>0.066</td>
<td>0.033</td>
</tr>
<tr>
<td></td>
<td>76.5</td>
<td>0.986</td>
<td>0.590</td>
<td>0.430</td>
<td>0.336</td>
<td>0.104</td>
<td>0.052</td>
<td>0.065</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td>87.9</td>
<td>1.010</td>
<td>0.619</td>
<td>0.464</td>
<td>0.373</td>
<td>0.102</td>
<td>0.051</td>
<td>0.064</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td>90.0</td>
<td>1.014</td>
<td>0.624</td>
<td>0.470</td>
<td>0.380</td>
<td>0.102</td>
<td>0.051</td>
<td>0.063</td>
<td>0.032</td>
</tr>
<tr>
<td>10:1</td>
<td>0.00</td>
<td>0.506</td>
<td>0.077</td>
<td>0.022</td>
<td>0.009</td>
<td>0.368</td>
<td>0.180</td>
<td>0.314</td>
<td>0.164</td>
</tr>
<tr>
<td></td>
<td>19.8</td>
<td>0.694</td>
<td>0.183</td>
<td>0.050</td>
<td>0.025</td>
<td>0.174</td>
<td>0.078</td>
<td>0.106</td>
<td>0.050</td>
</tr>
<tr>
<td></td>
<td>31.1</td>
<td>0.815</td>
<td>0.280</td>
<td>0.107</td>
<td>0.011</td>
<td>0.149</td>
<td>0.073</td>
<td>0.093</td>
<td>0.046</td>
</tr>
<tr>
<td></td>
<td>42.5</td>
<td>0.915</td>
<td>0.387</td>
<td>0.190</td>
<td>0.083</td>
<td>0.137</td>
<td>0.068</td>
<td>0.085</td>
<td>0.043</td>
</tr>
<tr>
<td></td>
<td>53.8</td>
<td>0.991</td>
<td>0.488</td>
<td>0.287</td>
<td>0.170</td>
<td>0.130</td>
<td>0.065</td>
<td>0.081</td>
<td>0.040</td>
</tr>
<tr>
<td></td>
<td>65.2</td>
<td>1.045</td>
<td>0.572</td>
<td>0.379</td>
<td>0.263</td>
<td>0.125</td>
<td>0.062</td>
<td>0.078</td>
<td>0.039</td>
</tr>
<tr>
<td></td>
<td>76.5</td>
<td>1.080</td>
<td>0.631</td>
<td>0.449</td>
<td>0.340</td>
<td>0.122</td>
<td>0.061</td>
<td>0.077</td>
<td>0.038</td>
</tr>
<tr>
<td></td>
<td>87.9</td>
<td>1.103</td>
<td>0.660</td>
<td>0.483</td>
<td>0.378</td>
<td>0.120</td>
<td>0.060</td>
<td>0.075</td>
<td>0.037</td>
</tr>
<tr>
<td></td>
<td>90.0</td>
<td>1.107</td>
<td>0.666</td>
<td>0.490</td>
<td>0.385</td>
<td>0.120</td>
<td>0.060</td>
<td>0.075</td>
<td>0.037</td>
</tr>
</tbody>
</table>
Pressurized-Thermal-Shock

Table 8.7 SIFICs for axially oriented finite-length semielliptical flaws on inner surface of cylinder: 
\( R_i/t = 10 \) and \( a/t = 0.3 \)

<table>
<thead>
<tr>
<th>Aspect Ratio</th>
<th>Elliptic Angle</th>
<th>Uniform</th>
<th>Linear</th>
<th>Quadratic</th>
<th>Cubic</th>
<th>K0 ( t_c=6.35 )</th>
<th>K1 ( t_c=6.35 )</th>
<th>K0 ( t_c=3.96 )</th>
<th>K1 ( t_c=3.96 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2:1</td>
<td>0.00</td>
<td>0.723</td>
<td>0.127</td>
<td>0.048</td>
<td>0.026</td>
<td>0.404</td>
<td>0.188</td>
<td>0.334</td>
<td>0.176</td>
</tr>
<tr>
<td></td>
<td>17.4</td>
<td>0.708</td>
<td>0.203</td>
<td>0.083</td>
<td>0.042</td>
<td>0.102</td>
<td>0.049</td>
<td>0.056</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td>29.1</td>
<td>0.690</td>
<td>0.264</td>
<td>0.126</td>
<td>0.068</td>
<td>0.058</td>
<td>0.028</td>
<td>0.034</td>
<td>0.016</td>
</tr>
<tr>
<td></td>
<td>40.9</td>
<td>0.680</td>
<td>0.326</td>
<td>0.185</td>
<td>0.114</td>
<td>0.043</td>
<td>0.021</td>
<td>0.026</td>
<td>0.013</td>
</tr>
<tr>
<td></td>
<td>52.6</td>
<td>0.673</td>
<td>0.381</td>
<td>0.251</td>
<td>0.177</td>
<td>0.036</td>
<td>0.018</td>
<td>0.022</td>
<td>0.011</td>
</tr>
<tr>
<td></td>
<td>64.4</td>
<td>0.668</td>
<td>0.423</td>
<td>0.310</td>
<td>0.242</td>
<td>0.032</td>
<td>0.016</td>
<td>0.020</td>
<td>0.010</td>
</tr>
<tr>
<td></td>
<td>76.1</td>
<td>0.665</td>
<td>0.452</td>
<td>0.355</td>
<td>0.297</td>
<td>0.030</td>
<td>0.015</td>
<td>0.018</td>
<td>0.009</td>
</tr>
<tr>
<td></td>
<td>87.9</td>
<td>0.662</td>
<td>0.478</td>
<td>0.385</td>
<td>0.331</td>
<td>0.028</td>
<td>0.014</td>
<td>0.017</td>
<td>0.009</td>
</tr>
<tr>
<td></td>
<td>90.0</td>
<td>0.662</td>
<td>0.482</td>
<td>0.391</td>
<td>0.337</td>
<td>0.027</td>
<td>0.014</td>
<td>0.017</td>
<td>0.009</td>
</tr>
<tr>
<td>6:1</td>
<td>0.00</td>
<td>0.665</td>
<td>0.112</td>
<td>0.041</td>
<td>0.022</td>
<td>0.380</td>
<td>0.181</td>
<td>0.315</td>
<td>0.167</td>
</tr>
<tr>
<td></td>
<td>17.4</td>
<td>0.715</td>
<td>0.190</td>
<td>0.068</td>
<td>0.027</td>
<td>0.117</td>
<td>0.054</td>
<td>0.069</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td>29.1</td>
<td>0.804</td>
<td>0.277</td>
<td>0.118</td>
<td>0.051</td>
<td>0.093</td>
<td>0.045</td>
<td>0.057</td>
<td>0.028</td>
</tr>
<tr>
<td></td>
<td>40.9</td>
<td>0.886</td>
<td>0.376</td>
<td>0.194</td>
<td>0.104</td>
<td>0.085</td>
<td>0.042</td>
<td>0.053</td>
<td>0.026</td>
</tr>
<tr>
<td></td>
<td>52.6</td>
<td>0.951</td>
<td>0.470</td>
<td>0.284</td>
<td>0.182</td>
<td>0.081</td>
<td>0.040</td>
<td>0.050</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td>64.4</td>
<td>0.998</td>
<td>0.549</td>
<td>0.372</td>
<td>0.270</td>
<td>0.078</td>
<td>0.039</td>
<td>0.049</td>
<td>0.024</td>
</tr>
<tr>
<td></td>
<td>76.1</td>
<td>1.028</td>
<td>0.605</td>
<td>0.439</td>
<td>0.345</td>
<td>0.077</td>
<td>0.038</td>
<td>0.048</td>
<td>0.024</td>
</tr>
<tr>
<td></td>
<td>87.9</td>
<td>1.053</td>
<td>0.635</td>
<td>0.475</td>
<td>0.384</td>
<td>0.075</td>
<td>0.038</td>
<td>0.047</td>
<td>0.024</td>
</tr>
<tr>
<td></td>
<td>90.0</td>
<td>1.058</td>
<td>0.640</td>
<td>0.481</td>
<td>0.391</td>
<td>0.075</td>
<td>0.037</td>
<td>0.047</td>
<td>0.023</td>
</tr>
<tr>
<td>10:1</td>
<td>0.00</td>
<td>0.562</td>
<td>0.085</td>
<td>0.029</td>
<td>0.014</td>
<td>0.344</td>
<td>0.168</td>
<td>0.290</td>
<td>0.153</td>
</tr>
<tr>
<td></td>
<td>17.4</td>
<td>0.707</td>
<td>0.176</td>
<td>0.052</td>
<td>0.016</td>
<td>0.128</td>
<td>0.059</td>
<td>0.078</td>
<td>0.037</td>
</tr>
<tr>
<td></td>
<td>29.1</td>
<td>0.848</td>
<td>0.276</td>
<td>0.104</td>
<td>0.016</td>
<td>0.110</td>
<td>0.054</td>
<td>0.068</td>
<td>0.034</td>
</tr>
<tr>
<td></td>
<td>40.9</td>
<td>0.962</td>
<td>0.389</td>
<td>0.188</td>
<td>0.082</td>
<td>0.082</td>
<td>0.051</td>
<td>0.064</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td>52.6</td>
<td>1.051</td>
<td>0.498</td>
<td>0.288</td>
<td>0.169</td>
<td>0.098</td>
<td>0.049</td>
<td>0.062</td>
<td>0.031</td>
</tr>
<tr>
<td></td>
<td>64.4</td>
<td>1.115</td>
<td>0.590</td>
<td>0.385</td>
<td>0.263</td>
<td>0.096</td>
<td>0.048</td>
<td>0.060</td>
<td>0.030</td>
</tr>
<tr>
<td></td>
<td>76.1</td>
<td>1.157</td>
<td>0.653</td>
<td>0.460</td>
<td>0.346</td>
<td>0.095</td>
<td>0.047</td>
<td>0.060</td>
<td>0.030</td>
</tr>
<tr>
<td></td>
<td>87.9</td>
<td>1.183</td>
<td>0.685</td>
<td>0.496</td>
<td>0.387</td>
<td>0.094</td>
<td>0.047</td>
<td>0.059</td>
<td>0.029</td>
</tr>
<tr>
<td></td>
<td>90.0</td>
<td>1.187</td>
<td>0.691</td>
<td>0.503</td>
<td>0.394</td>
<td>0.094</td>
<td>0.047</td>
<td>0.059</td>
<td>0.029</td>
</tr>
</tbody>
</table>
Table 8.8 SIFICs for axially oriented finite-length semielliptical flaws on inner surface of cylinder: $R_d/t = 10$ and $a/t = 0.5$

<table>
<thead>
<tr>
<th>Aspect Ratio</th>
<th>Elliptic Ratio</th>
<th>K0 Uniform</th>
<th>K1 Linear</th>
<th>K2 Quadratic</th>
<th>K3 Cubic</th>
<th>$K_0$ at $\Delta t = 6.35$</th>
<th>$K_1$ at $\Delta t = 6.35$</th>
<th>$K_0$ at $\Delta t = 3.96$</th>
<th>$K_1$ at $\Delta t = 3.96$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2:1</td>
<td>0.00</td>
<td>0.736</td>
<td>0.132</td>
<td>0.053</td>
<td>0.029</td>
<td>0.327</td>
<td>0.162</td>
<td>0.272</td>
<td>0.150</td>
</tr>
<tr>
<td></td>
<td>15.4</td>
<td>0.746</td>
<td>0.203</td>
<td>0.083</td>
<td>0.043</td>
<td>0.079</td>
<td>0.037</td>
<td>0.045</td>
<td>0.020</td>
</tr>
<tr>
<td></td>
<td>27.5</td>
<td>0.719</td>
<td>0.263</td>
<td>0.124</td>
<td>0.067</td>
<td>0.042</td>
<td>0.020</td>
<td>0.025</td>
<td>0.012</td>
</tr>
<tr>
<td></td>
<td>39.6</td>
<td>0.704</td>
<td>0.327</td>
<td>0.183</td>
<td>0.112</td>
<td>0.029</td>
<td>0.014</td>
<td>0.018</td>
<td>0.009</td>
</tr>
<tr>
<td></td>
<td>51.7</td>
<td>0.693</td>
<td>0.383</td>
<td>0.249</td>
<td>0.175</td>
<td>0.023</td>
<td>0.012</td>
<td>0.015</td>
<td>0.007</td>
</tr>
<tr>
<td></td>
<td>63.7</td>
<td>0.685</td>
<td>0.426</td>
<td>0.311</td>
<td>0.242</td>
<td>0.021</td>
<td>0.010</td>
<td>0.013</td>
<td>0.006</td>
</tr>
<tr>
<td></td>
<td>75.8</td>
<td>0.681</td>
<td>0.456</td>
<td>0.357</td>
<td>0.299</td>
<td>0.019</td>
<td>0.009</td>
<td>0.012</td>
<td>0.006</td>
</tr>
<tr>
<td></td>
<td>87.9</td>
<td>0.676</td>
<td>0.483</td>
<td>0.389</td>
<td>0.334</td>
<td>0.018</td>
<td>0.009</td>
<td>0.011</td>
<td>0.006</td>
</tr>
<tr>
<td></td>
<td>90.0</td>
<td>0.676</td>
<td>0.488</td>
<td>0.395</td>
<td>0.340</td>
<td>0.017</td>
<td>0.009</td>
<td>0.011</td>
<td>0.005</td>
</tr>
<tr>
<td>6:1</td>
<td>0.00</td>
<td>0.758</td>
<td>0.142</td>
<td>0.059</td>
<td>0.033</td>
<td>0.322</td>
<td>0.163</td>
<td>0.268</td>
<td>0.149</td>
</tr>
<tr>
<td></td>
<td>15.4</td>
<td>0.814</td>
<td>0.213</td>
<td>0.083</td>
<td>0.040</td>
<td>0.091</td>
<td>0.041</td>
<td>0.054</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td>27.5</td>
<td>0.908</td>
<td>0.302</td>
<td>0.132</td>
<td>0.065</td>
<td>0.070</td>
<td>0.034</td>
<td>0.043</td>
<td>0.021</td>
</tr>
<tr>
<td></td>
<td>39.6</td>
<td>0.998</td>
<td>0.405</td>
<td>0.208</td>
<td>0.116</td>
<td>0.065</td>
<td>0.032</td>
<td>0.040</td>
<td>0.020</td>
</tr>
<tr>
<td></td>
<td>51.7</td>
<td>1.069</td>
<td>0.504</td>
<td>0.300</td>
<td>0.195</td>
<td>0.062</td>
<td>0.031</td>
<td>0.039</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td>63.7</td>
<td>1.120</td>
<td>0.588</td>
<td>0.392</td>
<td>0.285</td>
<td>0.061</td>
<td>0.030</td>
<td>0.038</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td>75.8</td>
<td>1.153</td>
<td>0.647</td>
<td>0.463</td>
<td>0.363</td>
<td>0.060</td>
<td>0.030</td>
<td>0.038</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td>87.9</td>
<td>1.182</td>
<td>0.679</td>
<td>0.500</td>
<td>0.404</td>
<td>0.059</td>
<td>0.029</td>
<td>0.037</td>
<td>0.018</td>
</tr>
<tr>
<td></td>
<td>90.0</td>
<td>1.187</td>
<td>0.685</td>
<td>0.506</td>
<td>0.411</td>
<td>0.059</td>
<td>0.029</td>
<td>0.037</td>
<td>0.018</td>
</tr>
<tr>
<td>10:1</td>
<td>0.00</td>
<td>0.666</td>
<td>0.119</td>
<td>0.049</td>
<td>0.028</td>
<td>0.302</td>
<td>0.156</td>
<td>0.254</td>
<td>0.140</td>
</tr>
<tr>
<td></td>
<td>15.4</td>
<td>0.822</td>
<td>0.208</td>
<td>0.077</td>
<td>0.033</td>
<td>0.097</td>
<td>0.044</td>
<td>0.060</td>
<td>0.028</td>
</tr>
<tr>
<td></td>
<td>27.5</td>
<td>0.995</td>
<td>0.316</td>
<td>0.131</td>
<td>0.056</td>
<td>0.086</td>
<td>0.042</td>
<td>0.054</td>
<td>0.027</td>
</tr>
<tr>
<td></td>
<td>39.6</td>
<td>1.138</td>
<td>0.440</td>
<td>0.216</td>
<td>0.112</td>
<td>0.083</td>
<td>0.041</td>
<td>0.052</td>
<td>0.026</td>
</tr>
<tr>
<td></td>
<td>51.7</td>
<td>1.251</td>
<td>0.560</td>
<td>0.321</td>
<td>0.198</td>
<td>0.083</td>
<td>0.041</td>
<td>0.052</td>
<td>0.026</td>
</tr>
<tr>
<td></td>
<td>63.7</td>
<td>1.335</td>
<td>0.662</td>
<td>0.425</td>
<td>0.298</td>
<td>0.083</td>
<td>0.041</td>
<td>0.052</td>
<td>0.026</td>
</tr>
<tr>
<td></td>
<td>75.8</td>
<td>1.390</td>
<td>0.734</td>
<td>0.506</td>
<td>0.383</td>
<td>0.083</td>
<td>0.041</td>
<td>0.052</td>
<td>0.026</td>
</tr>
<tr>
<td></td>
<td>87.9</td>
<td>1.423</td>
<td>0.770</td>
<td>0.546</td>
<td>0.427</td>
<td>0.083</td>
<td>0.041</td>
<td>0.052</td>
<td>0.026</td>
</tr>
<tr>
<td></td>
<td>90.0</td>
<td>1.429</td>
<td>0.776</td>
<td>0.553</td>
<td>0.434</td>
<td>0.083</td>
<td>0.041</td>
<td>0.052</td>
<td>0.026</td>
</tr>
</tbody>
</table>
Pressurized-Thermal-Shock

References


*Available in public technical libraries.
†Available for purchase from the National Technical Information Service, Springfield, VA 22161.
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9 Analysis Methods Validation

B. R. Bass

During this report period, work continued on organizing and planning for Phase II of the Project for Fracture Analysis of Large-Scale International Reference Experiments (FALSIRE). Comprehensive problem statements for a set of six experiments, proposed by five international testing organizations, were prepared for Phase II of FALSIRE. A Nuclear Regulatory Commission (NRC) report incorporating results, conclusions, and recommendations of the first Project FALSIRE Workshop was also published.

9.1 Project FALSIRE

Project FALSIRE is sponsored by the Fracture Assessment Group (FAG) of the Organization for Economic Cooperation and Development/Nuclear Energy Agency’s Committee on the Safety of Nuclear Installations (CSNI) Principal Working Group No. 3 (PWG-3). On behalf of the CSNI/FAG, Oak Ridge National Laboratory (ORNL) and Gesellschaft für Reaktorsicherheit, m.b.H. (GRS) have responsibility for organizational arrangements related to Project FALSIRE. Motivation for the project was derived from recognition by the CSNI/PWG-3 that inconsistencies were being revealed in predictive capabilities of a variety of fracture assessment methods. As a consequence, the CSNI/FAG was formed to evaluate fracture prediction capabilities currently used in safety assessments of nuclear components. Members were from laboratories and research organizations in Western Europe, Japan, and the United States.

To meet its objectives, the CSNI/FAG planned an international project to assess various fracture methodologies through interpretive analyses of selected large-scale fracture experiments. A survey of large-scale experiments and related analyses was given at the first meeting of the group in May 1988 at Stuttgart, Germany. Priority was given to thermal-shock experiments to include combinations of mechanical and thermal loads. Reference experiments were selected by the CSNI/FAG at their second meeting in August 1989 at Monterey, California, for detailed analysis and interpretation. (The reference experiments and testing organizations are given in Table 9.1; detailed descriptions of the experiments are given in Ref. 1.) Before the 1989 Monterey meeting, the CSNI/FAG established a common format for comprehensive statements of these experiments, including supporting information and available analysis results. These statements formed the basis for evaluations of the experiments that were performed by an international group of analysts using a variety of structural and fracture mechanics techniques. On the basis of the CSNI/FAG

Table 9.1 Large-scale fracture experiments analyzed in Phase I of CSNI/FAG Project FALSIRE

<table>
<thead>
<tr>
<th>Experiment⁶</th>
<th>Organization</th>
<th>Testing country</th>
</tr>
</thead>
<tbody>
<tr>
<td>NKS-3</td>
<td>Materialprüfungsanstalt (MPA), Universität Stuttgart</td>
<td>Germany</td>
</tr>
<tr>
<td>NKS-4</td>
<td>MPA, Universität Stuttgart</td>
<td>Germany</td>
</tr>
<tr>
<td>PTSE-2A</td>
<td>ORNL</td>
<td>U.S.</td>
</tr>
<tr>
<td>PTSE-2B</td>
<td>ORNL</td>
<td>U.S.</td>
</tr>
<tr>
<td>SC-I</td>
<td>AEA Technology, Risley</td>
<td>U.K.</td>
</tr>
<tr>
<td>SC-II</td>
<td>AEA Technology, Risley</td>
<td>U.K.</td>
</tr>
<tr>
<td>Step B PTS</td>
<td>Japan Power and Engineering Inspection Corporation (JAPEIC)</td>
<td>Japan</td>
</tr>
</tbody>
</table>

⁶Descriptions of the experiments and comparative FALSIRE assessments are given in Ref. 1.
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problem statements, 37 participants, representing 19
organizations, performed a total of 39 analyses of the ex-
periments. A 3-day workshop was held in Boston,
Massachusetts, during May 1990, at which all participating
analysts examined these evaluations in detail.

Using results from the workshop, ORNL and GRS jointly
completed a final report on Phase I of Project FALSIRE
that was published as an NRC report. Generally, results
presented in the report highlight the importance of ade-
quately modeling structural behavior of specimens before
performing fracture mechanics evaluations. Applications of
the various single-parameter fracture methodologies were
found to be partially successful in some cases but not in
others. On the basis of these assessments, some
conclusions concerning predictive capabilities of selected
ductile fracture methodologies, as applied to reactor
pressure vessels (RPVs) subjected to pressurized-thermal-
shock (PTS) loading, were given, and recommendations for
future development of fracture methodologies were made.
Finally, proposals for follow-on work in the context of a
Phase II of Project FALSIRE were included in the report.

9.2 FALSIRE II

Following completion of Phase I of Project FALSIRE,
several participating organizations indicated a desire to
proceed with further evaluation of fracture mechanics
analysis methods in a Phase II program. Stimulated by
somewhat unfavorable results from analyses of the PTSE-2
experiment in Phase I, it was proposed in Ref. 1 that
FALSIRE II should emphasize experiments that focus on
behavior in the transition temperature region of relatively
shallow cracks subjected to combined thermal and mecha-
nical loading. If possible, experiments for which cracks
showed two stages of extension (e.g., stable crack exten-
sion followed by unstable extension) should be included.
Investigations of crack extension in connection with clad
surfaces should also be included.

In 1992, a proposal was made to CSNI/PWG-3 by the
chairman of CSNI/FAG to initiate planning for
FALSIRE II. After obtaining approval from CSNI/PWG-3,
the Organizing Committee (OC) of CSNI/FAG contacted
informally several international organizations to request
preliminary information on a new set of candidate exper-
iments for possible use in FALSIRE II (the OC consists of
H. Schulz, Chairman of CSNI/FAG, J. Seivers, and
R. Bass). These organizations are listed in Table 9.2 along
with the candidate experiments that were subsequently
proposed by each organization. (A description of the exper-
iments is given in the following section of this report.)

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Organization</th>
<th>Testing country</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thick cylinder; thermal/centrifugal load (SC-4)</td>
<td>AEA Technology, Risley</td>
<td>U.K.</td>
</tr>
<tr>
<td>Thick cylinder; thermal/pressure load (PTS 1/6)</td>
<td>Central Research Institute of Structural Mechanics (Promete), a</td>
<td>Russia</td>
</tr>
<tr>
<td>Clad beam; isothermal/uniaxial bend load (DD2, DSR3)</td>
<td>Electricité de France (EdF)</td>
<td>France</td>
</tr>
<tr>
<td>Thick cylinder; thermal/pressure/tension load (NKS-5, NKS-6)</td>
<td>MPA, Universität Stuttgart</td>
<td>Germany</td>
</tr>
<tr>
<td>Cruciform beam; isothermal/biaxial bend load (BB-4)</td>
<td>ORNL</td>
<td>U.S.</td>
</tr>
</tbody>
</table>

aOrganization performing test.
bOrganization performing analysis.

During May 1993, each of the organizations in Table 9.2
provided detailed information on the candidate experi-
ments to the OC of CSNI/FAG using the special problem
statement format developed by the CSNI/FAG during
Phase I of FALSIRE; a sample problem statement is
included in Appendix A of Ref. 1. The format of the prob-
lem statement consists of 16 pages of questions that are
intended to provide information on a full range of topics,
including the following:

1. general information, including the cognizant contact for
   the organization performing the experiment;
2. testing facility;
3. specimen geometry;
4. material, physical, and fracture properties;
5. loading conditions;
6. instrumentation;
7. test data and experimental results;
8. available analysis results; and
9. comparison of experimental and analysis results.

The preliminary draft problem statements provided by the testing organizations listed in Table 9.2 were examined in considerable detail by the OC for clarity, completeness, and compatibility with FALSIRE II objectives. Contingent upon the satisfactory completion of certain modifications to the statements, the OC elected to accept all of the experiments in Table 9.2 for FALSIRE II. The final version of these problem statements will provide the basis for evaluations to be performed by the analysts participating in FALSIRE II.

To publicize FALSIRE II internationally, the OC prepared a two-page, call-for-participation announcement that was distributed at the American Society of Mechanical Engineers (ASME) Pressure Vessel and Piping Conference in July 1993 and the 12th International Conference on Structural Mechanics in Reactor Technology in August 1993. The announcement described the objectives and schedule for FALSIRE II and included a form to allow prospective participants to declare their intentions to the OC by return mail.

Future steps for FALSIRE II essentially follow the format used for FALSIRE I. The completed problem statements for each reference experiment will be distributed to participating analysts beginning in October 1993. The analysts will be requested to submit results of their analyses to the OC in June 1994. At that point, the OC will initiate a compilation of analysis results for distribution at a workshop on FALSIRE II tentatively planned for the fall of 1994. Plans for the proposed FALSIRE II workshop having to do with funding, location, and specific dates cannot be specified at this time. Finally, it is anticipated that a final report on FALSIRE II would be prepared and published as an NRC report. The complete schedule of events for FALSIRE II is summarized in Table 9.3.

9.3 Summary of Proposed FALSIRE II International Reference Experiments

This section provides a brief summary of each reference experiment selected for FALSIRE II and listed in Table 9.2. These summaries are not intended to be comprehensive but to provide some available information on specimen geometry, test material, loading conditions, experimental results, and a bibliographic reference for each experiment. Information on the experiments is based on preliminary problem statements and supporting documents provided to the OC by the cognizant organizations. It should be noted that information from the above-mentioned categories was not uniformly available at the same level of detail for all experiments. Consequently, emphasis on certain features varies among the individual summaries. Tables 9.4 and 9.5 further summarize the objectives and relevant features of each of the experiments.

9.3.1 AEA Technology—Fourth Spinning Cylinder Test (SC-4)

The Spinning Cylinder Project at AEA Technology, Risley, is concerned with investigation of fracture behavior in thick-walled test specimens under severe thermal-shock and simulated pressure loading conditions. A special test rig was constructed at Risley to produce the appropriate

Table 9.3 Schedule of events for Phase II of Project FALSIRE

<table>
<thead>
<tr>
<th>Event Period</th>
<th>Activity Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>February-March 1993</td>
<td>Solicitation of candidate experiments from international organizations</td>
</tr>
<tr>
<td>March 1993</td>
<td>Formal letters requesting information for testing organizations</td>
</tr>
<tr>
<td>May 1993</td>
<td>Submission of information to CSNI/FAG</td>
</tr>
<tr>
<td>June 1993</td>
<td>Selection of experiments/drafting of problem statements in working sessions at GRS–Köln</td>
</tr>
<tr>
<td>July-August 1993</td>
<td>Distribution of calls-for-participation announcement for FALSIRE II</td>
</tr>
<tr>
<td>October-November 1993</td>
<td>Distribution of problem statements to analysts participating in FALSIRE II</td>
</tr>
<tr>
<td>June 1994</td>
<td>Submission by participating analysts of analysis results for FALSIRE II to CSNI/FAG</td>
</tr>
<tr>
<td>July-September 1994</td>
<td>Compilation of analysis results for FALSIRE II and organization of FALSIRE II workshop by CSNI/FAG</td>
</tr>
<tr>
<td>Fall 1994</td>
<td>Assessment of FALSIRE II analysis results by participating analysts in 3-day workshop</td>
</tr>
<tr>
<td>Calendar year 1995</td>
<td>Preparation and publication of final report on FALSIRE II (NRC)</td>
</tr>
</tbody>
</table>
Table 9.4 Summary of test objectives of large-scale experiments used in FALSIRE II

<table>
<thead>
<tr>
<th>Experiment (place)</th>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC-4 (AEA Technology, U.K.)</td>
<td>Investigate transition fracture behavior for surface cracks in thick-section steel specimen under thermal-shock loading conditions</td>
</tr>
<tr>
<td>PTS I/6 (Prometey, Russia)</td>
<td>Investigate crack initiation and arrest of a shallow-surface crack in a bimaterial thick-section steel specimen under PTS loading conditions</td>
</tr>
<tr>
<td>DD2, DSR3 (EdF, France)</td>
<td>Investigate cleavage initiation of shallow underclad cracks in clad beams subjected to four-point bending</td>
</tr>
<tr>
<td>NKS-5 (MPA, Germany)</td>
<td>Investigate unstable crack propagation in transition region of two symmetrically placed surface cracks in thick-section steel specimen under PTS loading conditions</td>
</tr>
<tr>
<td>NKS-6 (MPA, Germany)</td>
<td>Investigate unstable crack propagation and arrest of fully circumferential crack in low-toughness vessel material in thick-section steel specimen under PTS loading conditions</td>
</tr>
<tr>
<td>BB-4 (ORNL, U.S.)</td>
<td>Investigate influence of biaxial loading on cleavage fracture toughness of shallow cracks using biaxially loaded cruciform beam</td>
</tr>
</tbody>
</table>

A series of large-scale experiments has been conducted in the Risley spinning cylinder facility. The first three were concerned with fully ductile upper-shelf fracture; as indicated in Table 9.1, two of these experiments were used in Phase I of Project FALSIRE. The fourth spinning cylinder experiment (SC-4) was an investigation into transition fracture behavior under contained yield in a thick-section, low-alloy steel structure subjected to severe thermal shock. The stated objectives of SC-4 and the associated fracture analysis and material characterization programs were:

- to determine the toughness near the inner surface of a thermally shocked thick-walled specimen in which the material yields near the quenched surface,
- to compare the measured toughness with the transition toughness curve determined from standard test specimens,
- to evaluate the methods used in the assessment of part-penetration defects under severe thermal-shock conditions when the elastically calculated peak stresses exceed yield, and
- to provide information concerning the arrest of a cleavage fracture.

The test was performed on a specimen extracted from a steel forging with the chemical composition of A 508 Class 3 steel, which was given a nonstandard heat treatment to provide suitable mechanical properties for test purposes. The reference nil-ductility transition temperature (RTNDT) was reported as >100°C.

Figure 9.1 depicts the test specimen containing two semicircular defects at the inner surface, which were oriented in an axial plane, located halfway along the length of the cylinder and separated by 135°; both were fatigue pre-cracked. Two sizes of defect (40- and 60-mm radii) were produced to maximize the likelihood of achieving the test objectives.

Twelve strain gages (weldable type) were situated on the cylinder. Thermocouples were deployed to measure the...
### Table 9.5 Summary of FALSIRE II reference experiments

<table>
<thead>
<tr>
<th>Experiment site</th>
<th>Material&lt;sup&gt;a&lt;/sup&gt; toughness</th>
<th>Loading&lt;sup&gt;b,c&lt;/sup&gt;</th>
<th>Crack, specimen&lt;sup&gt;d&lt;/sup&gt; geometry</th>
<th>Crack growth</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC-4 (AEA, U.K.)</td>
<td>&gt;90 J/100°C</td>
<td>Thermal shock T&lt;sub&gt;0&lt;/sub&gt; = 305°C/T&lt;sub&gt;c&lt;/sub&gt; = 7°C</td>
<td>Two cracks (1 and 2) partly axial (max a/t = 0.2 and 0.3) at the inner surface of a cylinder (R&lt;sub&gt;i&lt;/sub&gt; = 500 mm, t = 100 mm)</td>
<td>Crack 1: cleavage&lt;sup&gt;e&lt;/sup&gt; 0–71 mm</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Crack 2: cleavage&lt;sup&gt;e&lt;/sup&gt; 0–32 mm</td>
</tr>
<tr>
<td>PTS 1/6 (Prometey, Russia)</td>
<td>Basic material 120 J/110°C Weld material 120 J/40°C</td>
<td>Thermal shock T&lt;sub&gt;0&lt;/sub&gt; = 280°C/T&lt;sub&gt;c&lt;/sub&gt; = 15°C Internal pressure (transient)</td>
<td>Partly axial crack (max a/t = 0.25) at the outer surface of a cylinder vessel R&lt;sub&gt;i&lt;/sub&gt; = 340 mm, t = 150 mm)</td>
<td>Cleavage 0 to 90 mm and arrest in base material; cleavage 0 to 13 mm and arrest in weld</td>
</tr>
<tr>
<td>DD2/DSR3 (EdF, France)</td>
<td>Not available</td>
<td>Four-point bending at T&lt;sub&gt;0&lt;/sub&gt; = –170°C</td>
<td>Semielliptical underclad crack (a/t = 0.03) in a cladded four-point bending specimen (cross-section 120 by 145 mm)</td>
<td>Cleavage</td>
</tr>
<tr>
<td>NKS-S (MPA, Germany)</td>
<td>Basic material 90 J/140°C Weld material 220 J/-60°C</td>
<td>Thermal shock T&lt;sub&gt;0&lt;/sub&gt; = 230°C/T&lt;sub&gt;c&lt;/sub&gt; = 18°C Axial tension Internal pressure (constant)</td>
<td>Two cracks partly circumferential (max a/t = 0.135) at the inner surface of a cylinder (R&lt;sub&gt;i&lt;/sub&gt; = t = 200 mm)</td>
<td>Cleavage in basic material depth 13 mm circumferential 220°; arrest in weld material</td>
</tr>
<tr>
<td>NKS-6 (MPA, Germany)</td>
<td>Base material 30 J&lt;sup&gt;f&lt;/sup&gt; Weld material 220 J/-60°C</td>
<td>Thermal shock T&lt;sub&gt;0&lt;/sub&gt; = 230°C/T&lt;sub&gt;c&lt;/sub&gt; = 18°C Axial tension Internal pressure</td>
<td>Circumferential crack (a/t = 0.185) at the inner surface of a cylinder (R&lt;sub&gt;i&lt;/sub&gt; = t = 200 mm)</td>
<td>Cleavage 20 mm in base material; ductile extension 41 mm; arrest in weld material</td>
</tr>
<tr>
<td>BB-4 (ORNL, U.S.)</td>
<td>L-T orientation 330 J/-40°C T-L orientation 245 J/-40°C</td>
<td>Biaxial bending (ratio 0.6:1) at T&lt;sub&gt;0&lt;/sub&gt; = -46°C</td>
<td>Straight through-crack (a/t = 0.1) in a cruciform-shaped specimen (cross section 91 × 111 mm)</td>
<td>Cleavage initiation preceded by 0.08-mm ductile tearing</td>
</tr>
</tbody>
</table>

<sup>a</sup> A<sup>us</sup><sub>V</sub> = Charpy V-notch upper-shelf energy.

<sup>b</sup>T<sub>0</sub> = initial crack-tip temperature/test temperature.

<sup>c</sup>T<sub>c</sub> = cooling water temperature.

<sup>d</sup>R<sub>i</sub> = internal radius

<sup>e</sup>t = wall/specimen thickness

<sup>a</sup>a = crack depth.

<sup>e</sup>Predominantly in axial direction.

<sup>f</sup>Maximum Charpy energy lower than 50 J.
cylinder temperature variations axially, circumferentially, and through the thickness. Cylinder speed was measured by three independent devices. On-line monitoring of crack growth was provided by the alternating current potential drop (ACPD) method developed for use on the quenched surface of the specimen.

The cylinder was initially stabilized at a mean temperature of 305°C. The test was conducted at a low rotational speed (530 rpm), and the thermal shock was generated by water spray cooling (~7°C) the inner surface of the preheated cylinder. Crack-tip temperatures were initially consistent with upper-shelf fracture behavior. During the test, crack-tip temperatures fell through the brittle/ductile transition regime.

Data collected during the test provided indications of crack growth at each end of the 40-mm defect. Subsequent destructive examination confirmed this result and revealed growth at the ends of the 60-mm defect that had not been detected using the ACPD method. The fracture surfaces were similar in several respects (see Fig. 9.2); first, the cracks grew in an axial direction and no growth from the deepest point of either defect was produced; second, the aspect ratios of the arrested cracks were approximately the same, with a 6:1 length-to-depth ratio; and third, there was a thin (2- to 5-mm) ligament of material extending to, or very close to, the point of intersection of the crack with the inner surface of the cylinder. The presence of this unexpected ligament indicated that the cleavage initiation site was some distance below the surface. It also explained the failure of the ACPD method to detect growth of the 60-mm defect where the ligament was thickest.

The locations of the cleavage initiation sites have been established by examination of the fracture surfaces. These data have been used with the temperature data and the
Figure 9.2  Comparison of fracture surfaces and ultrasonic profiles for two defects: (a) 60-mm crack depth and (b) 40-mm crack depth

results of three-dimensional, elastoplastic, finite-element analyses to evaluate the toughness under large-scale conditions. Additional information on the experimental and analytical results for the SC-4 experiment is available in Ref. 2.

9.3.2 Prometey-Sixth PTS Test (PTS I/6)

PTS experiments are being performed at the Prometey Institute for the purpose of investigating the behavior of surface flaws under pressurized-water reactor overcooling accident conditions. The stated purpose of the tests is to determine whether a surface flaw would be critical as a result of very severe PTS loading and how well this situation can be predicted.

Seven PTS experiments were performed with the same model RPV using five different flaw geometries. The primary objective of the sixth experiment was to produce crack initiation and arrest under PTS loading as well as VVER-440 material property data for the validation of different fracture assessment models.

The test vessel is depicted in Fig. 9.3(a). The vessel contained a circumferential weldment at the midlength of the vessel. The width of the weld was determined by etching to be 160 mm at the outside surface and 50 mm at the inside surface. An axial outside surface flaw was located at the midlength of the vessel partly in weld and base material. A sharp precrack was made by a manual metal arc welding technique. The initial crack geometry, presented in Fig. 9.3(b), is a near semiellipse (a = 38 mm, 2c = 350 mm).

The pressure vessel material is VVER-440-type RPV steel 15X2MFA. The Charpy upper-shelf impact energy was
Figure 9.3  Sixth PTS experiment (PTS 1/6; Prometey Institute): (a) cylinder geometry, (b) detail of crack plane, and (c) test facility
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quoted to be ~120 J for weld and base material, although this parameter was found to be dependent on distance from the vessel surface. The RTNDT was not available; a Charpy energy of 50 J was achieved at 40°C in the weld and at 110°C in the base material. The circumferential weld was made by submerged-arc welding using wire Sv-10XMMT and flux AH-42. The vessel was subjected to heat treatment to simulate the radiation embrittlement of the VVER-440-type steel. According to the Prometey Institute, the heat-treatment parameters were given as follows: annealing at 1000°C, holding 4 h, cooling in oil, tempering at 620°C for 10 h, cooling in air. Material properties for the vessel were generated by the Prometey Institute and VTT.

The temperatures were measured on the outside and inside surfaces of the vessel using thermocouples. The strains were measured at selected points on the outside surface using weldable strain gages. In addition, the crack-mouth-opening displacement (CMOD) and pressure were measured. All the transducers were set to zero after pressurization and just before the beginning of the thermal transient.

The test facility configuration is depicted in Fig. 9.3(c). The pressure vessel was first heated to test temperature using heating resistors. The initial temperature distribution varied along the vessel length between 235°C and 310°C. At the same time, the vessel was pressurized by water to an initial pressure of 605 bar. Just before the thermal shock was initiated, the heating resistors were raised. The vessel was then subjected to a sudden flow of cold tap water around the outer surface. Because of the capacity of cooling water tanks, the coolant flow is effective for only the first 2 min, after which the flow rate gradually decreases to zero.

During the heat-up phase, steam is generated inside the vessel as a result of the high temperature. To avoid overpressurization, this steam is allowed to flow out of the vessel. The fact that the vessel is not full of water results in nonuniform heat transfer on the inside surface of the vessel along the vessel length. Also, the vessel stands with one end on the floor. According to Prometey, these two factors contributed to a nonuniform initial temperature distribution in the vessel.

Cleavage fracture initiation was achieved in the transition temperature region of the base material. The final configuration of the arrested crack is shown in Fig. 9.3(b). Analytical interpretations of the crack run/arrest event in the PTS I/6 experiment are presented in Ref. 3.

### 9.3.3 EdF—Clad Four-Point Bending Beam Tests (DD2 and DSR3)

An experimental program is under way at Electricité de France (EdF) to provide data for evaluating different methods of fracture analysis used in RPV integrity assessments. Experimental results are being compared with analysis predictions to validate different methods of fracture analysis and to evaluate their conservatism. Also, the effects of stainless steel cladding are being examined. The focus of these studies is a series of clad beams containing underclad cracks tested in four-point bending. The tests were performed at low temperatures (−170°C) to simulate severe radiation embrittlement and to investigate the effects of cladding on cleavage fracture in the base material.

The geometry of the four-point bend-bar specimen containing an underclad crack is shown schematically in Fig. 9.4. The central part of each beam is a 508 class 3 steel; the RTNDT was given as −40°C. The fabricated specimen has dimensions of 120 × 145 × 1780 mm, with a 6.0-mm (DD2)/4.5-mm (DSR3) layer of cladding on the top surface produced by an automatic submerged-arc welding process. The cladding is applied in two layers, the first of which is 309L stainless steel, followed by a second layer of 308L. The beam contains a small semielliptical underclad crack with depth of 4.5 mm (DD2)/13 mm (DSR3) and length of 48 mm (DD2)/40 mm (DSR3); the crack was generated by fatigue precracking. After the cladding process, a stress relief heat treatment is applied at 600°C for 8 h.

Data collected during the tests are load, load-line displacement (LLD), strains, and temperatures. Strains are measured with strain gages placed on the clad surface and on the opposite surface of the beam. Temperatures are measured with thermocouples placed on the surface and inside the specimen.

The objective of the tests is to obtain crack instability in the base metal by cleavage fracture. With this aim, the tests are performed at very low temperature, about −170°C. Before the mechanical test, the beam is cooled with liquid nitrogen such that the temperature is uniform inside the specimen after the cooling. The beam is insulated to avoid significant reheating during the fracture test. The specimens are then loaded in four-point bending with a 1450-mm major span and 450-mm minor span.

In the DD2 and DSR3 tests, the fracture loads were reported to be 840 and 695 kN, respectively. The cleavage
fractures initiated in the ferritic base material with no crack arrest.

Additional information concerning the EdF clad-beam testing program is given in Ref. 4.

9.3.4 MPA—PTS Tests (NKS-5 and -6)

Large-scale experiments were conducted on thick-section cylindrical specimens under PTS loading at MPA-Stuttgart to investigate crack growth and crack arrest behavior of primary circuit RPV materials. The material characteristics

Figure 9.4 Clad bend-bar specimen containing an underclad crack (DD2 and DSR3; EdF)
varied from high-toughness material to low-toughness material with a higher nil-ductility transition temperature to simulate end-of-life (EOL) or beyond EOL state. All tests started from in-service conditions and were cooled down to room temperature.

The test facility at MPA-Stuttgart incorporates a thick-walled, hollow-cylinder test specimen welded at both ends to the grips of a 100-MN tensile testing machine. In addition to an axial tensile load, the specimen was loaded by internal pressure (pressurized water at 30 MPa, T = 300°C). The thermal-shock cooling of the specimen inner surface is performed by means of two high-pressure pumps directing cold water (20°C) through evenly distributed nozzles toward the inner surface over the whole test length of the cylinder.

The temperatures through the wall thickness were measured with thermocouples inserted into boreholes. Additional thermocouples, together with strain gages, were applied on the internal and external surfaces of the specimen. According to MPA, the positions of the thermocouples recorded the achievement of an even temperature distribution both in the circumferential and longitudinal direction. The CMODs were recorded with clip gages positioned at selected points.

9.3.4.1 NKS-5

Two prefatigued semielliptical cracks (see Fig. 9.5) with the circumferential angle of 52° and each with a maximum crack depth of 27 mm were installed in the specimen NKS-5. The cylindrical specimen was composed of low-toughness base material (22 NiMoCr 37) with a shape-welded high-toughness external ring of 160-mm thickness made of S3 NiMo 1. The Charpy upper-shelf energy was 90 J and 220 J for the base and weld material, respectively; the corresponding RTNDT values were quoted as 75 and -30°C, respectively.

The objectives of the NKS-5 test were to attain unstable crack initiation in the transition region of the material and extension of both cracks up to the tough external ring. At

Figure 9.5 Specimen geometry for fifth PTS experiment (NKS-5; MPA)
Analysis

The beginning of the thermal shock, the temperature was stabilized at 230°C on the inner wall of the specimen. The axial load was raised to the maximum of 100 MN at a rate of 3 MN/min just 11 min after cooling had started and was kept at that level until the end of the test.

During the test, the cracks initiated in the brittle regime and expanded in a "jump" up to the tough weld material. The fracture surface of specimen NKS-5 showed that the cracks propagated in cleavage both in the circumferential direction over an azimuthal angle of 220°, as well as in wall thickness direction, where they were arrested at a crack depth of 40 mm by the tough welded material. Inspection of the fracture surface indicated that the crack advanced essentially by cleavage. However, an exception was a seam of ductile fracture at the end of the fatigue crack, which can be interpreted as a stretched zone. Analytical assessments of the NKS-5 experiment are given in Ref. 5.

9.3.4.2 NKS-6

The purpose of the NKS-6 test was to conduct an experimental and numerical investigation of unstable crack propagation and arrest in a very low toughness vessel material under combined mechanical and thermal loading. The test specimen contained a 360° circumferential flaw on the inner surface having an average depth of 37 mm; the flaw was fatigue precracked. As depicted in Fig. 9.6, the crack was located in an inner ring of heat-treated material based on 17 MoV 84, which was specially developed by MPA-Stuttgart and referred to as KS22. The specimen also included a shape-welded, high-toughness 100-mm-thick external ring of 5% NiMo 1 similar to that used in NKS-5. The remainder of the cylinder was manufactured from 20 MnMoNi 55 steel, which is similar to A 508 Class 3. The Charpy upper-shelf energy for the KS22 material is very low (by design), estimated to be ~30 J. The FATT 50 temperature for the KS22 material was given as 250°C.

Conditions prior to the test included an initial temperature of 280°C, internal pressure of 13 MPa, and an axial load of 25 MN. The combination of internal pressure and axial load resulted in $K_I$ values just below the scatter band of the $K_{IC}$ values of the KS22 material in which the crack resided. Subsequent to application of the thermal shock, crack propagation was achieved in the specimen in two steps with final crack arrest occurring at the interface of the tougher welded external ring.

Two regions with different fracture modes were visible from fractographic examinations. The fracture surface immediately adjacent to the fatigue crack indicated predominantly cleavage fracture, which turned into a completely ductile fracture mode. In accordance with measurements on the fracture surface and acoustic emission results, the first phase included a cleavage crack jump and arrest corresponding to $\Delta a = 20$ mm. Following a quiet phase of a few seconds, crack extension continued with ductile crack growth up to the tough welded material ($\Delta a = 41$ mm). On reaching the weld material, no additional crack extension occurred. Analytical assessments of the NKS-6 experiment are described in Ref. 5.

9.3.5 ORNL—Biaxially Loaded Cruciform Beams (BB-4)

A testing program to examine the influence of biaxial loads on the fracture toughness of shallow-flaw specimens under conditions prototypic of an RPV was begun within the HSST Program. Existing data suggest that shallow-flaw specimens under tensile biaxial loading (i.e., parallel to the crack tip) will exhibit a toughness reduction compared to shallow-flaw uniaxially loaded specimens. Determination of the extent of this toughness reduction is one of the main goals of the biaxial fracture-toughness program.

A cruciform specimen with a shallow through-thickness crack was proposed for biaxial fracture-toughness testing. The specimen, shown in Fig. 9.7(a), has a cross section of dimensions 9.1 by 10.2 cm and a straight through-crack of uniform depth 10 mm in the test section. The total length of this specimen in the longitudinal or transverse direction, including the test section and the loading arms, is 61 cm. Three slots are machined into each arm to minimize diffusion of the load around the test section containing the through-crack. The crack is cut between two opposite central load-diffusion control slots to produce a shallow crack of uniform depth with no singularity on the surface. Figure 9.7(b) shows the profile of the crack and the intersection of the crack and the central slot. The specimen is notch and precracked after the two longitudinal arms are electron-beam welded to the test section.

The test section of the specimen is fabricated from A 533 grade B class 1 steel plate previously employed in the HSST wide-plate and shallow-crack testing programs. Estimates of Charpy upper-shelf energy in the L-T orientation ranged from ~329 J to ~350 J; the RTNDT is ~35°C.

Instrumentation is placed on the specimen to monitor CMOD, LLD, surface strain, and temperature at various locations. A special load reaction system was constructed for applying bending loads to the arms of the specimen in a statically determinant manner. Loading is applied at mid-span to the specimen using a square, flat seat having
Figure 9.6  Specimen geometry for sixth PTS experiment (NKS-6; MPA)
rounded edges and the same planar dimensions as the test section. The test section bends into two orthogonal surfaces that contact the seat along the outer edges resulting in eight-point bending (or four-point bending for the uniaxial case).

The HSST Program assigned a total of five cruciform specimens to the development phase of the biaxial testing program. These "development" specimens were used to evaluate the performance of the test specimen, test fixture, and procedures to develop a test specimen geometry suitable for the generation of biaxial fracture-toughness data. Data from the cruciform specimens were initially compared with data from previous HSST shallow-crack tests performed under uniaxial conditions. Several of the uniaxial shallow-crack tests were conducted at \( T - RT_{NDT} \) of \(-10^\circ C\), which is in the transition region of the deep-crack toughness curve for A 533 B. The test temperature for the cruciform specimen tests was \(-45^\circ C\); therefore, the normalized temperature \((T - RT_{NDT})\) was \(-10^\circ C\).

Of the five development specimens, four were tested under biaxial loading, and one was tested under uniaxial loading. The uniaxially loaded cruciform specimen allows comparison with previous uniaxial shallow-crack specimens under identical test conditions (crack depth, temperature, etc.). Testing cruciform specimens in both uniaxial and biaxial loading configurations will allow toughness values to be measured with only one test condition changed, namely, the out-of-plane loading.

Data from the cruciform specimens were initially compared with data from previous HSST shallow-crack tests performed under uniaxial conditions. Several of the uniaxial shallow-crack tests were conducted at \( T - RT_{NDT} \) of \(-10^\circ C\), which is in the transition region of the deep-crack toughness curve for A 533 B. The test temperature for the cruciform specimen tests was \(-45^\circ C\); therefore, the normalized temperature \((T - RT_{NDT})\) was \(-10^\circ C\).

Based on pretest finite-element analyses, a biaxial load ratio of 0.6:1 (transverse bending load:longitudinal bending load) was selected for testing in the development phase of the program. All five specimens tested in this phase gave...
consistent results. The critical fracture load for each specimen was approximately the same, but the uniaxial specimen withstood substantially more deformation at failure than did the biaxial specimens. The plastic "work" at the crack tip, determined from the load vs LLD or load vs CMOD curve, was a factor of 3 greater for the uniaxial specimen than for the biaxial specimens. Because American Society for Testing and Materials standards are not appropriate for the cruciform geometry, three-dimensional, elastic-plastic, finite-element posttest analyses were necessary to estimate the fracture toughness. The posttest finite-element analyses were used to determine \( n \)-factors from which the toughness value of each test was estimated. A complete assessment of these analyses is given in Refs. 6 and 7.

Test BB-4, with a biaxial loading ratio of 0.6:1, was selected for FALSIRE II by the OC.

9.4 Closure

During this report period, organizational responsibilities at ORNL for Project FALSIRE were transferred from the HSST Program to the NRC-sponsored RPV International Programs Support (NRC JCN No. B5703).
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10 Fracture Evaluation Tests

W. J. McAfee

The purpose of this task is to provide experimental support for tasks within the Heavy-Section Steel Technology (HSST) Program exclusive of Task H12, which performs its own experimental work. Currently, Task H10 is divided into 4 subtasks: 10.1 Full-Thickness Clad Beam Tests (coordinated with Task H6, Cleavage-Crack Initiation, and Task H7, Cladding); 10.2 Thermal-Shock Facility Operation and Upgrades; 10.3 Finite-Length Flaw Validation Tests (coordinated with Task H6, Cleavage-Crack Initiation, and Task H7, Cladding); and 10.4 Material Requests (supply A 533 B material on an as-needed basis). In addition, Task H10 has interfaced with Task H12, Biaxial Loading Effects on Fracture Toughness, in the development and test shakedown of a beam bend fixture for biaxial fracture testing of cruciform type specimens, details of which have been reported previously. Progress in the different subtasks is discussed below.

10.1 Full-Thickness Clad Beam Tests

[W. J. McAfee (ORNL), S. R. Low (NIST)]

The full-thickness, clad beam (FTCB) tests are being performed at the National Institute of Standards and Technology (NIST) using its 53.4-MN (12-million lb) servohydraulic test machine. The objective of these tests is to determine the fracture toughness of prototypic, clad, full-thickness reactor pressure vessel (RPV) weld and plate material with shallow flaws. Shallow flaws are of primary interest in support of the ongoing pressurized-thermal-shock (PTS) evaluations. In addition, the flaw geometries and specimen designs specified permit investigation of the influence of metallurgical gradients in the base material and the effect of the presence of cladding on the fracture toughness of both weld and base materials with flaws prototypic of those that could occur in an RPV. The test results will be used to investigate, identify, and quantitatively define differences between assumed [e.g., American Society of Mechanical Engineers (ASME), Sect. XI] and actual toughness levels in the near surface material of an RPV. The source material for the specimens is American Society of Testing and Materials (ASTM) A 533 Grade B, Class 1 steel with stainless steel cladding, which was taken from a shell segment of a canceled pressurized-water reactor (PWR) vessel. The particular segment being used includes the rolled plates and a full-thickness longitudinal vessel weld. The base material, cladding, and weldment are thus completely prototypic of a production-quality RPV. Characterization of the plate and weld materials is being performed at Oak Ridge National Laboratory (ORNL) under Task H3. The characterization includes Charpy tests to determine the transition temperature(s) for the materials and stress-strain curves for use in performing the supporting fracture analyses.

The test matrix for the first series of tests is shown in Table 10.1. The nominal crack depths, a, shown are for the beams after fatigue precracking. All three of these specimens represent tests of the weld joining the shell segments. One development and two test beams were planned for this series. Testing of the development beam, which was intended to verify and validate the testing procedures for the other tests, has been completed. Based on Charpy results, the test was performed at -25°C and failed at a load of -278 kips. Initial observations indicate that the failure mode was essentially cleavage.

### Table 10.1 Matrix of first series of FTCB tests

<table>
<thead>
<tr>
<th>Test beam</th>
<th>Crack depth, a (in.)</th>
<th>a/W</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (Development beam)</td>
<td>4.50</td>
<td>0.50</td>
</tr>
<tr>
<td>2</td>
<td>0.90</td>
<td>0.10</td>
</tr>
<tr>
<td>3</td>
<td>0.40</td>
<td>0.04</td>
</tr>
</tbody>
</table>

The interagency agreement (IAG) under which this testing was performed expired at the end of March 1993, and due to various delays in getting the IAG extended for another year, no additional testing has been performed during this reporting period. The IAG extension was completed during September, and NIST has resumed work, starting instrumentation of FTCB 2 and FTCB 3. Testing will resume when NIST has resolved some problems with its test machine and has cleared up ongoing work so that the staff can reconfigure the machine for the ORNL tests.

The IAG extension includes two additional FTCB tests. These specimens are to be fabricated using the broken halves of the first test specimen (development beam). They will thus be base metal equivalents of FTCB 2 and FTCB 3 in Table 10.1 although the specific flaw depths will be determined after data from the shallowest flaw test (FTCB 3) are available. These additional tests will provide comparative results for evaluation of the relative strength of weld and base materials in full-thickness form. As part of the IAG extension, the two additional specimens will be fabricated by NIST with ORNL oversight. It is planned that the specimens will be fabricated by electron-beam (EB)
welding beam arms to the test section, thus permitting use of FTCB1 beam halves as noted previously. This fabrication procedure has been used extensively and successfully by ORNL although not on sections this thick. ORNL has had discussions with a potential vendor, and it appears that procedures for EB welding of 8- to 9-in.-thick sections are feasible.

In addition to fabrication and performance of these tests, the IAG extension includes an engineering feasibility study to design a large-scale biaxial test fixture comparable to that currently in use at ORNL. This fixture will permit biaxial testing of full-thickness beam specimens (unclad, clad, 2-D flaws, and 3-D flaws) to extend the uniaxial work discussed previously and in subtask H10.3 to conditions more prototypic of RPV loading. The availability of such a large-scale test facility is an integral part of the HSST Program’s long-range plan to perform large-scale, prototypic RPV testing. The feasibility study commits ORNL only to the costs for development of the design. A decision on fabrication of such a facility will be made after a careful review of HSST needs and options. NIST personnel visited ORNL in September to inspect the HSST biaxial test facility and to discuss detailed requirements for a large-scale biaxial fixture. The discussions were very productive because NIST now has a much clearer perception of the constraints necessary on the fixture to achieve the type of loading required.

10.2 Thermal-Shock Facility and Operation Upgrades (W. J. McAfee, F. Gibson, and W. F. Jackson, Jr.)

A preliminary review to assess the operational status of the Thermal-Shock Facility (TSF) at ORNL was completed. The structure and mechanical components appear to be in excellent condition and would require only a minor amount of refurbishment to be returned to operational status. It is considered that the instrumentation cables (thermocouple leads, strain gage leads, etc.) will not be usable for any future tests. In addition, the data acquisition system (DAS) used for the previous series of thermal-shock tests is no longer serviceable, and the system currently used for structural testing does not have the capability needed to condition, measure, and record the number of channels used in a typical thermal-shock test. The general requirements for a DAS needed to support thermal-shock testing have been developed.

Assessment of the role of thermal-shock tests in developing methodologies for both finite-length flaw and cladding effects continues. In a typical thermal-shock test, conditions under which failure occur are limited by the combination of shock rate and temperature. If the shock rate is too low, the thermal stress may not generate sufficiently high stress-intensity factors (SIFs) to cause failure. Alternatively, the temperature, and thus the material toughness, may be high enough when the peak SIFs are achieved that failure does not occur. Specifically, the thermal-shock test does not allow control of test conditions of the type that are necessary for development of a general technology related to finite-length flaw and cladding behavior.

Fracture initiation tests in which applied load in conjunction with material properties (toughness, tearing resistance, etc.) can be controlled are considered to be more appropriate for developing the general elements of a methodology to evaluate the behavior of finite-length flaws and the contribution of cladding under PTS conditions. Laboratory-scale and full-thickness biaxial beam tests can be used advantageously because a wide range of combinations of material properties and applied stress can be investigated. Material mechanical properties can be “adjusted” through both heat treatment of the material and use of selected test temperatures. In addition to testing under specified material conditions, biaxial beam tests provide the capability of testing under specified stress state conditions, that is, different biaxiality conditions, as would occur due to thermal loading, pressure loading, or a combination of thermal and pressure loading. In summary, it is recommended that the methodology for handling finite-length flaws and cladding be developed using biaxially loaded beam tests. This methodology will then be validated, when appropriate, with selected thermal-shock tests of clad cylinders with finite-length flaws.

10.3 Finite-Length Flaw Validation Tests (W. J. McAfee, T. J. Theiss, and W. F. Jackson, Jr.)

The objective of these tests, as discussed in subtask H6, is to investigate the influence of finite-length flaw profiles, out-of-plane loading, material condition, and the effect of cladding on the effective fracture toughness of RPV plate material. As discussed previously, the use of a beam specimen has limitations as compared to performing full-scale thermally shocked cylinder tests but has the distinct advantage of being able to investigate a matrix of parameters in a much more timely and cost-effective manner. The task elements are briefly discussed below.

Although Regulatory Guide 1.154 (Ref. 1) specifies that, in performing a probabilistic fracture mechanics assessment of an RPV, all shallow flaws shall be assumed to be infinitely long surface flaws, the flaws that most probably exist in an RPV will be shallow finite-length, surface flaws.
Analytical studies performed by the HSST Program have shown that RPV conditions can exist under which a semi-circular finite-length flaw is less likely to initiate than an infinitely long flaw of comparable depth. Use of finite-length flaws, where justified, has the potential to reduce the conditional probability of vessel failure leading to refined plant life evaluations. The need then exists to investigate and quantify experimentally the envelope of flaw sizes that will not initiate under PTS type loading.

Evaluations of RPV fracture resistance are currently based on the ASME $K_{IC}$ and $K_{Ia}$ fracture-toughness curves, which were developed using uniaxially loaded deep-flaw specimens. PTS loads, both thermal and pressure, produce stress components perpendicular (in-plane) to and parallel (out-of-plane) to the crack front for both circumferential and axial flaws. It has been shown that (1) shallow-flaw fracture toughness is higher than deep-flaw fracture toughness and (2) there may be a decrease in the shallow-flaw fracture toughness due to biaxial loading when compared to the fracture toughness measured under uniaxial loading. The biaxial results were generated using a cruciform specimen with a one-dimensional (infinitely long) shallow flaw. Thus, the effect of biaxiality as well as the features of finite-length shallow-flaw behavior must be quantified to adequately support implementation of the findings of the finite-length flaw results into PTS evaluations.

The material condition and the effect of cladding are closely allied. Irradiation causes a decrease in the fracture toughness of RPV materials. Most research on RPV fracture behavior has been performed considering the base material, the heat-affected-zone (HAZ), and the clad overlay as separate elements that are, at best, synthesized into a model of the vessel wall. For example, whereas the HAZ may demonstrate a high toughness in the initial postweld heat-treated (PWHT) condition, irradiation can cause a decrease in this toughness such that, with time, the base material and HAZ may have essentially the same toughness. The fracture and strength properties of the cladding also change with irradiation. Conventional testing (unirradiated) on both base and clad materials uses temperature to simulate the change in toughness/properties associated with irradiation. However, the desired fracture properties of the base material may not occur at the same temperature as those of the HAZ or cladding. In addition, at any temperature, the relative behavior of the base material, HAZ, and cladding may not be prototypic of that in an RPV. It is proposed that the combination of desired properties can be achieved at some temperature through heat treatment of the base material, use of special clad material, and control of the clad deposition process. The heat treatment, clad development, and clad process efforts are being conducted in conjunction with HSST Task H3. The effort to integrate these complex elements into a viable test program is the primary objective for this task. It should be noted that the heat treatment, clad material, and cladding deposition process are to be generic because they will be applicable to any specimen geometry (beam or cylinder) or size required.

The initial objective has been to develop and qualify a suitable test specimen and appropriate test procedures and to generate a limited set of data to examine the influence of flaw geometry and biaxial loading on toughness. The approach selected has been to identify the dominant parameters (listed in the first paragraph) and to systematically introduce these into a specimen design with known structural response. Thus, each parameter can be quantified individually or in conjunction with other parameters to support development and validation of an analytical model for a clad, irradiated RPV with finite-length flaw(s). The cruciform specimen design being used is similar in most respects to that previously used in the study of biaxiality on infinite flaws, HSST Task H12. The first series of tests will concentrate exclusively on finite-length flaw behavior and the influence of biaxiality. Because, during a PTS event, initiation would occur during the thermal-shock portion of the event, a biaxiality ratio of 1:1 will be used. A minimum of 12 unclad specimens are to be tested in the developmental finite-length flaw series (see subtask H5.3). Two different biaxial load ratios (0:1 and 1:1) and two different material/specimen conditions (as-received material and heat-treated material) are to be tested. The overall specimen and flaw dimensions are to be the same for all tests in this series.

The test specimen design was developed based on simplified elastic analyses of the geometry. First, a simple parameter study was performed to assess the load-diffusion control (LDC) slot design (number, location) for these specimens. A two-dimensional thin plate that modeled one-quarter of the specimen test section was analyzed using the PC finite-element code COSMOS. The number, location, and length of diffusion slots was considered under both uniaxial and biaxial load. The effect of the biaxial stress distribution in the central region of the test section was assessed for cases of 1, 2, 3, and 4 LDC slots of equal length. It was found that four, equal-length slots yielded a uniform stress distribution over most of the surface of the plate as is shown in Fig. 10.1, which is a plot of Von Mises stress for the case of uniform biaxial loading. Note that a unit load of 10 ksi was applied along each beam arm edge for these analyses. A flaw was next introduced into the model at the center of the plate to simulate the finite-length surface flaw in the test section. A 5-cm (2-in.) flaw was

* COSMOSM, Finite Element Analysis System for the Macintosh, Structural Research and Analysis Corporation, Santa Monica, CA.
Figure 10.1 Von Mises contour plots for biaxially (1:1) loaded cruciform plate with four equal-length diffusion slots in each load arm

used as being representative of the general flaw length that will be tested. It was observed for this case that there was an interaction between the stress field of the flaw and that of the innermost LDC slot. The adjacent areas of high stress at the flaw tip and the diffusion slot tip are shown in Fig. 10.2. There would then be a greater potential for the flaw to initiate at the surface due to the presence of the LDC slot. It should be noted that this phenomenon was intensified for cases using an odd number of diffusion slots because a slot tip was directly in line with and closest to the flaw. An alternate design was considered where the inner LDC slots parallel to the flaw plane were shortened by 0.5 cm (0.2 in.). The results for the equi-biaxial load case with no flaw shown in Fig. 10.3 demonstrate general retention of the uniform stress field in the center region of the test section. Introduction of the surface flaw does not lead to interaction of the flaw and LDC slot stress fields as shown in Fig. 10.4. This configuration has then been established as the LDC slot design for the first series of tests.

The second element in developing the specimen design was to establish the finite-length flaw geometry to be used in this initial series of tests. Elastic analyses were performed using the Newman-Raju equations for a finite-width beam under a bending load. Several criteria were used to select the flaw sizes considered. First, the flaw was to be small enough to be considered a "shallow" flaw and would thus be in the range of 0.6 to 1.9 cm (0.25 to 0.75 in.) deep. Comparability with previous infinite-length shallow-flaw testing was desirable but not essential. Second, the flaw was to be large enough that fracture would be expected to occur before either plastic collapse of the beam or
Figure 10.2 Von Mises contour plots for biaxially (1:1) loaded cruciform plate with four equal-length diffusion slots in each load arm and center 5.1-cm-long flaw

exceedance of the load capacity of the ORNL biaxial test fixture. Third, the flaw geometry was to yield a $K_I$ distribution that would not be a maximum at the deepest point, because the ultimate goal is to study the effect of cladding on the extension (initiation) of a finite-length, through-surface flaw. The $K_I$ distribution is very sensitive to the flaw depth and aspect ratio. This is illustrated in Fig. 10.5, which shows the results for a family of flaws ranging from a semicircular flaw 1.27 cm deep (2c = 1 in.) to a semi-elliptic flaw 1.27 cm deep by 5.08 cm long (2c = 2 in.). For interpreting failure behavior, the results for the angular range from the surface to $-10^\circ$ below the surface are not considered valid because of (1) the analytical representations that do not properly account for surface effects and (2) the enhanced toughness near the surface due to loss of constraint. The distribution of $K_I$ around the flaw tip is also important from the fatigue-sharpening standpoint. Referring again to Fig. 10.5, it can be seen that fatiguing might actually change the shape of the flaw tending toward some unspecified semiellipse where $K_I$ is constant around the complete flaw tip. Unfortunately, this geometry (depth, aspect ratio) may not be the one that it was desired to test.

A series of analyses was performed using different flaw sizes from which a semielliptic flaw 1.52 cm deep by 3.81 cm long (0.6 in. by 1.5 in.) was selected. These results are shown in Fig. 10.6. This flaw size will be treated as a reference flaw for future tests. Assuming a toughness in the range of 90 to 110 MPa\(\cdot\)m (80 to 100 ksi\(\cdot\)in.), which is representative of A 533 in the lower transition region, the reference flaw satisfies the general criteria specified above. The preliminary test section design is shown in Fig. 10.7.
With the preliminary design developed, detailed fabrication drawings and a fabrication specification were prepared. HSST Plate 14 has been selected as the source material for these specimens. A cutting plan for Plate 14B, developed and approved by the Nuclear Regulatory Commission (NRC), will economically provide material for heat treatment and characterization, finite-length flaw clad cruciform specimens, and full-thickness clad cruciform specimens (proposed tests will be performed at NIST). Fabrication was initiated on six development specimens. These specimens will be used to develop test procedures and for investigation of the general behavior of this finite-length flaw under uniaxial and biaxial loading.

Due to the high loads that may occur in these tests and the desire to reuse the beam arms as many times as possible, special beam arms are being fabricated. The beam arms are being machined from HSST 9-in.-thick plate edge material, that is, material not normally used for test specimens. Elastic calculations of possible failure loads, particularly for future finite-length flaw clad specimens, indicated that the beams arms could be deformed plastically. It was thus specified that the beam arm blanks receive special heat treatment to increase the yield strength. This heat treatment requires heating the blanks to a temperature of 1575°F ± 25°F, holding for 3 to 4 h, and water quenching in an agitated bath. During quenching, the cooling rate shall be

Figure 10.3 Von Mises contour plots for biaxially (1:1) loaded cruciform plate with four diffusion slots in each load arm; the inner diffusion slots are shorter by 0.5 cm
200°F/min or greater down to 600°F. The blanks are then tempered for 5 h at 950°F ± 25°F. This will result in a yield strength in the range of 110 to 130 ksi, which is high enough to provide elastic beam arm response over the range of probable test loads.

Material from Plate 14 was transmitted to Task H3 for use in developing the appropriate heat-treating procedures for the test sections. This heat treating should elevate the yield strength to simulate radiation damage. The target yield strength is 90 ksi. When the heat-treating procedures have been qualified, material for the six heat-treated specimens will be treated, and specimens will be machined.

Task H3 is also developing/selecting the cladding material and clad deposition process. When available, a minimum of six clad specimens will be fabricated, repeating material and test conditions. When the test specimen and fabrication procedures are fully qualified, a detailed matrix of test conditions and initial flaw geometries will be specified.

Conventionally, laboratory-scale specimens use fatigue precracking to sharpen the flaws with the intent of achieving reduced scatter in the data. For a finite-length flaw with a general aspect ratio, the fatigue crack growth will be nonuniform around the crack front, as was discussed earlier in selection of the reference flaw geometry. It is thus

Figure 10.4 Von Mises contour plots for biaxially (1:1) loaded cruciform plate with four diffusion slots in each load arm and center 5.1-cm-long flaw; the inner diffusion slots are shorter by 0.5 cm
Figure 10.5  Calculated SIF along flaw front as function of angle from surface for family of flaws ranging from semicircular (1.27-cm radius) to semielliptic (1.27 cm deep by 5.08 cm long) for beam in bending

Figure 10.6  Calculated SIF along flaw front as function of angle from surface for family of flaws ranging from semicircular (1.52-cm radius) to semielliptic (1.52 cm deep by 3.81 cm long) for beam in bending
anticipated that some shakedown testing will be required to develop procedures yielding the desired flaw geometries. It is not known if consistent flaw geometries of the desired aspect ratios can be achieved using conventional fatigue precracking. Also, because it is the intent to perform verification tests using mechanically loaded full-thickness beams and thermally shocked clad cylinder tests, it is required that the same flaw geometries and crack-tip conditions be maintained to ensure proper modeling of the results. For example, conventional fracture-toughness data are generated using fatigue precracked compact tension (CT) specimens, while previous thermally shocked cylinder tests incorporated flaws prepared using the EB weld-hydrogen charge technique. These two concerns have led to investigation of alternate flawing techniques using a series of 36 1TCT specimens. Twelve specimens were prepared in each of three configurations: (1) conventional chevron-grooved CT, (2) ram electrodischarge machined (EDM) straight-through flaw with minimum achievable flaw-tip radius, and (3) straight-through flaw sharpened using the...
Fracture

EB weld-hydrogen charge technique. The EDM flawing procedure with no fatigue precracking was considered because this represents a very simple, inexpensive, and highly controllable technique for flaw preparation. It is the intent that comparison of the results from these specimens will provide the final basis for the preferred flawing technique to be used in the matrix of finite-length flaw specimens.

Testing of 30 of the planned 36 1TCT flaw development specimens was completed during this reporting period. The results are reported under Task H3 and are shown here in Fig. 10.8. The specimens tested included all 12 of the chevron-grooved and fatigue-precracked specimens, all 12 of the straight-through EDM-notched specimens, and 6 of the EB weld-hydrogen charged specimens. The fatigue-precracked specimens gave very consistent results at both test temperatures. The EDM flaw (no fatigue precracking) appears not to be a viable option for these tests. This observation is somewhat at variance with the work of Wilshaw et al., which indicated that there was a lower bound to crack-tip sharpness (~0.005 cm) below which indicated toughness would not change. However, the results are consistent with the recent work of Joyce and Link. The EB weld-hydrogen charged specimens gave inconsistent results such that use of an EDM flaw followed by fatigue precracking seems to be required. Three of the EB weld-hydrogen specimens resulted in pop-ins at low toughness values followed by failure at relatively high toughness values (compared to the results for the fatigue-precracked specimens). The remaining three EB weld-hydrogen specimens failed at toughness values less than the fatigue-precracked specimens tested at the same temperature. It is hypothesized that residual hydrogen at the crack tip may be the cause of the erratic behavior. The last six EB weld-hydrogen charged specimens are to be heat treated to remove excess hydrogen and will be tested under the same conditions as the previous six to evaluate this hypothesis and to determine if this provides a viable flawing alternative.

![Figure 10.8 Comparison of fracture toughness measured using 1TCT specimens with different flawing techniques](image)
10.4 Material Requests

Requests for material (A 533 B) are normally handled on a case-by-case basis. Other than ORNL usage, specifically cutup of Plate 14 for beam specimens and for characterization as discussed above, there have been no requests for material during this reporting period.
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11 Warm Prestressing

No activity in the current reporting period.
12 Biaxial Loading Effects on Fracture Toughness

T. J. Theiss and W. J. McAfee

This task focuses on investigating the influence of biaxial loading on the shallow-crack, fracture-toughness of reactor pressure vessel (RPV) material. The task was begun in FY 1993 and includes all costs in direct support of the biaxial testing program. Previously, the components of the biaxial testing program were included in Tasks 2, 6, and 10. During this report period, the development phase of the testing program was completed. The development phase was successful because a system of producing biaxially loaded or uniaxially loaded fracture toughness data was developed in which the only variable is the loading condition. Results from the development phase of the biaxial program are being reported at this time and are summarized here.

12.1 Development-Phase Test Matrix

The development-phase test matrix for the biaxial testing program consisted of five cruciform specimens. These "development" specimens were used to evaluate the performance of the test specimen and test fixture and to develop and verify test procedures. In addition, these tests served to develop and refine a test specimen geometry suitable for the generation of biaxial fracture-toughness data. These tests also provide a limited set of test data that will indicate whether a significant effect of out-of-plane loading on shallow-flaw fracture toughness exists. Based on these test results, additional tests are defined in Sect. 12.6.

To provide a baseline for assessment of any potential effects of biaxial loading on shallow-flaw fracture toughness, the test conditions for these cruciform specimens were selected to compare with previous Heavy-Section Steel Technology (HSST) shallow-crack data generated under uniaxial conditions. One set of uniaxial shallow-crack tests was conducted at $T - RT_{NDT}$ of $-10^\circ C (-18^\circ F)$, which is in the transition region of the deep-crack toughness curve for A 533 B [RT$_{NDT}$ of $-35^\circ C (-31^\circ F)$ for this material]. The test temperature for the cruciform specimens was $-45^\circ C (-49^\circ F)$, that is, a normalized test temperature ($T - RT_{NDT}$) of $-10^\circ C (-18^\circ F)$. The cruciform specimens were 91 mm (3.6 in.) deep with a crack depth of 10 mm (0.4 in.), yielding an a/W ratio approximately the same as that for the HSST shallow-crack beams. Three specimen configurations shown in Fig. 12.1(b–d) were tested. To ensure that initiation did not occur at the crack-slot intersection of configuration (d), each corner of the crack was blunted with a slitting saw. The test matrix is shown in Table 12.1. Four of the cruciform specimens were tested with a transverse-to-longitudinal load ratio of 0.6:1; one was tested under uniaxial loading. The uniaxially loaded cruciform specimen allowed comparison with previous uniaxial shallow-crack specimens under identical test conditions (crack depth, temperature, etc.).

To monitor and control test conditions and to collect data from which toughness could be determined, each specimen was instrumented with strain gages, potentiometers, clip gages, and thermocouples. Strain gages were installed at various locations on the arms and test section of the specimens. A detailed discussion of these gages, their use, and results is provided in Sect. 10.3. The gage results indicated that the desired load was applied uniformly to the test section. Additional details can be found in Ref. 3.

The basic temperature control system was essentially the same as that used for the previously tested shallow-crack specimens. Use of surface temperature measurements to estimate crack-tip temperature was verified by measurements on a test block using both surface and embedded thermocouples in conjunction with one-dimensional heat transfer analysis.

Four clip gages, mounted directly on the mouth of the crack, provided crack-mouth-opening displacement (CMOD) data. The gages were located at the specimen centerline, 19 mm (0.75 in.) north and south of the centerline, and 38 mm (1.5 in.) south of the centerline. Typical load vs CMOD response for each clip gage is illustrated in Fig. 12.2. For each test, general agreement between the "north, south, and middle" clip gages was found, indicating symmetric loading of the specimen and a relatively constant CMOD profile across the central 40 mm (1.5 in.) of the crack. The "far south" CMOD is 25% less than the middle CMOD as expected, based on pretest analysis. Future references to CMOD refer to the middle CMOD.

Potentiometers were used to measure the displacement of the arms relative to the test section, that is, load-line displacement (LLD), for each test. The LLD was taken as the average of the displacements of the two longitudinal arms (i.e., the east and west arms). The north and south potentiometers record the deflection of the arms parallel to the crack plane. In all cases, close agreement was indicated between the east v/s west arms and the north v/s south arms, revealing symmetric loading as illustrated in Fig. 12.3. The
Figure 12.1 Slot configurations used in analyses of cruciform bend specimen: (a) uniform slots on test section boundary, (b) outer slots extended inward by 8.9 mm (0.35 in.) across test section boundary, (c) center slot contracted away by 5.1 mm (0.2 in.) from test section boundary, and (d) a superposition of configurations (b) and (c).

Table 12.1 Test matrix for development phase of biaxial testing program

<table>
<thead>
<tr>
<th>Specimen No.</th>
<th>Load ratio</th>
<th>Test section configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>BB-1</td>
<td>0.6:1</td>
<td>b</td>
</tr>
<tr>
<td>BB-2</td>
<td>0:1</td>
<td>c</td>
</tr>
<tr>
<td>BB-3</td>
<td>0.6:1</td>
<td>c</td>
</tr>
<tr>
<td>BB-4</td>
<td>0.6:1</td>
<td>d</td>
</tr>
<tr>
<td>BB-5</td>
<td>0.6:1</td>
<td>d</td>
</tr>
</tbody>
</table>

12.2 Experimental Results and Data Reduction Procedures

12.2.1 Initiation Site Location

One criterion for a satisfactory biaxial specimen design is that the crack-driving forces be relatively constant along the crack tip with no significant edge effects. The primary concern is the stress concentration at the intersection of the crack and the two central load-diffusion control (LDC) slots. The specimen should generate data in which the initiation is not influenced by the intersection of the crack and the LDC slots. Analytical results indicated a reduction in $K_{IC}$ at the corner location for the specimen configurations shown in Fig. 12.1(b, c, and d). The fractographically determined initiation location for each specimen tested is listed in Table 12.2. Specimen configuration (c) produced an acceptable result under uniaxial loading (BB-2) but not under biaxial loading (BB-3). For BB-3, initiation occurred directly in the corner of the crack and slot. It is not known...
if biaxial loading was responsible for shifting the initiation location to the corner. To ensure that crack initiation would occur away from the corner of the crack and slot, specimen configuration (d) was developed and tested as specimens BB-4 and BB-5. Both specimens were tested under biaxial loading, and initiation occurred well away from the corner. Configuration (d) has been judged satisfactory for the generation of uniaxial and biaxial fracture-toughness data.

Figure 12.2 Load vs CMOD response for all four clip gages for specimen BB-5

Figure 12.3 Load vs potentiometer response for all four potentiometers on specimen BB-5
Table 12.2 Location of initiation sites for cruciform specimens

<table>
<thead>
<tr>
<th>Specimen No.</th>
<th>Load ratio</th>
<th>Initiation location</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>BB-1</td>
<td>0.6:1</td>
<td>2.5 mm from south edge</td>
<td>Acceptable</td>
</tr>
<tr>
<td>BB-2</td>
<td>0:1</td>
<td>20 mm from north edge</td>
<td>Acceptable</td>
</tr>
<tr>
<td>BB-3</td>
<td>0.6:1</td>
<td>North corner</td>
<td>Not acceptablea</td>
</tr>
<tr>
<td>BB-4</td>
<td>0.6:1</td>
<td>18 mm from north edge</td>
<td>Acceptable</td>
</tr>
<tr>
<td>BB-5</td>
<td>0.6:1</td>
<td>50 mm from south edge</td>
<td>Acceptable</td>
</tr>
</tbody>
</table>

aData due to initiation in the corner.

12.2.2 Load vs Deflection Behavior

The load (P) vs LLD and the P vs CMOD curves for each beam are shown in Figs. 12.4 and 12.5, respectively. The conditions of each specimen at failure, test temperature, and specimen geometry are tabulated in Table 12.3. Also included in Table 12.3 are the plastic components of area under each P vs LLD curve (defined as $U_p$) and P vs CMOD curve (defined as $A_p$). Table 12.3 also lists the estimated toughness values for the tests with the parameters used to estimate the toughness, as discussed later. The load indicated in Figs. 12.4 and 12.5 or Table 12.3 refers to the total load (as measured by the load cell) divided by 1.6 for the biaxial tests. The results indicated in Figs. 12.4 and 12.5 and Table 12.3 reveal consistent, repeatable mechanical responses for the five tests.

The critical load for each specimen was similar, but the uniaxial test (BB-2) sustained substantially more (60%) deflection (LLD or CMOD) than the biaxial tests (BB-1, -4, and -5). In addition, the plastic “work” at the crack tip, as defined by either $U_p$ or $A_p$ in the three biaxial tests, was about one-third that of the corresponding uniaxial value. These results indicate a pronounced reduction in the ductility of the material (as measured by critical displacement or plastic work) due to biaxial loading. The critical displacements and plastic work performed were consistent for the three interpretable biaxial test results.

The initial compliance (P vs CMOD) data for the five tests are shown in Fig. 12.5. These results show that specimens BB-2 and -3, configuration (c), are stiffer than the other three specimens, which would be expected due to the shorter outboard slots in these specimens. Figure 12.5 also indicates that specimen BB-3 is somewhat stiffer than BB-2 once yielding begins at the crack tip, which is consistent with pretest analysis of the P vs CMOD curves at various load ratios. Note, however, that no influence of biaxial loading was evident in the linear-elastic portion of either the P vs LLD response or P vs CMOD response.

Figure 12.4 Load vs LLD response for all five specimens
For a successful cruciform specimen design, the specimen must yield uniaxial results that are similar to those from previous shallow-crack beam testing. Comparison of measured responses in BB-2 (uniaxial) and shallow-crack beams indicates consistent load vs CMOD behavior. As expected, the cruciform specimen is stiffer than the shallow-crack beams due to the addition of the transverse arms.

### 12.2.3 Toughness Estimation Techniques

Because the cruciform specimen differs from standard American Society of Testing and Materials (ASTM) testing specimens, reduction of the experimental data to determine fracture toughness requires finite-element analysis of the specimen geometry and comparison with the experimental data. For these tests, fracture toughness was estimated in terms of the critical J-integral and then converted into an elastic-plastic stress-intensity factor (SIF), $K_{IC}$. Two techniques have been developed to estimate the toughness from these specimens; both methods are based on the "work" at the crack tip as measured by the area under the load vs deflection (either LLD or CMOD) curves. The methods require an $\eta$-factor, which relates work at the crack tip to initiation toughness, determined from finite-element analysis; it is used with the test results to estimate toughness. The $\eta$-factor technique is advantageous because a different finite-element analysis is not required for each specimen with a slightly different geometry. Specimens with small variations in crack depth or beam thickness can use the same $\eta$-factor, and the toughness values will reflect the differences in geometry. By using the work at the crack tip, both critical load and critical displacement are considered in estimating toughness.

The first method of estimating $J$ is similar to the technique in ASTM E813 because the P vs LLD test record is used as input for the toughness estimate. This technique has been used satisfactorily on previous HSST shallow-crack cleavage fracture data. The $J$-integral is divided into elastic and plastic terms given by

$$ J = J_{el} + \frac{\eta_p U_{pl}}{Bb}, $$

where $U_{pl}$ is the plastic component of the area under the P vs LLD curve, $B$ is specimen thickness, $b$ is the remaining ligament ($W-a$), and $\eta_p$ is the dimensionless constant relating the area term ($U_{pl}$) to $J_{el}$. Finite-element analyses were used to provide values of $\eta_p$ as a function of $U_{pl}$ for each loading and specimen configuration and to determine the relationship between $J_{el}$ and P because the standard ASTM equations are inappropriate for the cruciform geometry. The measured and computed quantities (LLD, CMOD, J) vary from the centerline to the edge of the test section. Centerline quantities are used in the analysis to determine the $\eta$-factor and the load vs $J_{el}$ relationship. The variations of $\eta_p$ as a function of $U_{pl}$ for tests BB-2 (uniaxial loading) and tests BB-4 and -5 (0.6:1 biaxial

**Figure 12.5: Load vs CMOD response for all five specimens**
Table 12.3 Summary of results of the development phase of the biaxial testing program

<table>
<thead>
<tr>
<th>BB-1</th>
<th>BB-2</th>
<th>BB-3</th>
<th>BB-4</th>
<th>BB-5</th>
<th>Average SENB data (for comparison)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load ratio</td>
<td>0.6:1</td>
<td>0:1</td>
<td>0.6:1</td>
<td>0.6:1</td>
<td>0.6:1</td>
</tr>
<tr>
<td>Geometry</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B, mm</td>
<td>102</td>
<td>11</td>
<td>112</td>
<td>111</td>
<td>111</td>
</tr>
<tr>
<td>W, mm</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
</tr>
<tr>
<td>a, mm</td>
<td>11.1</td>
<td>10.6</td>
<td>8.8</td>
<td>10.1</td>
<td>10.0</td>
</tr>
<tr>
<td>Temperature, °C</td>
<td>-45</td>
<td>-41</td>
<td>-47</td>
<td>-46</td>
<td>-44</td>
</tr>
<tr>
<td>Failure conditions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P, kN</td>
<td>784</td>
<td>784</td>
<td>818</td>
<td>751</td>
<td>763</td>
</tr>
<tr>
<td>LLD, mm</td>
<td>4.20</td>
<td>8.51</td>
<td>5.10</td>
<td>5.08</td>
<td>4.06</td>
</tr>
<tr>
<td>CMOD, mm</td>
<td>0.47</td>
<td>0.82</td>
<td>0.47</td>
<td>0.51</td>
<td>0.65</td>
</tr>
<tr>
<td>Upl, kN-mm</td>
<td>958</td>
<td>4,110</td>
<td>1,523</td>
<td>1,501</td>
<td>1163</td>
</tr>
<tr>
<td>Appl, kN-mm</td>
<td>168</td>
<td>455</td>
<td>181</td>
<td>206</td>
<td>329</td>
</tr>
<tr>
<td>(\eta^f) factors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\eta^f)</td>
<td>0.195</td>
<td>0.117</td>
<td>(b)</td>
<td>(b)</td>
<td>(b)</td>
</tr>
<tr>
<td>(\eta^c)</td>
<td>3.53</td>
<td>2.76</td>
<td>3.55</td>
<td>3.61</td>
<td></td>
</tr>
<tr>
<td>Fracture toughness</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Elastic component</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(J_{pl}), kN/m</td>
<td>66.7</td>
<td>67.4</td>
<td>72.6</td>
<td>61.2</td>
<td>67</td>
</tr>
<tr>
<td>(K_Jc), MPa√m</td>
<td>120</td>
<td>120</td>
<td>125</td>
<td>115</td>
<td>122</td>
</tr>
<tr>
<td>P vs CMOD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(J_{pl}), kN/m</td>
<td>73.3</td>
<td>141</td>
<td>71.8</td>
<td>82.8</td>
<td>125</td>
</tr>
<tr>
<td>Total (J), kN/m</td>
<td>140</td>
<td>209</td>
<td>144</td>
<td>144</td>
<td>192</td>
</tr>
<tr>
<td>(K_Jc), MPa√m</td>
<td>175</td>
<td>214</td>
<td>178</td>
<td>178</td>
<td>206</td>
</tr>
<tr>
<td>P vs LLD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(J_{pl})</td>
<td>23.1</td>
<td>54.1</td>
<td>32.1</td>
<td>1.7</td>
<td>145</td>
</tr>
<tr>
<td>Total (J)</td>
<td>89.7</td>
<td>122</td>
<td>105</td>
<td>92.9</td>
<td>212</td>
</tr>
<tr>
<td>(K_Jc)</td>
<td>140</td>
<td>163</td>
<td>151</td>
<td>143</td>
<td>216</td>
</tr>
</tbody>
</table>

\(a\)RTNDT for this material is -15°C, so T - RTNDT for these tests is the same.

\(b\)Not reported due to initiation in the corner.

The second technique used to determine the critical J-integral is similar to the first but uses the load vs CMOD curve record. This technique, first proposed by Kirk and Dodds, uses the area under the load vs CMOD curve rather than the plastic component of CMOD to calculate J. As with the first technique, J is divided into two components. Finite-element analyses were used to determine the load vs \(K_J\) relationship and the variation of \(\eta^c_{pl}\) as a function of the plastic component of area under the load vs CMOD curve (i.e., \(A_{pl}\)). The variations of \(\eta^c_{pl}\) as a function of \(A_{pl}\) for the uniaxial specimen (BB-2) and the 0.6:1 biaxial specimens (BB-4, -5, and -1) are shown in Figs. 12.8 and 12.9, respectively. The values of \(\eta^c_{pl}\) for each test are listed in Table 12.3 and were interpolated from the finite-element calculations for the critical values of \(A_{pl}\).

Both of the above methods for estimating toughness have advantages and disadvantages. These are discussed fully in Ref. 4. It was concluded for this application that the
CMOD-based $\eta$-factor is considered to be the more reliable method of estimating toughness.

Note that Table 12.3 reveals substantial differences (30 to 60%) between the uniaxial and average biaxial values of $\eta_{pl}^c$ and $\eta_{pl}^f$. These results cannot be used to quantify the influence of biaxial loading on $\eta$-factors because the specimen configuration was modified between the uniaxial and biaxial tests. Pretest analysis of the different specimen configurations indicated only a 10% increase in $\eta_{pl}^c$ and $\eta_{pl}^f$ for 0.6:1 biaxial loading compared to the uniaxial...
values. Differences in specimen configuration then caused greater variations in the values of \( \eta_{pl}^c \) and \( \eta_{pl}^e \) than did load ratio. Thus, the \( \eta \)-factors used for evaluation of these data are not considered to be applicable to other geometries.

12.2.4 Comparison of Test and Analysis Results

Posttest 3-D elastic-plastic, finite-element analyses were performed on tests of three development beams (BB-2, -4, -5, and -1).
and -5). Material properties used in these analyses are shown in Fig. 12.10 and described in Ref. 3. The 3-D finite-element model of a one-fourth section of the cruciform specimen used in these analyses, which is shown in Fig. 12.11(a), has more than double the mesh refinement of the pretest model. An additional feature of the posttest model was that the full geometry of the LDC slots was represented. In addition, the crack-tip region of the model incorporated collapsed-prism elements to permit blunting of the crack tip [see Fig. 12.11(c)]. Boundary constraints and arm loads were applied to the model of Fig. 12.11 in the same manner as the pretest model and are described in Ref. 3.

A comparison of calculated and experimental results for test BB-2 (uniaxially loaded specimen) is shown in Figs. 12.12 and 12.13. Excellent agreement is exhibited between the computed and measured load vs deflection curves (Fig. 12.12). Also, the calculated CMOD response is well within the scatter band of load vs CMOD data for uniaxially and biaxially loaded specimens tested in this series (Fig. 12.13). The measured load vs CMOD response is more difficult to model analytically than the load vs LLD response for shallow-flaw specimens because the CMOD data are measured much closer to the crack tip than are the LLD data. The distribution of applied $K_I$ vs distance from midplane of the crack is shown in Fig. 12.14. The $K_I$ distribution remains relatively flat along most of the crack front for the slot configuration of Fig. 12.1(c).

Analysis results for tests BB-4 and -5 are given in Figs. 12.15–12.17. Only one analysis was performed because geometry and test conditions were the same for both tests. Excellent agreement is indicated in Figs. 12.15 and 12.16 between the computed and measured load vs deflection curves for both LLD and CMOD response data. From Fig. 12.17, the distribution of applied $K_I$ vs distance from midplane of the crack exhibits a substantial gradient outside the midsection of the crack due to the shielding effect of the outboard slot configuration used in tests BB-4 and -5 (see Fig. 12.1). Although the configuration of specimen BB-1 was not specifically analyzed, the comparison of the measured response with the analysis of BB-4 and -5 is also excellent.

12.3 Interpretation of Results

12.3.1 Fracture-Toughness Results

Toughness data for the biaxial and uniaxial cruciform specimen were calculated using the techniques in Sect. 12.2.3. The critical J-integral values were converted to critical elastic-plastic SIFs, $K_{IC}$, using the plane strain formulation. The resulting toughness values are tabulated in Table 12.3. The P vs CMOD technique is considered more sensitive for shallow-flaw specimens and is the primary method for determining the toughness of the cruciform data. The single-edge-notch bend (SENB) data were determined with $\eta$-factors based on the P vs LLD
Figure 12.11 (a)–(c) Posttest 3-D finite-element model of cruciform specimen
Figure 12.12 Comparison of measured load vs LLD response for specimen BB-2 with computed response

Figure 12.13 Comparison of measured load vs CMOD response for specimen BB-2 with computed response

Experimental results. For comparison, the SENB data were recalculated using the P vs CMOD method with factors determined as described in Ref. 5. P vs CMOD and P vs LLD yielded comparable toughness results for the SENB data.

Examination of Table 12.3 reveals that $K_{IC}$ between the uniaxial and average biaxial results is reduced ~20%. The values of $A_{pl}$ and $U_{pl}$ as a function of load ratio, however, are reduced ~60 to 70%. The elastic component of toughness comprises ~74 to 83% of the total toughness for the
uniaxial and biaxial specimens, respectively. The elastic component of toughness does not vary as a function of load ratio, and because these tests were conducted at temperatures within the lower transition region, the influence of biaxial loads would be expected to be relatively small. At higher temperature, the plastic contribution of toughness would be greater; thus, the influence of biaxial loading on toughness should be more pronounced.
Figure 12.16 Comparison of measured load vs CMOD response for specimens BB-4, -5, and -1 with computed response

Figure 12.17 Computed variation of $K_J$ along crack front for specimens BB-4, -5, and -1

Toughness results for the SENB and cruciform specimens expressed in terms of $K_{JC}$ are shown in Figs. 12.18–12.20. Figure 12.18 shows the deep- and shallow-crack uniaxial toughness data as a function of normalized temperature. The data at $T - RT_{NDT} = -10^\circ$C are plotted as a function of crack depth in Fig. 12.19 and as a function of load ratio in Fig. 12.20. First, biaxial loading appears to reduce fracture toughness compared with either the uniaxial cruciform
Figure 12.18 Biaxial and uniaxial shallow-crack toughness data as function of normalized temperature

Figure 12.19 Uniaxial and biaxial toughness data as function of crack depth at \( T - RT_{\text{NDT}} = -10^\circ\text{C} \)

(test BB-2) or the SENB data. The average biaxial toughness is \( \sim20\% \) less than the uniaxial cruciform value and \( \sim18\% \) less than the average of the uniaxial SENB and cruciform results. Second, the uniaxial cruciform value is consistent with the SENB toughness results; this demonstrates that the cruciform specimen yields valid toughness results. Third, as shown in Fig. 12.19, the biaxially loaded cruciform specimens appear to yield results with reduced scatter.
as compared to the uniaxial, shallow-crack data. The trends in the biaxial and uniaxial cruciform data described here are tentative results based on very limited data. Additional data are required to substantiate these trends and to provide better quantification of the effect of biaxial loading on fracture toughness.

The Student’s t statistical test\(^6\) was also used in interpretation of the uniaxial and biaxial test results at \(T - RT_{NDT} = -10\degree C\) (Figs. 12.19 and 12.20). The Student’s t test calculates the statistic likelihood that two data sets represent the same data population and removes some of the subjectivity in examining the different sets of data. At least three data points are needed to perform the t test. The Student’s t test was used on three different sets of data defined in Fig. 12.20. The t test analysis confirms that biaxial loading reduces the toughness of shallow-flaw specimens but not sufficiently to offset the shallow-flaw effect, that is, to the magnitude of the deep-crack uniaxial results.

The trends shown in Figs. 12.18–20 are generally present in the toughness values generated from P vs LLD data (see Table 12.3). The reduction in toughness due to biaxial loading is not as pronounced, however, in the P vs LLD data as it is in the P vs CMOD data.

The methods used to estimate the toughness of the cruciform specimens are consistent with conventional fracture analysis because the experimental and analytical data used to estimate and interpret the toughness values were taken at the centerline of the specimen. For conventional specimens, this procedure is justified because the variation in applied \(K_I\) across the crack plane is generally considered small. In fact, analysis of a 4T compact specimen reveals a 5% variation in \(K_I\) over the central 85% of the specimen at a load level equal to the validity limit in ASTM E399. Generally, the fracture surface in a conventional specimen is not examined to determine whether the initiation originated within this central region of the specimen.

The cruciform specimens appear to exhibit variations in \(K_I\) across the crack plane greater than a conventional specimen under essentially small-scale yielding (SSY) conditions. Analysis results in Figs. 12.14 and 12.17 indicate a substantial drop in \(K_I\) from the center of the specimens to the edge of the LDC slot. In addition, experimental data indicate an ~20% drop in CMOD from the specimen center line to a position 38 mm (1.5 in.) from the centerline (Fig. 12.2). Examination of the location of the initiation site for the cruciform specimens revealed that, in some of these specimens, the initiation locations were outside the region of relatively constant applied \(K_I\) values. For example in specimen BB-4 at critical load and CMOD levels, the value of \(K_I\) at the position of crack initiation is 20% less than the centerline value (Fig. 12.17). This variation of applied \(K_I\) values from the specimen centerline to the point of crack initiation has not been considered in the interpretation of the toughness data for the cruciform specimens. However,
Biaxial

the impact of considering the initiation location in toughness determinations is being assessed for both the cruciform and more conventional fracture specimens and could lead to modifications of these interim conclusions.

12.3.2 Evaluation of Test Specimen and Fixture

One of the primary goals of this initial phase of the biaxial testing program was to develop a suitable test specimen for generating biaxial fracture-toughness data. Several functional requirements and criteria for the biaxial specimen were detailed in Refs. 2 and 3. The final cruciform design [configuration (d), in Fig. 12.1] does reproduce the essential features of pressurized-thermal-shock (PTS) loading. The cruciform specimen can be tested either uniaxially or biaxially, allowing the influence of biaxial loading on fracture toughness to be determined by changing only one variable. Both material requirements and specimen cost have been reduced to a level to allow the testing of a statistically meaningful number of specimens. The final specimen design [Fig. 12.1, configuration (d)] has been successfully validated, and no alterations to the specimen design are anticipated for future testing. The biaxial testing system (i.e., specimen and fixture) is capable of generating consistent, reproducible toughness results that can be interpreted to determine the influence of out-of-plane stress on the shallow-crack fracture toughness of RPV material.

12.4 Future Testing

Based on these limited data, sufficient evidence of an influence of biaxial loading on fracture toughness exists to justify additional testing. Testing of an additional three or four specimens using remaining HSST-CE material is planned. At least three of these tests will be conducted under equi-biaxial (1:1) loading conditions with all other conditions identical to the previous tests. The purpose of these tests will be to determine which biaxial load ratio (i.e., 0.6:1 or 1:1) has a greater influence on fracture toughness. The results will provide guidance in subsequent planned verification testing.

The verification series of tests will incorporate conditions more prototypical of RPV material at end of life. The A 533 B material used will undergo a special heat treatment designed to increase the yield strength and reference nil-ductility transition temperature (RTNDT) to a level approximating that of a radiation-embrittled RPV. Tests will be conducted in batches of three specimens tested under nominally identical conditions. A tentative test matrix is shown in Table 12.4. Initially, uniaxial and biaxial cruciform specimens will be tested at the same normalized test temperature (T - RTNDT) as was used in the development phase of the program. A sufficient number of specimens will be tested under uniaxial loading conditions to better compare uniaxial cruciform results with previous SENB test results. Tests will then be conducted at different temperatures within the transition region to determine the temperature shift associated with the reduction of shallow-crack toughness data due to biaxial loading. One batch of specimens will be tested on the lower shelf to investigate the assumption that biaxial loading has no effect on fracture toughness under essentially SSY or linear-elastic conditions.

Several additional specimens will be tested at a single temperature within the transition region in an attempt to quantify the scatter band of the biaxial toughness data. The development-phase tests suggest that biaxial loading may reduce the scatter, as well as the mean value, of the

<table>
<thead>
<tr>
<th>Temperature T - RTNDT (°C)</th>
<th>Loading configuration</th>
<th>Number of batches</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>-10</td>
<td>Uniaxial</td>
<td>2</td>
<td>Compare SENB and cruciform results</td>
</tr>
<tr>
<td>-10</td>
<td>Biaxial^b</td>
<td>2</td>
<td>Quantify biaxial effect</td>
</tr>
<tr>
<td>-100</td>
<td>Biaxial</td>
<td>1</td>
<td>Investigate influence on scatter band</td>
</tr>
<tr>
<td>+10</td>
<td>Biaxial</td>
<td>1</td>
<td>Study biaxial loading under SSY conditions</td>
</tr>
<tr>
<td>10</td>
<td>Biaxial</td>
<td>1</td>
<td>Quantify biaxial temperature shift</td>
</tr>
<tr>
<td>?</td>
<td>?</td>
<td>1-2</td>
<td>Investigate tearing behavior under biaxial loading</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>As needed, based on previous testing</td>
</tr>
</tbody>
</table>

^aThree identical specimens constitute one batch; eight to nine batches require 24 to 27 specimens.

^bThe biaxial load ratio will be 0.6:1 or 1:1, whichever is the more severe ratio. Three 1:1 biaxial tests will precede the verification-phase tests and will use specimens similar to those in the development phase.
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toughness data. Because PTS analyses use probabilistic fracture mechanics assessments to determine the likelihood of vessel failure, a reduction in the scatter of the toughness data could greatly impact results of these assessments.

An additional variable for investigation is the temperature at which the failure mode becomes primarily ductile tearing rather than cleavage. A comparison of this mode-transfer temperature with uniaxial data could provide additional insight into the basic failure mechanisms that govern transition temperature toughness data.

Once the verification series of tests has been completed, a limited number of large-scale cruciform specimens will be tested. These large-scale specimens will be ~200 mm (7.9 in.) deep to more closely match the constraint conditions in an RPV. A more detailed test matrix will be developed after the verification-phase results become available.

References


*Available in public technical libraries.
†Available for purchase from the National Technical Information Service, Springfield, VA 22161.
## CONVERSION FACTORS

<table>
<thead>
<tr>
<th>SI unit</th>
<th>English unit</th>
<th>Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>mm</td>
<td>in.</td>
<td>0.0393701</td>
</tr>
<tr>
<td>cm</td>
<td>in.</td>
<td>0.393701</td>
</tr>
<tr>
<td>m</td>
<td>ft</td>
<td>3.28084</td>
</tr>
<tr>
<td>m/s</td>
<td>ft/s</td>
<td>3.28084</td>
</tr>
<tr>
<td>kN</td>
<td>lbf</td>
<td>224.809</td>
</tr>
<tr>
<td>kPa</td>
<td>psi</td>
<td>0.145038</td>
</tr>
<tr>
<td>MPA</td>
<td>ksi</td>
<td>0.145038</td>
</tr>
<tr>
<td>MPa*√m</td>
<td>ksi*√in.</td>
<td>0.910048</td>
</tr>
<tr>
<td>J</td>
<td>ft*lb</td>
<td>0.737562</td>
</tr>
<tr>
<td>K</td>
<td>°F or °R</td>
<td>1.8</td>
</tr>
<tr>
<td>kJ/m²</td>
<td>in.-lb/in.²</td>
<td>5.71015</td>
</tr>
<tr>
<td>W·m⁻²·K⁻¹</td>
<td>Btu/h·ft²·°F</td>
<td>0.176110</td>
</tr>
<tr>
<td>kg</td>
<td>lb</td>
<td>2.20462</td>
</tr>
<tr>
<td>kg/m³</td>
<td>lb/in.³</td>
<td>3.61273 x 10⁻⁵</td>
</tr>
<tr>
<td>mm/N</td>
<td>in./lbf</td>
<td>0.175127</td>
</tr>
</tbody>
</table>

\[ T({}^\circ F) = 1.8({}^\circ C) + 32 \]

*Multiplier SI quantity by given factor to obtain English quantity.*
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The Heavy-Section Steel Technology (HSST) Program is conducted for the Nuclear Regulatory Commission by Oak Ridge National Laboratory (ORNL). The program focuses on the development and validation of technology for the assessment of fracture-prevention margins in commercial nuclear reactor pressure vessels. The HSST Program is organized in 12 tasks: (1) program management, (2) fracture methodology and analysis, (3) material characterizations and properties, (4) special technical assistance, (5) fracture analysis computer programs, (6) cleavage-crack initiation, (7) cladding evaluations, (8) pressurized-thermal-shock technology, (9) analysis methods validation, (10) fracture evaluation tests, (11) warm prestressing, and (12) biaxial loading effects on fracture toughness. The program tasks have been structured to emphasize the resolution fracture issues with near-term licensing significance. Resources to execute the research tasks are drawn from ORNL with subcontract support from universities and other research laboratories. Close contact is maintained with the sister Heavy-Section Steel Irradiation Program at ORNL and with related research programs both in the United States and abroad. This report provides an overview of principal developments in each of the 12 program tasks from April - September 1993.