Abstract -- We have evaluated the performance of two three dimensional reconstruction algorithms with data acquired from microPET, a high resolution tomograph dedicated to small animal imaging. The first was a linear filtered-backprojection algorithm (FBP) with reprojection of the missing data and the second was a statistical maximum-a-posteriori probability algorithm (MAP). The two algorithms were evaluated in terms of their resolution performance, both in phantoms and in vivo. Sixty independent realizations of a phantom simulating the brain of a baby monkey were acquired, each containing 3 million counts. Each of these realizations was reconstructed independently with both algorithms. The ensemble of the sixty reconstructed realizations was used to estimate the standard deviation as a measure of the noise for each reconstruction algorithm. More detail was recovered in the MAP reconstruction without an increase in noise relative to FBP. Studies in a simple cylindrical compartment phantom demonstrated improved recovery of known activity ratios with MAP. Finally in vivo studies also demonstrated a clear improvement in spatial resolution using the MAP algorithm. The quantitative accuracy of the MAP reconstruction was also evaluated by comparison with autoradiography and direct well counting of tissue samples and was shown to be superior.
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I. INTRODUCTION

The application of positron emission tomography (PET) to imaging of small laboratory animals such as mice and rats requires the highest spatial resolution possible, while still maintaining adequate signal-to-noise ratio in the reconstructed images. We have recently developed an animal PET scanner, microPET, dedicated to high resolution imaging of small laboratory animals. This tomograph is a fully 3D PET system with an intrinsic detector resolution of 1.58 mm FWHM and an absolute sensitivity at the center of the field of view of 208 cps/µCi. The physical performance characteristics of microPET have been described in detail elsewhere [1]. Traditionally, 3-D image reconstruction is performed with linear algorithms [2-4], but the promise of higher resolution and superior noise performance from algorithms that accurately model the system response and the statistical properties of the data have led to the development of 3-D iterative algorithms [5-9]. In this work, we compare results obtained using a 3-D filtered backprojection method (FBP), PROMIS, with those obtained using a fully 3-D maximum a posteriori (MAP) method [9]. Studies in simple and complex phantoms and in vivo studies of the rat brain are presented and compared to autoradiography as a gold standard. The main focus to date has been on using the system model to provide resolution recovery with the MAP algorithm [9]. A more detailed analysis of the noise characteristics and relative quantitative accuracy of the MAP reconstruction in comparison with FBP is presented here for both phantom and in vivo studies, and the two reconstruction methods are also compared in terms of absolute quantitation to the widely accepted gold standard of digital autoradiography.

II. MATERIALS AND METHODS

A. System Description

microPET is a high resolution PET scanner, designed for imaging small laboratory animals [10]. It consists of a ring of 30 position sensitive scintillation detectors, each with an 8x8 array of 2x2x10 mm lutetium oxyorthosilicate (LSO) crystals, coupled via optical fibers to a multi-channel photomultiplier tube. The detector ring diameter of microPET is 172 mm with an imaging FOV of 112 mm transaxially by 18 mm axially. The scanner has no septa and operates exclusively in 3D mode, producing 64 sinograms that include all ring differences (0-7) with 100 samples and 120 angles each. The reconstructed image resolution as measured using the 3D reprojection method [3] is 1.8 mm FWHM isotropically at the center of the FOV.

For both reconstruction algorithms, all ring differences were utilized, and no approximations such as angular
averaging in the transverse or axial direction were made. The FBP reconstructions were all performed with a ramp filter cutoff at the Nyquist spatial sampling frequency (0.444 mm⁻¹) and required 10 mins for a 128x128x24 imaging volume using a UltraSPARC 140 workstation with 192 Mbytes of RAM.

The MAP reconstruction algorithm used the factored system model that we developed in [9] to account for photon pair noncollinearity, depth-dependent geometric sensitivities, and inter-crystal scatter and penetration. A preconditioned conjugate gradient algorithm was used to maximize the log posterior density function and differs from that described in [9] only in the use of the shifted-Poisson [11] rather than the true Poisson likelihood. The shifted Poisson model is used to account for the increased variance caused by randoms subtraction and requires an estimate of the randoms rate in the sinogram. This was computed for each sinogram from the total number of events in the delayed window by assuming randoms were uniformly distributed after normalization. The prior used in the studies presented here was a Gibbs distribution with a 26-neighbor quadratic energy function.

The smoothing parameter ω in the prior controls the image resolution/variance tradeoff. For a constant ω the resolution is count dependent [12]; as the count level increases, the resolution decreases while the variance remains almost unchanged. In contrast, with a fixed filter response in FBP, resolution remains unchanged while variance increases with count level. Of course, in both cases the increased number of counts leads to an increase in signal to noise ratio. By using a count-normalized ω, we can effectively remove dependence of resolution on count rate, i.e. the ω value selected by the user is normalized by the total number of counts in each frame and this normalized value is used to reconstruct that frame. For the reconstructions shown here we used a normalized value of ω=1.0 unless stated otherwise and a total of 20 iterations. The reconstruction time was 90 mins for a 128x128x24 imaging volume on the same workstation.

We note that the ω normalization described above, and used to process data described in this paper, compensates only for global scaling in the count level, i.e. the resulting image resolution is unaffected by changes in the data acquisition period for a fixed source distribution. The resolution of the image is spatially variant for reasons described in [13]. To compensate for this effect and produce uniform resolution we can use the spatially-variant smoothing method described in [14].

B. 3-D Baby Monkey Phantom

A small baby monkey brain phantom constructed in an analogous fashion to the 3D Hoffman brain phantom [15], with an outer diameter of 4 cm and an active cross-section of 3.3 cm was filled with 0.77 mCi of ¹⁸F and imaged for 120 frames, with 30 sec imaging time per frame. To generate data with essentially equal number of counts, the 120 frames were added in the pairs 1+120, 2+119, ..., 60+61, resulting in sixty frames each within 2.5% of 3 million counts. A calculated attenuation correction was applied to the data using a μ value of 0.095 cm⁻¹. Each frame of the sixty realizations was reconstructed with both algorithms, generating an ensemble of sixty independent realizations which allowed an image of the standard deviation to be estimated for the MAP and FBP algorithms [16]. A slice from the phantom was also digitized and blurred to the resolution of the MAP reconstruction and is shown in figure 1 for visual comparison with the reconstructed images.
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Figure 1: A. Picture of a slice from the baby monkey brain phantom, illustrating its design and physical size. B. Digital image of the same slice. C. Same slice blurred to approximately match the resolution of the MAP reconstruction.

C. Recovery and Spillover Comparison

A cylindrical phantom, measuring 4 cm in diameter and containing circular cross-section compartments of diameter 3 mm, 4 mm and 10 mm was imaged in microPET. The cylinder was 3.5 cm long and had axial symmetry. The background chamber was filled at a concentration of 8 μCi/ml with ¹⁸F, while the circular compartments were filled with ¹⁵N at an initial concentration of 92 μCi/ml. The phantom was scanned dynamically over a 75 minute time period, during which time the compartment to background activity ratio changed from roughly 10:1 to 1:10. Regions of interest (ROIs), matching the cross-section of the circular compartments, were drawn on the MAP and FBP images. Another ROI was drawn over the background and was located such that it would experience insignificant partial volume or spillover effects. The apparent activity ratio between the compartments and background was compared with the known true activity ratio which was measured in a well counter.

D. Resolution versus Noise Comparison

The same cylindrical compartment phantom as in section C above was filled with a total of 0.5 mCi ¹⁸F and an activity ratio of 4.22:1 (background=20μCi/cc, 10mm diameter compartment=4.74μCi/cc). A dataset containing 170 Million total counts was acquired- and reconstructed with both the FBP and the MAP algorithms. For the MAP reconstructions, twelve different smoothing parameters ω were used ranging from 0.125 to 16, producing images with different spatial resolutions. The FBP image was at first reconstructed with a ramp filter and subsequently smoothed with a gaussian kernel to spatial resolutions ranging from intrinsic (1.8 mm) to 3.0 mm. In addition, the FBP reconstructed image was deconvolved with linear deconvolution to produce images with higher resolution.
than the ramp filtered reconstructions. The resulting resolution of these reconstructed sets of images was estimated by drawing a radial profile from the center of the 10 mm cold cylindrical region and extending it over the hotter background. These profiles were then correlated to simulated profiles of the same edge with known resolutions and the known contrast from well counter measurements. In addition, ROIs were drawn over the uniform background region, small enough not to include partial volume effects and the standard deviation in these ROIs was used as an estimate of the noise in the reconstructed images.

E. In Vivo Studies:

A normal Sprague-Dawley rat was injected with 3 mCi of $^{18}$F-fluorodeoxyglucose (FDG). After a 40 minute uptake period, the rat was anesthetized and placed in a stereotactic headholder [17] and scanned on microPET for 60 minutes. Images were reconstructed with FBP (ramp filter) and MAP. A second rat was injected with 2 mCi of FDG. Following the uptake period of 45 minutes, the rat was sacrificed with an overdose of pentobarbitol to prevent any further redistribution of FDG. The rat was then decapitated and the head placed on a bed of dry ice. The whole head was then imaged in the microPET scanner for 30 minutes. Following scanning, the frozen whole head was packed in dry ice and rapidly sliced in 45 micron thick slices. The slices were placed on phosphor storage plates and exposed along with $^{14}$C standards for 3 days. The phosphor plates were subsequently read out using a Fuji BAS 5000 system to produce digital autoradiograms of the distribution of FDG in the rat head for comparison with MAP ($\beta=1.0$) and FBP microPET images. A calculated attenuation correction was applied to both these studies. This correction was based on finding the contours of the head [18] and used $\mu$ values of 0.095 cm$^{-1}$ for tissue and 0.115 cm$^{-1}$ for bone, assuming a skull thickness of 1 mm. All animal protocols were approved by the UCLA animal research committee.

III. RESULTS AND DISCUSSION

A. 3-D Baby Monkey Phantom:

Figures 2 and 3 show the results from the 3-D monkey brain phantom. Figures 2A (FBP) and 2D (MAP) are reference reconstructions of the data summed across all frames (180 million counts). Figures 2B and 2E are reconstructions of individual realizations (3 million counts) with FBP and MAP respectively. Figures 2C and F are the point to point noise images, estimated from the standard deviation of the sixty realization ensemble according to equation (1), where $S$ is the standard deviation in an image pixel, $m_i$ is the value of the image in that pixel in measurement $i$, $N$ is the total number of measurements and $\bar{m}$ is the value in that pixel as measured with the reference images.

$$S = \sqrt{\frac{1}{N-1} \sum_{i=0}^{N} (m_i - \bar{m})^2} \quad (1)$$

When the image in Figure 2D is compared to the images in Figure 1B and C, it is clear that the additional structures seen in the MAP reconstruction compared to the FBP represent true features of the phantom. In the profiles illustrated in Figure 3, the MAP reconstruction demonstrates better recovery of structure and smaller partial volume and spillover effects suggestive of higher spatial resolution than the FBP. To better illustrate the magnitude of the noise levels in the standard deviation images of figures 2C and F, figure 3 also has horizontal profiles through the images in figure 2C and F. In addition, a region of interest was drawn over the standard deviation images in figures 2C and F, tracing the objects outline. Inside that region, the average standard deviation was 0.486 for the FBP and 0.484 for the MAP reconstructions, indicating that the noise levels are comparable.

Figure 2: Images A-C correspond to FBP while images D-F correspond to MAP reconstructions. A. Reconstruction of the summed data set. B. Reconstruction of a single realization. C. Image of the standard deviation in reconstructions.

Figure 3: Horizontal profiles through the summed and standard deviation images of figure 2. Notice better recovery and reduced spillover in the profile through the MAP image, suggestive of higher spatial resolution. The standard deviation profiles illustrate that the noise is comparable in the two reconstruction methods.
In order to evaluate the possible bias due to variations in the count levels in the two reconstruction algorithms, a region of interest was drawn in the cortical area of the monkey brain phantom. The count levels in this ROI were measured for 7 added frame levels, containing 3, 6, 12, 24, 38, 96, and 180 Million counts each. Figure 4 is a plot of the mean ROI value as a function of the total number of counts in the frame. The ROI values in the MAP reconstructions are consistently higher than the FBP across all count levels, due to a reduced partial volume effect, indicating improved contrast recovery for the MAP reconstructions. At the same time, the absolute ROI values are constant for both reconstruction algorithms at all the frame count levels, which range across almost two orders of magnitude. This is expected from the linear FBP algorithm but it proves that the MAP reconstruction has virtually no bias due to variations in count levels.

**Figure 4:** ROI values in cortical region of the monkey brain phantom, as a function of the total number of counts in the study.

**B. Recovery and Spillover Comparison:**

Figures 5 and 6 show a comparison of the measured activity ratio compared with the true ratio for the different sized compartments in the cylindrical phantom. Notice better recovery when the compartments have higher concentration than the background (fig. 5) and less spillover when the compartments have lower concentration than the background (fig. 6) for the MAP reconstruction compared with FBP. The partial volume and spillover effects in this experiment are exacerbated due to the finite wall thickness of the compartments in the cylinder and the deliberate choice of large ROI’s that are matching the compartment size. This choice highlights the quantitative differences between MAP and FBP. The graphs present strong evidence that the MAP reconstruction is recovering resolution beyond that seen using FBP and a ramp filter.

**Figure 5:** Comparison of known activity ratio (11.4:1) between compartments and background, to measured region of interest ratio. In all cases MAP reconstructions provide a better estimate of the true activity.

**Figure 6:** Comparison of known activity ratio (1:10) between compartments and background, to measured region of interest ratio. In all cases MAP reconstructions provide a better estimate of the true activity.

**C. Resolution versus Noise Comparison**

The image spatial resolution versus noise as measured in the compartment phantom is illustrated in figure 7. It is clear from that figure that at all matched noise levels the MAP reconstructions have higher spatial resolution. This advantage is especially pronounced at higher spatial resolution levels. As the spatial resolution in the images decreases (fwhm increases), the benefits of the MAP reconstruction become less pronounced. For the FBP reconstruction with a ramp filter, the quantitative improvement in resolution of the MAP reconstruction is 20% with matched noise levels. As the spatial resolution of both the reconstructed images becomes better, the relative resolution improvement of the MAP reconstruction over FBP, becomes more significant for matched noise levels.
Figure 7: Measured resolution vs noise curves for MAP and FBP.

D. In Vivo Studies:

Figure 8 shows a comparison of coronal slices through MAP and FBP reconstructions in a normal rat brain. The MAP reconstruction clearly demonstrates an improvement in resolution and better delineation of anatomical structures over FBP with a ramp filter. The MAP shows improved separation of cortical and subcortical structures, without an associated increase in the image noise level. Figure 9A shows a coronal anatomical slice, selected from the digital whole-head $^{18}$FDG autoradiograph, which had an intrinsic spatial resolution of 0.2 mm. Figures 9B and C are MAP and FBP reconstructions respectively of the corresponding slice, measured with microPET from the same rat head and the same isotope injection. Again in those images, the improvement in spatial resolution of MAP over ramp filtered FBP is clear. In the same figure are also illustrated the ROIs used for the quantitative evaluation of the reconstruction algorithms.

Figure 8: In vivo coronal images from MAP and FBP reconstructions, illustrating FDG distribution from the front to the back of a normal rat brain. The MAP reconstruction is capable of separating cortical from subcortical structures and clearly shows a significant improvement in spatial resolution, without an increase in noise.

Figure 9: Coronal slices from digital autoradiography, as well as corresponding microPET images of the same rat reconstructed with MAP and FBP, illustrating the cortical regions where the quantitative ROIs were drawn.
Figure 10 shows the absolute tissue activity concentration in µCi/g measured from ROI’s defined over cortical and subcortical structures in the autoradiograph and the reconstructed PET images. In this figure, the cortical regions and the white matter are quantified more accurately with MAP rather than FBP. The reason that the striatum measurement is inadequately quantified by both reconstruction methods is due to its small physical size, and its location next to the cortex.

IV. CONCLUSION

It is clear from the phantom and in vivo data that MAP reconstruction is able to recover resolution beyond that possible using FBP with a ramp filter. This leads to better visualization of structure in small animal studies and improves quantification by reducing partial volume and spillover effects. From the study in the monkey brain phantom, it appears that this improvement in resolution can be achieved without a degradation in noise compared with FBP images reconstructed at their highest resolution. The quantification of the MAP algorithm in vivo, as compared with autoradiography, showed significant improvements compared to conventional FBP reconstruction. In addition, the weighting of the smoothing hyperparameter β with the mean count level [13] results in a count-independent contrast recovery for the MAP reconstructed images for a specific object. This is verified in the monkey brain phantom ROIs across images reconstructed with counts spanning two orders of magnitude.

A remaining concern is the impact of the spatially variant resolution of the MAP method evaluated here, particularly in dynamic studies where changes in tracer activity will result in time-varying resolution and associated partial volume effects within regions of interest. This may in turn produce confounding effects in parameter estimates in kinetic modeling experiments. In this case, the methods described in [14] for compensating for spatially variant resolution through the use of a spatially-variant smoothing prior may prove effective.

Given the improvement in resolution and quantitative accuracy seen in vivo with the 3-D MAP algorithm, we anticipate that it will become widely used in PET studies of small animals, where resolution is often the critical issue. Routine application of 3-D MAP in quantitative dynamic studies awaits further validation in the effects of isotope redistribution using autoradiography and well counting of tissue samples as a gold standard.
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