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One way to form these layers is to initially freeze
hydrogen (DT, HD, or D2) to an anisotropic multicrys-
talline solid inside a capsule and then allow a volumet-
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ally induced infrared (IR) vibration-rotation band in
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isothermal. We have developed alternate techniques
for growing layers by slowly cooling the hydrogen
through the triple point. The images on the front cover
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FOREWORD

As the incredible construction effort to build the National Ignition Facility (NIF) at Lawrence Livermore National Laboratory (LLNL) reaches its midpoint, we reflect on the inspiring scientific endeavor it represents: to get ignition by inertial confinement fusion in a laboratory. Ignition on a laboratory scale will be one of the greatest scientific achievements of our generation. To achieve it, however, we must discover, develop, and cultivate a broad spectrum of scientific frontiers; this Quarterly Report is a snapshot of the broad scientific foundation being constructed. The scientific “bricks” laid down here are significantly more mature and detailed than those only a couple of years ago. A good example of this maturity is shown in the cover article “Forming Uniform Deuterium Hydride and Deuterium–Tritium Layers in Shells” on p. 131, which reveals a significant achievement in condensed-matter physics and the engineering of ignition targets. Very smooth and thick layers of solid deuterium–tritium (DT) on the inside of 1-mm-radius spherical shells are required for all ignition capsule designs for the NIF. However, because solid hydrogen near its triple-point temperature rapidly forms large HCP crystals with flat facets, it has been difficult to form such layers. The work summarized in this article describes a technique for growing such spherical crystal shells of DT for ignition targets and HD or D₂ for surrogate target designs.

The work described in “Sensitivity Studies of Power Imbalance and Asymmetry for NIF Indirect Drive” on p. 140 is part of an ongoing effort to improve, tighten, and distribute the error budget over the many parts of an ignition experiment. Initial specifications for laser power balance and pointing accuracy for indirect drive were established several years ago. This article refines earlier work by using the expected NIF illumination geometry and laser configuration (48 laser-beam quads each with four beams instead of 192 independent beams) and uses a statistical model of the NIF power balance.

To achieve the required radiation drive temperatures on the NIF, it is critical that we control the amount of laser energy scattered out of a NIF hohlraum from both stimulated Raman scattering (SRS) and stimulated Brillouin scattering (SBS). These instabilities are seeded by hot spots in the laser footprint. To reduce these instabilities, several beam-smoothing techniques have been developed over the years. “Calculating and Measuring the Effects of Polarization Smoothing on Scattering Instabilities in a NIF-Like Plasma” on p. 155 presents simulations and experiments confirm that polarization smoothing, which reduces spatial inhomogeneities at short time scales, combined with smoothing by spectral dispersion, provides the greatest reduction yet achieved for SBS and SRS.

One reason the NIF is an affordable project is that new laser technologies have provided significant cost reductions, as exemplified in the NIF amplifiers. “Design and Performance of Flashlamp-Pumped Nd:Glass Amplifiers for the NIF” on p. 162 describes the design and performance of the cost-efficient, compact, combined-beam, large-aperture amplifier to be used on the NIF.

Finally, hohlraum energetics is a key to understanding all indirect-drive measurements as well as designing NIF ignition targets, as discussed in “Status of Our Understanding and Modeling of Ignition Hohlraum X-Ray Coupling Efficiency” on p. 171. Current LASNEX simulations are shown to accurately model the drive for several different hohlraum designs on both the Nova and Omega lasers (at LLNL and at the University of Rochester’s Laboratory for Laser Energetics, respectively). These results, which cover a variety of different pulse shapes lasting from 1 to 14 ns, provide confidence that the model drive used for NIF ignition target designs is accurate.

Gilbert Collins
Scientific Editor
Introduction

Smooth and uniform, 50- to 300-µm-thick deuterium–tritium (DT) layers on the interior of 1- to 3-mm-diam spherical capsules are required for ignitable inertial confinement fusion (ICF) targets for the National Ignition Facility (NIF). One way to form such layers is to initially freeze DT to an anisotropic, multicrystalline solid inside a capsule and then allow the tritium-decay volumetric heat generation, \( Q_{DT} = 0.05 \text{ W/cm}^3 \), to symmetrize the layer. Volumetric heating causes the thicker regions of the solid to have a higher temperature, thus higher vapor pressure. The result is a redistribution of the solid until the inner DT surface is isothermal. The time constant for such redistribution (when no \(^3\)He is present) is

\[
\tau_0 = \frac{H_s \rho}{Q_{DT}} = 27 \text{ min},
\]

where \( H_s \) is the heat of sublimation (1580 J/mole), and \( \rho \) is the density (0.0503 moles/cm\(^3\)) (Ref. 2). If bulk heating were the only factor controlling the layer profile, DT would form a uniform spherical layer inside an isothermal spherical capsule. However, crystal surface stiffness contributes to the final layer shape. The surface smooths until the thermal energy associated with material redistribution is comparable to the surface energy gained in having to form a higher-energy viscinal surface.\(^3\) The surface structure of a multicrystalline DT film is a function of the DT bulk heating rate and the distribution of crystallite sizes and orientations, which are determined by the initial nucleation and growth.\(^4\)

Several implosion hydrodynamics issues of cryogenic targets can be investigated with deuterium hydride (HD) or deuterium (\( D_2 \)) without the hazards of handling high-pressure tritium. To generate bulk heat for mass redistribution without tritium radiation, we pump the collisionally induced, infrared (IR) vibration–rotation band. We regulate the solid volumetric heating rate \( Q_{IR} \), thus the redistribution rate \( 1/\tau_{IR} \), and surface roughness by controlling the incident IR intensity. We have measured laser-power-limited \( 1/\tau_{IR} \) (thus \( Q_{IR} \)) in HD up to 10 times higher than the DT value. The maximum \( Q_{IR} \) for hydrogen isotopes is limited by the vibrational relaxation time to \( Q_{IR} \approx 1000 Q_{DT} \). Such large \( Q_{IR} \) values enable us to control the hydrogen layer profile and to explore the redistribution process of laser-heated solids.

Forming Uniform HD Layers in Shells

Experimental Overview

We previously measured redistribution time constants \( \tau_{IR} \) from IR illumination of both solid HD and \( D_2 \) at several different wavelengths versus incident IR flux to determine \( Q_{IR} \).\(^6\)\(^7\) Our redistribution experiments showed that the illumination of a solid sample with IR radiation resulted in redistribution of the solid in a manner analogous to that seen with tritium heat generation in DT. In a second series of experiments using a similar experimental design, but with a larger sapphire cell, we investigated the surface roughness of a layer formed by illuminating the solid with IR. The illumination pattern of the IR was found to have significant influence on layer shape. The resultant phase-shifting interferometric analysis revealed that surface perturbations with spatial extent greater than the layer thickness have amplitudes that decrease with increasing volumetric heating. The minimum roughness achieved at a given volumetric heating rate was found to depend on the nucleation and subsequent crystal growth during freezing. Both of these experiments...
were effectively one dimensional. A laser beam made one pass coaxially along the inner bore of the cell, and measurements were made by looking through the side of the container or coaxially along the bore of the cell. In the present experiments, we generated 4π illumination of HD inside a 1-mm–outside-diameter (o.d.) spherical capsule and observed the evolution of a uniform solid layer as a function of time and IR intensity.

Experimental Design and Layout

Several issues needed to be addressed in designing our experiments. The first issue was the choice of capsule material. The goal was to heat the HD (D$_2$ or DT) and not the plastic shell. Therefore, it was important to minimize the amount of IR absorption (heating) by the capsule. Standard plasma polymer, CH$_{1.5}$, used in current Nova experiments has several absorptions overlapping the absorption band for both D$_2$ and HD. Thus, it would be difficult to redistribute HD or D$_2$ in shells made of this material. The absorption bands are primarily CH and OH stretch modes. A broadband loss of transmission, which may result from IR scattering, also extends over the entire spectral range of measurement (400 to 5125 cm$^{-1}$). Therefore, we explored alternatives and found that a CD plasma polymer made with deuterated p-xylene monomer and D$_2$ flow gas does not have corresponding strong CH absorption lines and has good broadband transmission as well. Furthermore, whereas the OH absorption band increased with time in air, it is controlled by keeping the shell in a dry box. CD plasma polymer was the shell material used for our experiments (Figure 1).

A second issue was the technique for generating uniform IR illumination. The experiments on surface roughness showed that diffuse illumination was necessary to reduce laser-induced coherence effects. Calculations showed that illumination uniformity to better than 99% could be achieved$^9$ by using an integrating sphere. The integrating sphere for our experiments was a vacuum-tight enclosure made from aluminum, with four window ports and an Infragold coating$^9$ on the inner surface. The Infragold surface is greater than 96% reflecting at wavelengths of interest.

Although we did not perform a systematic study of surface roughness as a function of $Q_{IR}$, the smoothest surfaces were generated at $Q_{IR} = 200$ mW/cm$^3$. Using this value, we can estimate the IR power requirements for the integrating sphere. The volumetric heating rate is related to IR intensity by $Q_{IR} = \alpha I$, where $\alpha$ is the absorption coefficient [$\alpha$(HD) = 8/cm], and $I$ is the intensity. The requisite volumetric heating rate is produced by injecting sufficient IR into the integrating sphere to produce the required intensity $I_0 = Q_{IR}/\alpha$. For weakly absorbing layers, $I = I_0$, the incident intensity. The capsule is small compared to the integrating sphere, so that most of the power losses occur at the integrating sphere wall and through the viewports. The injected power only needs to be sufficient to compensate for integrating sphere losses of about 4%. This results in a linear relation between laser power and incident intensity, $P_{IS} = 0.04 I_0 A_{IS}$, where $P_{IS}$ and $A_{IS}$ are the injected IR power and surface area of the integrating sphere, respectively. Thus, an intensity of $I_0 = 25$ mW/cm$^2$ incident on the 1-mm-o.d. capsule in the center of a 25-mm–inside-diameter (i.d.) integrating sphere requires 21 mW of IR.

Finally, asymmetries in the solid layer, arising from perturbations in the thermal environment caused by the fill tube, needed to be minimized. The fill tube essentially acts as a cooling fin on the shell. Thermal conductance through the fill tube is greater than that of the surrounding helium exchange gas. The difference causes the shell area around the fill tube to be cooler than the rest of the capsule, resulting in formation of a thicker layer in this region. Various means of attaching a fill tube to the capsule were investigated and modeled using the finite element code COSMOS. The final design involved overcoating a composite-shell/fill-tube mandrel with plasma polymer. The resulting capsule was nominally 1-mm o.d. with a 10-µm-thick wall seamlessly attached to a 1- to 2-mm-long by 30-µm-o.d. plasma polymer fill-tube extension.$^{10}$

Figure 2 shows a sketch of the experimental layout. A CD shell containing HD was placed in the center of a 25-mm-i.d. integrating sphere filled with roughly 0.5 Torr of helium exchange gas. The fill line consisted of three sections: a 0.82-mm-long CD tube attached to a 5-mm-long glass tube, which was, in turn, attached to a stainless steel tube. The stainless tube extended through the integrating sphere wall. To minimize IR absorption in the fill line, the glass tube was gold coated. The shell containing HD was illuminated through one pair of viewports by an IR laser beam.

![Figure 1. IR transmission spectra of 4-µm and 14-µm-thick CD plasma polymer films. Overlapping absorption-band ranges for HD and D$_2$ are indicated along the bottom of the plot. (08-00-1298-250q01)](image-url)
and the layer was monitored along a second orthogonal axis by backlighting the capsule through one port and using a Questar microscope on the opposite port for viewing. Images were acquired periodically during layer formation using a Photometrics 1317 × 1035 array charge-coupled device (CCD) camera attached to the microscope. Real-time monitoring of the layer was done with a Cohu camera mounted on the microscope eyepiece port. The integrating sphere was thermally and mechanically attached to the cold tip of a helium flow cryostat.

Data Collection and Analysis Procedures

To determine the bulk heating rate, we measured the redistribution time constant $\tau_{IR}$. This measurement was accomplished by filling the capsule with HD, rapidly cooling to approximately 15 K to freeze the HD, and then turning on the IR illumination and collecting images of the evolving layer with time. The HD thickness was typically small near the top of the shell, but grew exponentially with time to form a uniform layer. The exponential time constant is related to the volumetric heating rate by $\tau_{IR} = H\rho / Q_{IR}$.

Roughness of the inner solid surface was determined by performing a fast Fourier transform (FFT) analysis of the bright band in the CCD camera images. The bright band can be understood by performing a ray trace through a 1-mm-o.d. shell containing a uniform layer inside an integrating sphere with 4-mm-o.d. ports. The HD-filled capsule acts as a weak, negative lens, resulting in light near the edge of the shell being refracted out of the field of view. Rays internally reflected off the inner solid surface do not leave the field of view and travel through the shell and integrating sphere viewport to the collection optics. Figure 3a shows a closeup view of a bundle of rays incident on the capsule. Figure 3b is an expanded view, showing the rays exiting the integrating sphere through a viewport. Bundles of rays incident on the shell at the largest incident angles consistent with our optical arrangement were traced and found to produce the same bright band.

Refraction also affects the determination of layer thickness. Typically, layer thickness is determined by acquiring an image with the CCD camera, measuring the distance from the bright band to the edge of the shell in pixels, comparing that to the measured distance across the diameter of the shell, also in pixels, and scaling pixels to micrometers using the shell diameter previously determined by standard characterization techniques. If the microscope is focused at the center plane of the shell, then by using this method, one assumes that the rays from the bright band extrapolate in a straight line back to the center of the shell. Figure 3a shows a dashed line extrapolating the rays to the center plane of the shell. The measured, or apparent, layer thickness determined from a camera image is less than the actual layer thickness by the difference between the dashed line and the inner solid surface. To estimate the actual layer thickness, a simple model was generated to calculate both apparent and actual layer thicknesses inside a 10-µm-thick, 1-mm-o.d. plastic shell. The results in Figure 4 show that refractive effects have a significant impact on the measurement of thin layers, especially those less than 100 µm. For example, a 100-µm-thick layer would appear to be only 45 µm thick on the image.

Once the images were shot and stored, the objective of the experiment was to extract an estimate of surface roughness from the stored data. We previously

FIGURE 2. Experimental layout indicating the viewing axis and IR injection axis. Sapphire ball lenses on the integrating sphere ports spread the IR beam in an f/1 cone. (08-00-1298-2503pb01)

FIGURE 3. (a) Ray trace plot showing the reflection of light off the inner solid surface. (b) Most such light passes out of the integrating sphere through the viewport. (08-00-1298-2504pb01)
developed software that locates the surface of the solid in the image. The resultant 1D estimate of solid thickness variations are Fourier transformed to estimate the power spectrum of perturbations on the solid layer.

The software begins by taking an estimate of the center of the bright band in the image and drawing a ray from the center to the edge. At 1-pixel increments along the ray, the intensity is estimated by fitting a plane to the four neighboring pixel values and interpolating to obtain the intensity at the point on the ray. This procedure is done for a series of rays offset by some given angular increment to generate an image of the target in polar coordinates. Each column in the image is then processed to locate the light-to-dark transition associated with the inner edge of the solid. Estimates of the locations of the edge of the bright band are averaged to give a new value of the center of the bright band, and the image is reprocessed until the estimates converge.

A large step in intensity occurs at the inner edge of the solid. Refraction at the inner edge creates intensity minima in the spherical geometry, which are located using an algorithm to find the minima in each ray. Minima are sorted by depth for each ray to give an array of locations as a function of angle for each feature. The profiles can be Fourier transformed and the results used to calculate power spectra for the surfaces. Because we do not locate the shell edge, we do not determine the offset of the inner surface from the capsule (Fourier mode 1), but fit Fourier modes 2 through 128.

**Results and Discussion**

Layers grown by the rapid-cooling technique typically result in rough, multicrystalline surfaces. Figure 5 shows the evolution of one of the rough layers in which the volumetric heating rate was ~250 mW/cm$^3$ (or $5 Q_{\text{DT}}$). The layering process began by performing a controlled liquid fill. Once sufficient liquid was inside the capsule (Figure 5a), the temperature was quickly lowered to freeze the solid (Figure 5b). The randomly grown solid was then illuminated with IR radiation, and redistribution of the solid was recorded with time. Figure 5c shows the resultant layer.

To improve the quality of the inner solid surface, we developed a second technique. The technique is currently performed by manually entering the temperature into a temperature controller while viewing the layer evolution on a monitor. To grow higher-quality layers, we freeze the HD, inject IR radiation into the integrating sphere, raise the temperature of the capsule until the solid just finishes melting, and slowly lower the temperature in approximately 0.005-K steps until freezing onset occurs, at which point the temperature is no longer lowered. If solidification appears to stop, then the temperature would be lowered in 0.005-K steps until a uniform layer forms. Images of the evolving layer were recorded with time. Figure 6 shows an approximately 200-μm-thick layer grown by this technique. Figure 7 is the power spectrum for the solid layer in Figure 6d. The resultant rms for this layer is 2.24 μm. This technique is slightly different from the slow-growth technique used for DT layers, which is
Laser power and temperature stability affect the growth of the solid. Higher-quality layers were formed when the temperature was controlled to at least ±5 mK under stable laser power. The impact of the laser is twofold. In addition to generating a given volumetric heating rate, the absorbed energy also raises the temperature of the solid. Variations in laser power cause both volumetric heating rate and temperature variations. Large temperature fluctuations cause the HD to melt and freeze too rapidly, resulting in rough layers. When both systems were stable, it typically took about one hour for layer completion.

As shown in Figures 5c and 6d, some features in the layers are similar in these images. One is a “bump” (or flat spot) near the fill tube. The fill tube has higher thermal conductivity than the surrounding helium exchange gas, producing a cold spot at the fill-tube–shell junction and resulting in a thickening or bump in the layer. The only way to remove this feature is to eliminate the fill tube. The second pair of features, seen at the shell equator, is due to the IR injection method. The IR is injected along an axis through the equator of the shell, resulting in more intense illumination than from the rest of the integrating sphere. The locally warmer areas result in thin spots in the layer. Such features can be removed by alternative injection techniques, such as shaping the beam, inserting a beam block in front of the shell, or, more easily, by initially directing the beam to miss the shell instead of passing through it.

Figure 8 shows a 180-µm layer produced by directly injecting the beam into the integrating sphere. For this arrangement, the sapphire balls were removed, and one beam was injected off-axis at an angle of 11° through the integrating sphere window. Such injection permitted the ~2.5-mm-diam beam to pass through the window, miss the shell, and hit the integrating sphere wall. A thickening of the layer near the fill tube can still be detected, but the thin spots at the equator seen in the previous arrangement are gone. Layers grown using IR illumination are comparable to DT layers grown by the slow-freeze technique. Figure 9 shows the power spectrum for this layer and, for comparison,

discussed later in this article. Because DT is a mixture, there is no triple point as in a single-component system (D₂), but a three-phase region. The slow-growth technique cools the DT slowly through this region.
a power spectrum for the ~150-µm-thick DT layer grown by the slow-freeze technique. The IR-generated layer has the same general modal shape as the DT layer.

**Forming Uniform DT Layers in Shells**

**Experimental Overview**

We also conducted experiments on a mixture of approximately 25% T₂, 25% D₂, and 50% DT, referred to as DT. The sample was introduced as a liquid in the normal rotational state. Throughout the experiment, \( J = 1 \) to \( J = 0 \) conversion occurs continuously, but no measurements were made of rotational content. Our experimental setup, data collection, and analysis were similar to procedures described in a recent paper.\(^{13}\) The main difference between this experiment and the previous experiment was the replacement of a cylindrical sapphire sample cell with a series of 1-mm-diam plastic shells with 10- to 20-µm-thick walls.

**Experimental Design and Layout**

A DT ice surface conforms to the isotherms shaped by the surrounding layering shroud. Because a smooth, spherical shape was desired, the layering shroud was a 25.4-mm-diam hollow sphere made of OFHC copper, shown in Figure 10. This shroud provided a constant-temperature, spherical boundary condition. The cell was filled with DT liquid via a fill tube, as shown in Figure 10. A few Torr of \(^{4}\)He gas inside the sphere caused conductive cooling of the plastic shell. The cavity was cooled from the bottom to minimize convection inside the sphere. This design allowed us to study layering in a system quite similar to that required for many ICF target designs.

The plastic shell was placed at the center of the hollow sphere. A pair of 3-mm holes and a pair of 5-mm holes were bored in the layering shroud on perpendicular axes to provide a view of the sample cell. The holes had negligible effect on the spherical isotherms. The shroud was placed inside of a vacuum-sealed secondary container.

Temperature was measured by two calibrated germanium resistance thermometers (GRTs) placed on the top and bottom of the copper cavity. The mean value of the two GRTs was the reported temperature. Temperature stability was better than 2 mK over a period of hours, and temperature resolution was 1 mK. Calibration was checked by measuring the triple point of our D₂ sample, which was 18.72 K, compared to 18.73 K reported for \( nD₂ \).\(^{14}\)

Because the IR and beta layering experiments were of similar design, we were able to share resources. For example, the shells used for both experiments were made from CD plasma polymer. In addition, thermal and ray trace modeling, discussed previously, were applicable to both experiments.

**Results and Discussion**

Figure 11 shows the evolution of the temperature and rms surface-roughness \( \sigma \) during the course of an experiment carried out on a 3-day-old sample of DT. The value of \( \sigma \) was calculated from modes 2 through 128. In this experiment, we cooled slowly through the triple point at a constant rate of 0.5 mK/min, until the set-point temperature of 19.78 K was reached. The temperature was then held constant for a period of time. The DT layer grows during the temperature ramp,
with a single growth front that begins near the top of the shell. The crystal growth front converges at the bottom of the shell to complete the layer. After formation, \( T = 19.78 \text{ K}, \) time = 295 min, and \( \sigma = 2.65 \mu \text{m}. \) The layer continues to smooth, reaching a minimum \( \sigma \) of 1.15 \( \mu \text{m} \) at about 383 min. Afterwards, the layer roughens; however, such behavior is not well understood.

Figure 12 shows the power spectral density for the layer at 400 and 1000 min. The layer at 400 min is smoother at all mode numbers, except perhaps at a singular point at mode 7. Most of the difference between the two layers occurs in modes 2 to 4.

The freezing rate has a strong effect on layer smoothness. In Figure 13, \( \sigma \) is plotted for a series of 210-\( \mu \text{m} \) layers formed at different freezing rates. For rates slower than 3 mK/min, a dramatically smoother layer is produced. At faster freezing rates, the DT nucleates several small crystals instead of growing with a single front. Layers with several distinctly observable crystals are significantly rougher than those formed from a single nucleation site.

Our data indicate that \( \sigma \) increases with decreasing layer thickness. Figure 14 shows a collection of all our

![Figure 11](image1)

**Figure 11.** The layer smooths to a minimum value and then roughens with longer times. (08-00-1298-2512pb01)

![Figure 12](image2)

**Figure 12.** An increase in roughness over time after minima is largely due to effects at modal numbers between 2 and 4, although the largest relative increase occurs above mode 20. (08-00-1298-2513pb01)

![Figure 13](image3)

**Figure 13.** Best surface roughness achieved for a series of 210-\( \mu \text{m} \) layers created with different cooling rates through the triple point of DT. (08-00-1298-2514pb01)

![Figure 14](image4)

**Figure 14.** Thinner ice layers have a larger \( \sigma \). (08-00-1298-2515pb01)
layering data with cooling rates between 1 and 2 mK/min and layer thicknesses between 150 and 225 µm. The 4.2-µm point was for a layer formed at the upper end of the cooling rate. Figure 15 shows the power spectral density for a 152-µm layer and a 220-µm layer. The thicker layer is substantially smoother at all mode numbers. This result could be due to the observed relative ease by which thick layers nucleate, compared to thin layers. A contributing factor is the increase in variation of temperature near the ice–gas interface with thicker layers. That is, \( \delta T_{\text{bump}} = Qh \delta h_{\text{bump}}/k \), where \( \delta T \) is the variation from the average temperature at the ice–gas interface, and \( \delta h \) is the variation from the mean ice thickness.

\[ E_T = \int_A \left[ C \rho T dA + \sum_{i=1}^{n} \gamma_s^i L_i + \sum_{i=1}^{n} \gamma_{gb}^i t_i \right], \quad (1) \]

where \( C \) is the specific heat, \( \rho \) is the ice density, \( \gamma_s^i \) is the orientation-dependent surface energy, \( L_i \) is the length of the crystal facet, \( \gamma_{gb}^i \) is the grain-boundary energy, \( t_i \) is the grain-boundary length, and \( A \) is the bulk ice area perpendicular to the cylindrical axis.

The c-facet for solid deuterium was determined to have \( \gamma = 6 \times 10^{-3} \text{ J/m}^2 \) (Ref. 15). The best estimate for \( \gamma_{gb} \) is \( 0.6 \times 10^{-3} \text{ J/m}^2 \), or 10% of the surface energy.16 Using a 1D heat-flow model for a layer with cylindrical geometry and \( n \) regular low-energy facets, as shown in Figure 17, we find that \( n = 53 \) minimizes the free energy for a 210-µm layer. The corresponding rms surface roughness is 0.15 µm. The model predicts that rms surface roughness decreases with increasing layer thickness out to 300 µm for a 1-mm shell, consistent with the data in Figure 14.17 The magnitude of the predicted roughness is smaller by a factor of 10 than the data because of the highly idealized nature of the model. A more detailed model should include multiple crystal orientations and grain-boundary energies.

The second type of distinct experiment we carried out was a slow, continuous freeze through the triple point of DT to a point well below the triple point. Figure 16 shows the temperature versus time evolution and \( \sigma \) versus time plotted on the same graph. Once again, we observe that the surface reaches a minimum roughness, then at later times becomes quite rough as the layer continues to cool.

Layers at temperatures below \( T_{\text{TP}} - 0.5 \) K are typically rougher than layers produced just below \( T_{\text{TP}} \). Currently, NIF ignition target designs contain 80-µm-thick DT layers at 18 K inside a 2-mm-o.d. capsule. Our best DT layers are produced just below \( T_{\text{TP}} \) at about 19.7 K. Gas density inside the capsule is \( \rho_{\text{gas}} = 0.7 \text{ mg/cm}^3 \), instead of the specified \( \rho_{\text{gas}} = 0.3 \text{ mg/cm}^3 \), and would therefore change the convergence of the ignition capsule design.

**Surface Roughness Model**

The equilibrium ice layer minimizes the total free energy at constant volume. The thermal gradient resulting from tritium decay heating favors uniform layers; however, the anisotropic surface energy favors facets. The curved shell geometry prevents the layer from having a single low-energy facet exposed along the entire surface, and any recrystallization to reorient the surface is limited by grain-boundary energy. We can model each of these energies to understand the layer roughness.

The total free energy per unit length is expressed as
Summary

We have presented the first results from beta layering in 1-mm plastic shells with fill tubes. Our best beta layers have a roughness as small as 1.2 µm rms for a 210-µm-thick ice layer. Layer smoothness depends on cooling rate as well as layer thickness. Our best DT ice layers are formed when freezing through the triple point is slower than 3 mK/min for 210-µm layers. Data and simple calculations indicate that thinner layers are rougher layers.

We have developed a technique to redistribute and smooth hydrogen (D₂, HD, DT, etc.) layers for ICF by slow solidification with simultaneous pumping of the rotation–vibration absorption bands of the solid. Relatively uniform layers can now be grown with a surface roughness comparable to that of DT. Crystals formed during a quick freeze to the solid phase are not readily smoothed by IR heating. Solid layers slowly grown from the melt were much smoother.

Notes and References

4. *Solids Far From Equilibrium*, C. Godreche, Ed. (Cambridge University Press, Cambridge, 1992). In this article, we ignore effects from ³He born in the solid. The effects of ³He cannot be ignored in DT layers that have aged for longer than ~1 day.
9. Infragold™ is an electrochemically plated, diffuse, gold-metallic coating. For information, contact Labsphere, North Sutton, NH, 03260.
11. Ray tracing was performed using the TracePro™ commercial optical modeling program. For further information, contact Lambda Research Corp., Littleton, MA 01460.
12. After pyrolysis, the shells were inspected and measured using a microscope calibrated using a 1-mm-diam reference sphere.
17. DT experiences a 12% shrinkage when cooling through the triple point. Thus, a 1-mm capsule full of liquid at just above the triple point would have a uniform solid layer 253-µm thick just below the triple point temperature.
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Introduction

The time-averaged radiation asymmetry on a National Ignition Facility (NIF) capsule must be kept to a minimum to achieve high-yield implosions. The radiation asymmetry has an intrinsic component and a random component. Intrinsic asymmetry of the drive arises from a finite number of laser spots on the hohlraum, the presence of laser entrance holes, and coupling of Legendre modes between the cylindrical hohlraum and a spherical capsule. Random asymmetry arises from random variations in the power and pointing of each laser spot.

The emphasis of this article is on random asymmetry. The NIF requirements for power balance and pointing accuracy have already been established. The power balance requirement states that the rms “... deviation in the power delivered by the laser beams from the specified power shall be less than 8% of the specified power averaged over any 2-ns time interval.” Similarly, the pointing specification allows for a 50-µm rms deviation in the centroids of the laser spots from their desired locations in the target plane. These specifications are based, in part, on the results of previous radiation viewfactor and radiation hydrodynamics calculations.1

Our work is a refinement of the earlier work and differs from it in two ways. First, the illumination geometry and laser configuration have changed substantially since the earlier work was done. The previous work was based on a design using 192 independent laser spots, whereas the NIF is now configured to have 48 quads, with each quad made of four beamlets. The spots from each beamlet in a quad overlap on the hohlraum wall, and the power to each beamlet in a quad is not completely independent because the same preamplifier module (PAM) feeds all beams in a quad. Second, rather than simply randomly varying the laser power to each spot, we have created a statistical model of the NIF laser and used it to predict power balance as a function of time for a given pulse shape.

Figure 1 shows laser power versus time for a single outer-cone beam for the NIF-baseline, 1.8-MJ, indirect-drive pulse. (For indirect drive, the beams are divided into inner and outer cones, and pulse shapes for each are slightly different.) We refer to the initial, low-intensity part of the pulse (roughly, the first 14 ns of the pulse) as the foot. We refer to the remainder of the pulse as the peak. Our overall approach to estimating flux asymmetry on the capsule for this pulse consisted

![Figure 1. Laser power versus time for a single outer-cone beam for the NIF-baseline, 1.8-MJ, Haan indirect-drive pulse. (50-00-1296-2545pb01)](image-url)
of first estimating the random variations in laser power and pointing as a function of time. To do so, we developed a statistical model of the NIF laser system. Next, we used the radiation viewfactor code (Gertie, which is described in more detail later) to relate the random power and pointing distributions to flux asymmetry on the capsule at two times: the middle of the foot and the middle of the peak. Finally, we decomposed the flux asymmetry into Legendre modes and used linear growth factors from LASNEX capsule calculations to estimate the magnitude of each mode at ignition.

This article first describes the results of the statistical model of the NIF laser power balance. The calculations yield beam-to-beam and quad-to-quad power balance as a function of time. Next, we describe the radiation viewfactor calculations. These calculations yield the sensitivity of capsule flux asymmetry and spatial rms at ignition to the amount of power imbalance and pointing error. Finally, we provide our best estimate of capsule flux asymmetry during the foot and peak, from the power balance results, and use linear response coefficients to estimate the peak-to-valley variation in the hot-spot radius at ignition.

Laser Power Imbalance

The time-averaged (2-ns averaging time) deviation in power of a given beam, $P(t)$, from the desired power curve $P_0(t)$ is

$$\Delta P(t) = \frac{1}{2} \sum_{t-1}^{t+1} \frac{P(u) - P_0(u)}{P_0(u)} \, du,$$

where $u$ is a dummy variable of integration. The rms power imbalance is then

$$\frac{1}{N} \sum_{j=1}^{N} \left( \frac{\Delta P(t)}{P_0(t)} \right)_j,$$

where $N$ is the total number of power-versus-time curves over which we average. For example, if we average over 10 shots and all 192 beams, then $N$ is 1920. The NIF requirement is that the rms power imbalance must be less than 8%.

Power balance is a systemwide issue on the NIF. A certain level of random variations (also referred to as shot-to-shot variations or jitter) in power output of a given beam will occur, and this level will depend on the jitter levels of various laser subsystems. In addition to shot-to-shot variations, each of the 192 beams will, on average, yield a different output pulse if given identical input pulses. Such repeatable or systematic differences among beams must be minimized to meet the power balance requirement. In addition, the power measurement system must accurately measure the power history so that adjustments can be made to bring the output to the required balance.

We have developed a computer model of the NIF laser system to estimate the power balance. The model has been used to determine the allocation of random variations to subsystems, and to develop procedures for minimizing repeatable differences among beams.

NIF Power Balance Model

Two types of variations in laser performance lead to power imbalance: random (shot-to-shot) variations and systematic (repeatable) variations. Figure 2 identifies the sources of random and repeatable variations in beam power that are included in our model. The sources are the optical pulse generation (OPG) subsystem, the 1-µm laser, and the frequency-conversion and ultraviolet (UV) optics (0.35-µm) subsystem. Systematic differences are caused by differences in gain, transmission, beam area, and frequency conversion that repeat from shot to shot. Random variations are caused by shot-to-shot fluctuations in the OPG output (pulse injected to main laser), amplifier gain, pulse arrival time, and frequency conversion. In addition, a 4% rms random uncertainty arises from measurement of the power.

The laser-output pulse for a given injected pulse is predicted using the BTGAIN code. BTGAIN models the propagation of an optical pulse through a laser chain consisting of a series of components having specified transmissions and gains. For the calculations in our study, the transmissions and gains represent average values over the beam cross-sectional area. Elements having gain (amplifier slabs) are modeled using Frantz–Nodvik theory, which accounts for the gain depletion of an amplifying medium as an optical pulse travels through it.

![Figure 2. Schematic of the NIF laser showing sources of power balance included in the model.](50-00-1298-2546pb01)
Frequency conversion is calculated within BTGAIN from a table relating input intensity to output intensity. The conversion table is generated in a separate step by the THGFT02 code, which calculates the frequency conversion for an arrangement of conversion crystals of given thicknesses and angles with respect to the beam axis (detuning angles). A decrease in frequency-conversion efficiency with imposed bandwidth is included.

The NIF model consists of 192 beams having repeatable differences in performance. That is, given identical input pulses, the beams produce different output pulses. The repeatable differences are modeled by assuming a random variation in optical properties (transmission, gain, frequency-conversion efficiency, and so forth) of the components that make up each beam. Table 1 shows the mean values and standard deviations of the amplifier gain coefficient and transmissions of optical components. The gains and transmissions are assumed to obey a Gaussian distribution. The mean values and standard deviations in Table 1 are consistent with the NIF optical specifications for the various components.

Each of the 192 beams has its own frequency-conversion curve (output intensity) that represents the repeatable performance of each converter. The baseline frequency converter has a doubler crystal thickness of 11.0 mm, a tripler crystal thickness of 9.0 mm, a doubler detuning angle of 240 μrad, a tripler detuning angle of 30 μrad, and 30 GHz of bandwidth. Systematic differences in frequency conversion are assumed to arise from beam-to-beam variations in average crystal thickness and from beam-to-beam variations in the effective detuning angle between the beam axis and the doubler crystal (the tripler crystal conversion is relatively insensitive to angle).

Figure 3 shows the power imbalance for beams with crystal thickness or doubler detuning angle different from that for the reference converter, compared to the same beam with the reference converter. We assume the doubler thickness varies uniformly from 11.0 to 11.2 mm, resulting in a 2% variation in frequency-conversion efficiency at the foot intensity, and less variation at higher intensity. Similarly, the tripler thickness varies from 9.0 to 9.2 mm, which results in a 3% variation in conversion efficiency at the foot intensity, and less at higher intensity.

Spatial nonuniformities in the crystals cause the local detuning angle to vary across a given crystal. The spatial variation in angles will differ for each crystal, so the overall (spatially integrated) conversion efficiency will vary systematically from beam to beam. We assumed that the distribution of conversion efficiencies among beams could be modeled by a Gaussian spread in the doubler detuning angle with a standard deviation of 28.6 μrad. The result is about a 3.5% rms deviation in frequency-conversion efficiency at the foot intensity, and less deviation at higher intensity.

Because our assumption is highly conservative, actual systematic differences among crystals should be less than this value.

In addition to systematic differences among the 192 beams, the output of each beam will vary randomly from shot to shot about its average. Random variations in laser output depend on several factors,

![Figure 3. Power imbalance versus time for beams having different frequency-conversion crystal thicknesses or detuning angles than the reference beam.](50-00-1298-2547pb01)
some of which are correlated for beams in the same quad or bundle (a bundle is a pair of quads driven by a common set of capacitor banks). The fact that some variations are correlated among beams is important because the power imbalance will be greater than if the beams were completely independent.

Table 2 lists the sources of jitter in measured power, shows the allowable rms variation for each source (in some cases, values were established as a result of this study), and shows how the source is correlated among beams. For example, random variations in the injected pulse from the OPG are due to variations in gains of the regenerative and rod amplifiers that are part of each PAM. Because there is one PAM per quad, this source is correlated for beams within a quad. Pairs of quads (bundles) are driven by common capacitor banks, so the jitter in the main amplifier gains is correlated for the eight beams in a bundle. Jitter in the pulse-arrival time results in power imbalance only when the pulse shape is changing. For the Haan pulse, timing jitter contributes a maximum of 3.2% rms power imbalance during the period of steepest slope just before peak power. The allocated jitter in the doubler detuning angle (from jitter in the beam angle) results in 1.9% rms variation in frequency conversion at the foot intensity, and less at higher intensity.

Influence of Frequency Conversion and Gain Saturation on Power Balance

Frequency conversion and gain saturation have large effects on the time-dependence of power imbalance for shaped pulses. First, the intensity dependence of conversion efficiency amplifies the $\omega_1$ power imbalance, especially at low intensity. Second, gain saturation tends to reduce power imbalance, especially late in the pulse when gain saturation is greatest. Both factors tend to make the power imbalance the largest at the beginning, or foot, of the pulse when the intensity is lowest.

Figure 4 shows conversion efficiency as a function of $3\omega$ intensity. At an intensity of $0.043 \text{ GW/cm}^2$, which corresponds to the foot of the Haan, 1.8-MJ, indirect-drive pulse, the frequency-conversion efficiency increases rapidly with increasing intensity. At the peak intensity of the Haan, 1.8-MJ pulse, the variation with intensity is much less.

$$I_{3\omega} = I_{\omega}^n,$$

where the exponent $n$ varies between 3 at very low intensities and 1 at very high intensities. Taking the logarithmic derivative of this expression, we find that the change in intensities is related by

$$\frac{\Delta I_{3\omega}}{I_{3\omega}} = n \frac{\Delta I_{\omega}}{I_{\omega}}.$$  

Figure 5 shows the exponent $n$ as a function of $3\omega$ intensity. In the foot of the pulse, the $1\omega$ power balance entering the frequency converter is amplified by a factor of 2.4. At the peak of the pulse, the amplification

| Source Allocation Correlation |
|-----------------------------|---------|
| Injected power (from OPG) 3% Beans in a quad (4) |
| Amplifier gain 2% Beans in a bundle (8) |
| Frequency conversion 16 µrad Uncorrelated |
| Pulse timing 30 ps 40% quad, 60% uncorrelated |
| Measurement 4% Uncorrelated |
is only about 1.2.

As energy is extracted from amplifier slabs during a laser pulse, fewer excited atoms remain in the glass, and the gain is reduced. We call the ratio of small signal gain to actual gain the saturated gain ratio (or square pulse distortion). Figure 6 shows the saturated gain ratio as a function of time during the Haan pulse. The ratio increases from about 1.7 at the beginning of the pulse to more than 20 by the end. The reason the gain ratio is not 1 at \( t = 0 \) is that this is a multipass laser. During the final pass through the laser, even the foot of the pulse is passing through laser slabs that have already had significant energy extracted by previous passes of the entire pulse. The curve in Figure 6 is specific to the Haan pulse, but it is possible to write a more general expression for the gain ratio as a function of the amount of 1\( \omega \) energy extracted from the laser. For a single-pass amplifier, there is a simple analytical expression; however, for the multistage, multipass NIF design, the expression is not so simple. Using BTGAIN, we obtained the following curve fit

\[
R(E) = A \exp(BE),
\]

where \( E(t) \) is the ratio of amount of 1\( \omega \) fluence (energy per area) extracted from the laser at a given time in a pulse to the saturation fluence (4.5 J/cm\(^2\)). The coefficients \( A \) and \( B \) depend on the total amount of normalized 1\( \omega \) extracted fluence \( E_{tot} \). The coefficients are \( A = 0.79174 + 0.0093524 \left( E_{tot} \right) + 0.0013361 \left( E_{tot} \right)^2 \),

and

\[
B = 1.2078 - 0.55346\left( E_{tot} \right) + 0.56418 \left( E_{tot} \right)^2 - 0.22564\left( E_{tot} \right)^3 + 0.035275\left( E_{tot} \right)^4.
\]

The expression is independent of pulse shape, and it applies for \( E_{tot} \) from 0.8 to 3.4. For the 1.8-MJ Haan pulse, \( E_{tot} \) is about 3.4.

If we know how the laser saturation and frequency-conversion exponent vary as a function of time for a given pulse, then we can estimate the random component of 1\( \omega \) power imbalance as a function of time. Ignoring timing errors, the variation in 1\( \omega \) power depends on the amount of variation in injected power (from the OPG) and the gain. Using a simplified analysis for a single-pass laser, and assuming that the logarithmic derivatives of the injected power and gain do not change significantly during the pulse, the 1\( \omega \) power balance is related to these two sources by

\[
\frac{\Delta P_{1\omega}(t)}{P_{1\omega}(t)} = \frac{1}{R(t)} \left( \frac{\Delta P_{inj}}{P_{inj}} + \frac{\Delta G_{0}}{C_{0}} \right).
\]

As energy is extracted from the laser, the gain ratio increases, and 1\( \omega \) power imbalance decreases. To obtain the contribution of this part of the 1\( \omega \) power...
imbalance to $3\omega$ power imbalance, we simply multiply
the above expression by the frequency-conversion
exponent. By adding this contribution in quadrature
with estimates of the remaining contributions to
power imbalance, we could estimate the power
imbalance as a function of time. However, for highly
saturated pulses, it is more accurate to extract the time-
dependent $3\omega$ power imbalance directly from BTGAIN
calculations, which is what we have done in this work.

**Minimizing Systematic Variations in Laser Power**

By systematic variations in laser power, we mean
that if the same pulse is repeatedly injected into a
given laser beam, it will, on average, yield an output
pulse that differs somewhat from the output pulse of
the average beam. Systematic differences can arise
from several factors, including differences in beam
area, component transmissions, amplifier gains, and
frequency conversion. Systematic variations in laser-
power output must be made as small as possible for
the system to meet the power balance requirement.

The simplest and most effective way to compensate
for systematic differences is to increase the injected
energy to consistently low beams and decrease injected
energy to consistently high beams to minimize the sys-
tematic power imbalance at $t = 1$ ns, where the power
imbalance is always highest for shaped, indirect-drive
pulses. This approach works well because gain satura-
tion and the intensity dependence of frequency con-
version allow us to adjust the power in the foot of the
pulse without changing the power imbalance in the
peak very much.

Such a procedure requires setup shots in which all
beams are given the same injected pulse, and the
power in the foot of each pulse is measured and com-
pared to the average value. The injected pulse is a
nearly flat, 20-ns pulse that yields a flat output pulse at
the same intensity as the foot of the Haan pulse.
Because the pulse is flat, power can be inferred from
an energy measurement, whose accuracy is better
(2.8%) than that of the power measurement (4%). By
averaging over four shots for each beam, accuracy is
further improved to 1.4%. The injected energy to each
beam is then adjusted to eliminate the systematic dif-
fERENCE in power at $t = 1$ ns. The energy to each beam is
adjusted by setting the PAM energy and adjusting the
half-wave plates in the optics that split the beam from
the PAM into four beams.

Although it is somewhat surprising, it appears that
using a single input pulse shape (calculated by
BTGAIN using average laser components) for all 48
PAMs is sufficient. That is, setting 48 different input
pulse shapes to tune out systematic quad-to-quad dif-
ferences results in only a marginal improvement in
power balance. Figure 7 shows the results of a simula-
tion in which we compared the performance of 192
lasers with randomly selected 10 components and
identical frequency converters. For each beam, we
used BTGAIN to compute the input pulse shape that
resulted in exactly the same output pulse for all the
beams. The curve labeled “192 pulse shapes” shows
that the rms power imbalance is zero when these input
pulse shapes are used. Next, we averaged the input
pulse shapes for each pair of beams to obtain 96 differ-
ent pulse shapes. We averaged the input pulse shapes
for each set of four beams to obtain 48 pulse shapes
(one for each quad). Then we compared the cases to
that for a single input pulse shape. There is little differ-
ence in beam-to-beam power imbalance when compar-
ing 1 pulse shape to 48 pulse shapes.

Figure 8 shows the systematic rms power imbalance

![Figure 7. Sensitivity of systematic, beam-to-beam power imbalance to the number of independent pulse shapes. (50-00-1298-2551pb01)](image-url)
approximately equal to the 1.4% measurement error at 1 ns, and rises to about 3% by the end of the pulse. In both cases, we used a single pulse shape.

Figure 9 shows the spread in injected energies of the 192 beams required to tune out systematic errors. The spread in energies is approximately Gaussian, with an 11% rms variation about the mean. The relatively large spread in energies is good, because it means the adjustment has some resolution. Figure 10 shows two histograms that compare the spread in 1ω power at $t = 1$ ns for the uncompensated case and the compensated case. Figure 11 shows the same kinds of plots, but for 3ω power at the target. Without compensation, the 1ω systematic rms power imbalance is 5.65%, which is then amplified by the frequency-conversion process to 13.8%.

**Estimate of Overall Laser Power Imbalance**

We included all known sources of random and systematic errors to obtain an estimate of the overall power imbalance. Such an estimate can be used as a basis for the flowdown of requirements to the subsystems and to confirm that our strategy for minimizing systematic power balance errors will result in a total error that meets the NIF power balance requirement. We averaged over 192 beams and 10 shots (1920 power-versus-time curves) to obtain the rms values for these calculations.

Figure 12 shows beam-to-beam, quad-to-quad, and intraquad rms power imbalances versus time. The beam-to-beam imbalance for a single calculation can be obtained from Eqs. (1) and (2), with $N = 192$. We then take the rms average over the number of runs to obtain the final result. The quad-to-quad imbalance is
obtained by averaging over the four beams in each quad to obtain the power in each quad, taking the rms average over the 48 quads, and then taking the rms average over the number of runs. The intraquad imbalance is a measure of the imbalance for beams in the same quad. It is the square root of the difference between the square of the beam-to-beam imbalance and the square of the quad-to-quad imbalance. The rms beam-to-beam power imbalance is 7.8% at $t = 1$ ns, and decreases to about 6% by the end of the pulse. The bumps in the curve appearing late in the pulse are due to timing jitter during pulse-shape changes. The value we obtained is less than the NIF 8% limit for the entire pulse. To meet the overall NIF power balance requirement, we reduced the allowable random variation in amplifier gain from its original allocation of 3% to 2%.

If the beams were completely independent, then the quad-to-quad imbalance would be exactly half the beam-to-beam imbalance because the power in each quad would be the average of four independent quantities. Early in the pulse, power imbalance is dominated by the OPG and amplifier jitter, which are correlated for beams within a quad, so the quad-to-quad imbalance is much more than half of the beam-to-beam imbalance. By the end of the pulse, these sources of imbalance make a relatively small contribution to the total, and the beams are largely uncorrelated. This is an important result because, as shown next, capsule flux asymmetry depends most directly on quad-to-quad power imbalance.

**Calculations of Radiation Asymmetry on a NIF Capsule**

Here, we describe our calculations of the effects of random variations in laser power and pointing on radiation flux symmetry at the target. We estimated the sensitivity of capsule flux asymmetry to various amounts of power imbalance and pointing errors, and then used our results from the detailed laser model, described above, to estimate the expected capsule flux asymmetry during the foot and peak of a shaped, indirect-drive pulse.

**Calculating the Random Component of Radiation Flux on a Capsule**

We used the radiation viewfactor code, Gertie, to estimate the flux on a capsule. The geometry of the hohlraum and capsule are the primary inputs to the code. The surfaces of each are divided into a discrete number of area elements $A_i$. Each element has an albedo $\alpha_i$, which is the ratio of emitted radiation over absorbed radiation, averaged over all frequencies and angles. In addition, surface elements on the hohlraum wall that correspond to laser hot spots are given a source power $P_i$. Radiation power leaving the $i$th element $y_i$ and radiation power arriving at that element $x_i$ are related to each other by

\[
y_i = \alpha_i x_i + P_i \quad \text{(9a)}
\]

\[
x_i = \sum_{j} f_{ij} y_j \quad , \quad \text{(9b)}
\]

where $f_{ij}$ is the geometric viewfactor matrix constructed by Gertie. Thus, once the geometry, albedos, and radiation sources are defined, the matrix equations can be solved to obtain the radiation flux incident on the capsule (and on all other surfaces as well). The viewfactor analysis has two principal limitations. Sources and albedos are not frequency-dependent, and there is no absorption and emission of radiation by the plasma inside the hohlraum (i.e., vacuum transfer is assumed between the walls and capsule). However, the technique does provide an estimate of the 3D variation of flux on the capsule.

Viewfactor calculations were done for the point-design target (PT design), which is shown in Figure 13. This target has a 0.111-cm radius and uses a Br-doped plastic ablator. It is driven by a 1.3-MJ, 17-ns pulse, shown in Figure 14. This pulse is similar to the 1.8-MJ, NIF-baseline pulse shown earlier; however, the foot is about 3-ns shorter, and the peak power and energy are
less. From radiation-hydrodynamics calculations of the PT design using LASNEX,\textsuperscript{7,8} we inferred the time dependence of the capsule and hohlraum albedos, the capsule ablation surface radius, and the hohlraum emission radius (which moves in as gold blows off the wall).

The albedo of the gold wall is greater than that of the plastic ablator, and both increase as radiation temperature rises during the pulse. As the albedo increases, a smaller fraction of total radiation emanates from the laser hot spots, and the radiation is spatially smoothed. In addition, as the hohlraum emission radius and capsule ablation surface radius both decrease with time, the viewfactor matrix that maps the hohlraum radiation onto the capsule also changes. Late in the pulse, as the capsule ablation surface radius decreases rapidly, each point on the capsule sees a larger fraction of the hohlraum wall; therefore, higher wave number components of the radiation asymmetry on the hohlraum are smoothed at the capsule.

In principle, we could divide the pulse into a few time steps and do a viewfactor calculation at each time to obtain the time-dependent flux on the capsule. However, we found it more practical to divide the pulse into two parts. We defined the foot to be the first 11 ns, and the peak to be the remainder of the pulse. We then did the viewfactor analysis midway through the foot and midway through the peak, using average values for the albedos and dimensions shown in Table 3. We subdivided the capsule and hohlraum surfaces into 3,840 subpanels, with 32 panels per 360° of azimuthal angle.

### Estimating Capsule Perturbation Resulting from Radiation Asymmetry

If we denote the radiation on a capsule as $F$, then rms flux asymmetry at the capsule is

$$\sigma_F \text{rms} = \sqrt{\frac{1}{4\pi} \int \left(\frac{F - F_0}{F_0}\right)^2 d\Omega}. \quad (10)$$

The flux can be expanded, in terms of associated Legendre polynomials, as

\begin{table}[h]
\centering
\caption{Geometric parameters and albedos used in the viewfactor calculations of the foot ($t = 0$ to 11 ns) and peak ($t = 11$ to 17 ns).}
\begin{tabular}{|l|c|c|}
\hline
Parameter & Foot & Peak \\
\hline
Hohlraum albedo & 0.65 & 0.86 \\
Capsule albedo & 0.35 & 0.63 \\
Hohlraum radius & 0.27 cm & 0.234 cm \\
Hohlraum length & 1.0 cm & 0.95 cm \\
LEH radius & 0.135 cm & 0.117 cm \\
Capsule radius & 0.111 cm & 0.085 cm \\
\hline
\end{tabular}
\end{table}
This form of the expansion is the same as that computed by the Gertie viewfactor code. By substituting Eq. (11) into Eq. (10) and including the appropriate normalization factors, we can express the rms flux asymmetry as the root of the sum of squares of contributions from each mode. That is, the capsule asymmetry is

\[ \text{cap}_{\text{rms}} = \sqrt{\sum_{l=1}^{l_0} \sum_{m=-l}^{l} (a_{lm})^2} \]

where

\[ a_{lm} = \sqrt{\frac{2}{2l+1}} \left( \frac{l-m}{l+m} \right) \left( \frac{b_{lm}}{b_{00}} \right)^2 \] (13)

For each \( l \) mode, we can sum the squares of the rms contributions for all \( m \) to obtain the rms for an equivalent 2D mode, which we denote as \( a_l \).

Now that we have extracted the mode structure (rms per mode) of the equivalent 2D flux asymmetry from the viewfactor calculation, we can use LASNEX to calculate the spatial perturbation in the capsule radius at ignition due to each mode. As long as radiation-induced perturbations on the capsule remain linear, we can use the principle of superposition to equate the calculated 2D rms flux asymmetry at ignition to the rms flux asymmetry at ignition that results from linear growth of the original 3D spectrum of modes from the viewfactor calculation.

The linear response coefficients that relate a flux perturbation to spatial perturbation on the capsule for each mode were calculated in LASNEX by applying a frequency-dependent source to the capsule that had a small perturbation in each mode applied during the foot (0 to 11 ns) or peak (11 to 17 ns) of the pulse. These coefficients yield the capsule rms spatial asymmetry for the case where the 3D capsule flux asymmetry calculated at the midpoint of the foot or peak is present and unchanging for the entire foot or peak.

**NIF Illumination Geometry**

Figure 15 shows the NIF indirect-drive geometry. Laser rays are shown from their focal points to the point at which they hit the hohlraum walls. Two cones, an outer and an inner cone, illuminate each side of the hohlraum. The outer cone is made of beams having angles of 44.5° and 50° with respect to the \( z \) (cylindrical) axis. The inner cone beams have angles of 23.5° and 30°. Two-thirds of the laser energy is directed to the outer cones, and one-third to the inner cones.

Figure 15 also shows the target geometry that we assumed for this study. The hohlraum length is 1.0 cm, the hohlraum radius is 0.27 cm, laser entrance holes have a radius of 0.135 cm, and the initial capsule radius is 0.111 cm.

Spots from the four beams in a quad partially overlap on the hohlraum wall, forming one larger spot, as shown in Figure 16. Differences in power among the four beams in a quad cause a shift in the spot centroid and are equivalent to a pointing error in the quad spot. The distance from the centroid of the quad spot to centroids of each of the individual beam spots, \( r_j \), is about 230 \( \mu \)m. The offset of the centroid of the quad spot, \( r_c \), is related to beam power by

\[ r_c = \sqrt{\frac{\sum_{j=1}^{4} r_j P_j}{P_{\text{quad}}}} \] (15)

**Figure 15.** Side view of the hohlraum showing placement of inner and outer cones. (50-00-1298-2559pb01)

**Figure 16.** Four beams within a quad form a single, overlapped spot on the hohlraum. (50-00-1298-2560pb01)
where $P_j$ is the power from the $j$th beam, and $P_{\text{quad}}$ is the total quad power. Using Eq. (15), we can calculate that the 4% to 5% intraquad power imbalance, which was calculated previously in Figure 12, results in a 5- to 6-μm rms error in quad spot position.

**Sensitivity of Ignition Capsule to Random Flux Asymmetry**

Figure 17 shows the sensitivity of total rms capsule flux to the amount of quad-to-quad power imbalance using the viewfactors midway through the foot and peak of the pulse. These results were obtained by averaging over 10 sets of random power distributions that were generated using the statistical model of the NIF laser, discussed previously. We assumed that the view-factor calculations done for a 17-ns pulse could be applied to the 20.4-ns Haan pulse. For the foot, we used BTGAIN results at $t = 7$ ns (midway through the 14-ns foot). For the peak, we used BTGAIN results at $t = 17$ ns (approximately midway through the peak). Figure 17 shows that, compared to the peak, the larger ratio of capsule radius to hohlraum radius for the foot, and the lower albedos in the foot, result in a larger amount of flux asymmetry. The average quad power imbalance during the foot of the Haan pulse is approximately 4%, and it is about 3% during the peak (see these two points as plotted in Figure 17). Thus, the resulting rms flux asymmetry due to power imbalance will be about 0.6% during the foot, and 0.2% during the peak. Note that rms flux asymmetry is plotted here as a function of the quad-to-quad imbalance, rather than beam-to-beam imbalance. As shown below, quad-to-quad imbalance can be generally related to asymmetry on the capsule, whereas beam-to-beam imbalance cannot.

The other contributor to random flux asymmetry is pointing errors. Figure 18 shows rms flux asymmetry on the capsule as a function of rms quad pointing error. The results were obtained by averaging over 50 random pointing configurations. By quad pointing error, we mean the deviation in the location of the quad centroid. The NIF specification for allowable beam-to-beam pointing errors is 50-μm rms. It is likely that there will be sources of pointing error that are common to beams within a quad; however, the breakdown between correlated and uncorrelated pointing errors has not been determined at this time. If we assume that pointing errors are uncorrelated, then a 50-μm, beam-to-beam error corresponds to a 25-μm, quad-to-quad error, which leads to capsule flux asymmetry of about 0.4% during the foot, and less than 0.2% during the peak. Figures 17 and 18 are plotted on the same scale, and a comparison between them shows that power imbalance will generally have a larger effect on capsule flux asymmetry than will the pointing errors.

Recall from Eq. (12) that capsule flux rms asymmetry can be expressed as the root of the sum of squares of contributions from each associated Legendre polynomial. The square of the rms is called the variance. Thus, the variance per mode is $a_{lm}^2$, where $a_{lm}$ is given by Eqs. (13) or (14). The variance per l mode, which is what we need to apply the 2D linear response coefficients calculated from LASNEX, is

**Figure 17.** The rms capsule flux asymmetry as a function of amount of quad-to-quad power imbalance. (50-00-1296-2561pb01)

**Figure 18.** The rms capsule flux asymmetry as a function of quad-to-quad pointing errors. (50-00-1296-2562pb01)
The ratio of $a_l^2$ to total variance of capsule flux is plotted in Figure 19 as a function of $l$-mode number for power imbalance. For both the foot and peak, the largest contribution is from $P_1$, and there is little contribution from modes larger than $l = 4$. Figure 20 shows the modal decomposition for pointing errors. Similar to the power imbalance, the contribution to variance falls off rapidly with increasing mode number. However, the dominant mode is $P_2$, and there is a larger relative contribution from higher modes.

From the modal decomposition of flux asymmetry, we can find each mode’s contribution to the capsule spatial asymmetry at ignition using the linear response coefficients obtained from LASNEX capsule calculations. The capsule spatial rms is given by

$$\text{(spatial)}_{\text{rms}} = \sqrt{\sum_{l=1}^{l=+1} \left( a_l (\text{lrc})_l \right)^2},$$

(17)

where $(\text{lrc})_l$ is the linear response coefficient relating capsule flux rms due to the $l$th mode to the spatial rms at ignition due to that mode. We multiply the spatial rms by 2 times the square root of 2 to convert the rms to the maximum difference in peak-to-valley (ptv) of the spatial variation. This parameter is plotted in Figure 21 as a function of percent rms quad power imbalance. Such a plot shows that the peak is slightly more sensitive to power imbalance than the foot, even though the capsule flux asymmetry is less for the peak. The shaded portion of the plot (6-µm ptv perturbation or less) represents the level of capsule perturbations arising from random asymmetry that is definitely

FIGURE 19. Fractional contribution of each Legendre mode to total variance of the capsule flux due to power imbalance.

FIGURE 20. Fractional contribution of each Legendre mode to total variance of the capsule flux due to beam pointing errors.

FIGURE 21. Maximum peak-to-valley perturbation in hot-spot radius at ignition as a function of percent rms quad power imbalance.
Thus, the time-averaged quad power imbalance must remain well below 8% to keep the resulting spatial perturbations in the safe regime. At the power imbalance levels extracted from BTGAIN calculations (see data points), power imbalance only during the foot results in a 5.6-µm ptv perturbation, whereas power imbalance only during the peak results in a 5.2-µm ptv perturbation.

Figure 22 is a similar plot, but for pointing errors. It shows that if the pointing errors are uncorrelated, resulting in 25-µm rms quad-to-quad pointing error, then pointing errors make a slightly smaller contribution to the total capsule spatial perturbation at ignition (5.1 versus 4.3-µm ptv for the foot versus peak, respectively).

Figure 23 shows the fractional contribution of each mode to total variance (the square of the rms) of spatial asymmetry on the capsule. For the foot, \( P_1 \) and \( P_2 \) are the largest contributors, whereas for the peak, \( P_1 \) is by far the largest. In fact, it is primarily the much larger linear response factor for \( P_1 \) in the peak, compared with that of the foot, that makes the overall capsule rms larger for the peak, despite the fact that rms flux asymmetry is less for the peak due to hohlraum smoothing. Figure 24 is a similar plot for pointing errors. Pointing errors during the foot give rise mainly to modes \( P_2 \) through \( P_4 \) on the capsule surface at ignition, whereas pointing errors during the peak contribute mostly to \( P_1 \) on the capsule. The combined effects of power imbalance predicted by the BTGAIN model and 25-µm rms quad pointing errors result in a capsule spatial perturbation of 7.5-µm ptv for asymmetry imposed during the foot only, and 6.7-µm ptv for asymmetry imposed during the peak only.
jitter in the PAMs will be correlated for beams in the same quad. There is also a correlation between pairs of quads whose amplifiers are driven by common capacitor banks (such pairs of quads are called bundles), so jitter in amplifier gain will be correlated between bundles. Figure 25 is a schematic drawing of the overlapped quad spots on one-quarter of an unrolled hohlraum cylinder. The shading and numbers on the spots indicate which quads are driven by common capacitor banks. Correlated spots are separated from each other spatially in a pseudo-random pattern. The pattern repeats itself in the next quadrant. For the two remaining quadrants ($\pi < \phi < 2\pi$) the relation between bundles 5 and 6 is reversed.

The idea behind bundle mapping is to ensure that neighboring quads are not correlated; if they were, statistically they would behave like a single spot. This would increase the power imbalance due to the amplifier gain jitter by reducing the number of independent spots from 48 to 24.

To assess possible effects of correlations between beams on the power imbalance, we computed the power imbalance for three extreme cases:

- **Case 1.** 192 independent beams.
- **Case 2.** 48 independent quads, with the 4 beams within each quad correlated.
- **Case 3.** 24 independent bundles, with the 8 beams within each bundle correlated.

The calculations were all done for the foot of the pulse. Figure 26 shows that the rms capsule flux asymmetry is about the same for a given amount of quad-to-quad power imbalance, regardless of how the power is correlated among the beams. This result indicates that quads in the same bundle are mapped to the hohlraum in a way that does not degrade capsule symmetry, even if all of the power imbalance were correlated for beams in the same bundle. Figure 27 shows the contribution of each mode to total spatial variance on the capsule at ignition. The modal structure is also fairly similar for the three cases. This result implies that the most important parameter needed to estimate capsule asymmetry due to power imbalance is an accurate estimate of quad-to-quad power imbalance. Knowing the fraction of quad-to-quad imbalance from beam-, quad-, and bundle-driven power imbalance is less important.

**Summary**

We have developed a model to analyze power balance for the NIF. Our model includes the effects of laser gain saturation and frequency-conversion intensity dependence. Statistical variation in component performance was included to account for systematic and random variations in the power output of each beam. We found that the effects of gain saturation, which tends to reduce power imbalance late in the pulse, and the strong intensity dependence of frequency conversion at low intensity early in the pulse, combine to make the power imbalance largest at the beginning of shaped, indirect-drive pulses. We then used the model to determine the allocation of random variations to subsystems and to develop procedures for minimizing repeatable differences among beams. The results of our power balance analysis indicate that we can meet the NIF 8% rms power balance requirement for a 1.8-MJ, indirect-drive pulse. To minimize...
the systematic imbalance, we use a single-input pulse shape, but adjust the energy to each beam to minimize the repeatable power imbalance at $t = 1$ ns.

We also performed a radiation viewfactor analysis to determine the effect of various levels of random flux asymmetry on ignition capsule performance. The capsule rms flux asymmetry is larger—for a given level of imposed power imbalance or pointing errors—during the foot of the pulse than during the peak. The reason is that lower albedos and larger capsule-radius-to-hohlraum-radius ratio lead to less smoothing of the Legendre modes onto the capsule. However, the capsule is more sensitive to the $P_1$ mode during the peak. Thus, the resulting spatial perturbation on the capsule at ignition is about the same for radiation asymmetry imposed during the foot or peak. Power imbalances contribute slightly more to the total capsule perturbation at ignition than do pointing errors.

The fraction of power imbalance that is correlated for beams within the same quad is very important, because flux asymmetry on the capsule is twice as large for fully correlated beams than for fully uncorrelated beams. Our NIF laser modeling indicates that power imbalance is highly correlated early in the pulse when the power imbalance is dominated by OPG and amplifier jitter. By the end of the pulse, the largest sources of power imbalance (random variations in timing and frequency conversion, and all systematic variations) are mostly uncorrelated, which reduces the effect on the capsule. The fraction of power imbalance that is correlated between quads whose amplifiers are driven by common capacitor banks was found to be a minor effect.

Integrated viewfactor simulations that assumed a level of 50-µm rms uncorrelated pointing errors and a level of power imbalance extracted directly from the statistical NIF laser model indicate maximum peak-to-valley perturbations on the hot-spot radius at ignition of 7.5 µm due to random flux asymmetry applied only during the foot of the pulse, and 6.7 µm due to random flux asymmetry applied only during the peak of the pulse. These values are close to the maximum amount of capsule perturbation allocated to random flux asymmetry.
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Introduction

The present schemes for inertial-confinement-fusion (ICF) target ignition require a high uniformity in the intense laser beams that will strike the target directly (direct drive) or the hohlraum wall (indirect drive). The large-aperture glass laser systems used in ICF applications produce beams with nonuniform intensity speckle structures (“hot spots”) at their focus. With intensities that are significantly above the spatial average beam intensity, these hot spots can lead to substantial power losses from stimulated Raman scattering (SRS) and stimulated Brillouin scattering (SBS) in hohlraum plasmas. To reduce these scattering losses, various beam-smoothing techniques have been developed to create more uniform beam intensity distributions.

As part of a plan for attaining ignition at the National Ignition Facility (NIF), we used the Nova laser system to systematically study the effectiveness of the beam-smoothing techniques in reducing the backscattered light. Previously, experiments examined the effects of random phase plates (RPPs), kinoform phase plates (KPPs), and smoothing by spectral dispersion (SSD) using a 3-GHz modulator. Under various laser and plasma conditions, these techniques all showed certain advantages with respect to reducing the backscattered light level.

Most recently, we studied the effect of polarization smoothing (PS) by itself and combined with smoothing by spectral dispersion, using a high-frequency (17-GHz) modulator. The higher frequency modulator reduces the beam dispersion necessary for optimal SSD, thereby allowing laser propagation through spatial-filter pinholes and hohlraum entrance holes without clipping. This article describes the predicted and measured effects of polarization smoothing (with and without smoothing by spectral dispersion) on the stimulated Raman and Brillouin backscattering. Both the experimental work and the modeling show that the combination of polarization smoothing with smoothing by spectral dispersion gives the greatest reduction in the backscattering levels for SRS and SBS.

Relevance to NIF

Target designs for the NIF currently consist of gas-filled, 9-mm long, Au hohlraums that will be heated with a 1.3-MJ (430-TW peak power) laser, at a 351-nm wavelength. The laser energy will be delivered to the hohlraum by 192 beams in shaped pulses about 20 ns long. The beams will be focused with f/20 lenses arranged in clusters of four, effectively producing an f/8 beam. For symmetric capsule implosions, two rings each of inner and outer beams will be used, which reach the hohlraum wall at different distances from the laser entrance holes (LEHs) and have different path lengths in the hohlraum plasma.

Beam smoothing will be done by using spectral dispersion with a kinoform phase plate. This phase plate will produce a flat-top focal spot with a factor-of-two intensity variation over the 3- to 5-mm-long laser path in the hohlraum. The point design ignition target is a 300-eV radiation temperature hohlraum, which will contain a low-Z, fully ionized plasma (initially a mix of He and H₂) at about 10% of the critical density. At the time of maximum laser power, the peak laser intensity will be $2 \times 10^{15}$ W/cm² at the best focus of the f/8 cluster; other regions along the beam path will have intensities ranging from $10^{15}$ to $2 \times 10^{15}$ W/cm². Over most of their path lengths, the laser beams will interact with the low-Z plasma. However, for the last 400 µm, the interaction will be with a high-Z, high-$T_e$ Au plasma ablated from the hohlraum wall. The low-Z plasma between the hohlraum wall and the laser entrance holes will have an electron temperature $T_e$ ranging from 3- to 6-keV, and an electron density $n_e$ of from 0.07 $n_c$ to 0.12 $n_c$ ($n_c = 9 \times 10^{21}$/cm³ for 351-nm light).
Polarization Smoothing: Optical Theory and Experimental Implementation on Nova

Spatial smoothing using a random phase plate works by eliminating the long coherence length in a beam’s near field, thereby randomizing and reducing the high-intensity, small-scale structure within the focal spot. A similar kind of spatial smoothing uses a kinoform phase plate, which produces a speckle distribution of intensities in the far field—as does the random phase plate—but which makes the average intensity at focus spatially flat. Smoothing by spectral dispersion causes the local speckle intensity (produced by either type of phase plate) to vary in time at a given spatial location. The laser light is first broadened in frequency by a grating. At any time, the resulting speckle pattern is a superposition of interfering patterns from each wavelength, which decorrelate and yield a new speckle pattern with a coherence time of \(-1/\Delta v\). Practical limitations in the available laser bandwidth will typically limit the coherence time to a few picoseconds. This is a short enough time to possibly affect the filamentation instability. However, since the scattering instabilities in ICF plasmas typically develop in less than a picosecond, it is also desirable to employ a technique that can smooth out intensity non-uniformities instantaneously.

Polarization smoothing provides a way of doing just this.

In polarization smoothing, the near field of the incident laser light is divided into two orthogonal polarizations, each containing half of the beam’s incident power. By passing these beams through a phase plate, two uncorrelated speckle patterns are produced, with each beam generating a distinct speckle pattern in the focal plane. One technique used for polarization smoothing is to alternately rotate the polarization by 90° in subapertures of the near-field beam. The technique that we chose for Nova uses a birefringent wedge to create orthogonally polarized beams in the same subaperture of the near-field beam. The wedge creates a spatial offset in the speckle patterns corresponding to the two polarizations. In either technique, the speckle intensities in the two beams add incoherently, thus reducing the maximum intensities arriving at the focal plane. The essential advantage of polarization smoothing is that the light intensity is smoothed instantaneously, whereas smoothing by spectral dispersion requires a smoothing time that is inversely proportional to the laser bandwidth.

In polarization smoothing by a wedge, the primary adjustable parameter is the size of the shift generated between the orthogonal speckle patterns. Recent calculations have shown that suppression of filamentation is fully effective when PS is used with a minimum shift of one to two speckle half-widths. Since plasma filamentation and stimulated scattering instabilities are generally very sensitive to the transverse scale length of the incident illumination, it is useful to consider the spatial spectrum of the focal-spot intensity pattern resulting from the polarization smoothing of simple square-aperture beams. (Although the spectrum changes slightly in going from square to circular apertures, the qualitative features remain the same.)

The effect of the polarization-smoothing shift on the intensity distribution in the focal plane is best understood in terms of its effect on the spatial spectrum of the speckle intensity. We begin by writing down the spatial power spectral density of the speckle intensity from a uniformly illuminated (but randomly phased) square aperture as:

\[
\frac{\left| \tilde{I}(f_x, f_y) \right|^2}{\bar{I}^2} = \Lambda(f_x / f_{\text{max}}) \Lambda(f_y / f_{\text{max}}) / f_{\text{max}}^2 \delta(f_x, f_y) \text{ . (1)}
\]

In this expression, \(f_x (k_x / 2\pi) \) and \(f_y (k_y / 2\pi) \) are spatial frequencies of the speckle in the far field, \(\Lambda(x) = 1 - |x| \) for \(|x| \leq 1\), and 0 for \(|x| > 1\), \(f_{\text{max}} = D / F\lambda\) (where \(F\) is the focal length of the lens and \(D\) is the aperture width), \(I(f_x, f_y) \) is the Fourier transform of the speckle intensity in the far field \(I(x_{\text{FF}}, y_{\text{FF}}) \), and \(\bar{I} \equiv \left\langle I(x_{\text{FF}}, y_{\text{FF}}) \right\rangle \) denotes the average speckle intensity. The first term on the right of Eq. (1) corresponds to the speckle noise and is referred to as the AC spatial-power spectrum; the delta function is determined by the average intensity level.

The spatial power spectrum of the far-field intensity pattern for the two spatially offset speckle patterns, created by the birefringent wedge, can now be quantified. Let the speckle pattern from a single polarization be given by \(I_1(x_{\text{FF}}, y_{\text{FF}}) \). Assuming that the wedge disperses the two polarizations by an angle \(\Delta\theta \) along the \(x\) direction, its effect is to generate two such patterns shifted along \(x\) by the distance \(\Delta x = \Delta\theta \). Because
there is no interference between the orthogonal polarizations, the total intensity on the target can be written as the incoherent sum
\[
I_{\text{total}}(x_{\text{FF}}, y_{\text{FF}}) = I_1(x_{\text{FF}}, y_{\text{FF}}) + I_2(x_{\text{FF}} + \Delta x_{\text{FF}}, y_{\text{FF}})
\]
\[
= I_1(x_{\text{FF}}, y_{\text{FF}}) * \left[ \delta(x_{\text{FF}}) + \delta(x_{\text{FF}} - \Delta x_{\text{FF}}) \right],
\]
where * denotes convolution \( a(x) * b(x) \equiv \int a(x-s)b(s)ds \).

The Fourier transform can now be taken, to obtain the shift larger than the speckle half-width where the single polarization result of Eq. (1) has been used.

We have now obtained the result that the wedge modifies the spatial spectrum by imposing a sinusoidal modulation, along the shift direction, with a period of \( 1/\Delta x_{\text{FF}} \). Smoothing very low spatial frequencies requires a large shift, since the first null of the spectral modulation imposed by the polarization smoothing is located at \( \pm 1/2 \Delta x_{\text{FF}} \). On average, for any shift larger than the speckle half-width \( F_\lambda/D \), the speckle noise power is reduced by a factor of two; thus, the intensity contrast is reduced by \( \sqrt{2} \). This is consistent with simulations of plasma filamentation, which showed that suppression of the instability is fully effective only if the shift is larger than \( F_\lambda/D \).

The polarization smoothing done in our Nova experiments used a birefringent wedge \( \delta \) (a KDP crystal cut at an angle of 41.2° to the optic axis) to create two orthogonally polarized beams with a selected angular deviation (Figure 1). An equal distribution of the incident laser power into each polarization was accomplished by orienting the crystal wedge so that the linearly polarized 351-nm beam (from the frequency-conversion crystals) is incident with its polarization at a 45° angle to the KDP wedge’s ordinary (o-wave) and extraordinary (e-wave) axes. The wedge causes the polarizations to be refracted at an angle, \( \Delta \theta = a \Delta n \), where \( a \) is the wedge angle and \( \Delta n \) is the birefringence between the ordinary and extraordinary polarizations (0.021 for the KDP used in this experiment).

After passing through the kinoform phase plate (KPP), the two orthogonally polarized beams form identical speckle patterns in the focal plane that are shifted by the amount, \( \Delta \theta F \), where the focal length \( F \) is 5.6 m. The minimum shift required to decorrelate a speckle pattern generated by a square near-field beam is the half-speckle width, \( F_\lambda/D = 3.2 \mu m \); the incident Nova beam width \( D \) was 62 cm. The KDP crystals used for polarization smoothing in our experiments had a wedge angle of 270 µrad. Therefore, they generated an angular shift of 5.7 µrad between the orthogonally polarized beams, which corresponded to about a 30-µm far-field displacement, or about 10 speckle half-widths. This is much larger than the minimum shift of one to two speckle half-widths that was calculated as being required for suppressing filamentation.

In our Nova experiments, we used four sub-apertures in a 2×2 array, similar to the NIF configuration; each subaperture was 27×27 cm and was separated by ~8 cm. The half-speckle width from one such subaperture was 7.3 µm; the polarization smoothing shift of 30 µm that resulted is about four times larger than the minimum shift needed to decorrelate the speckle originating from one subaperture. Thus, even for illumination from a single subaperture, filamentation would be effectively suppressed by the 30-µm wedge shift. The direction of the spatial shift from the polarization smoothing was arranged approximately orthogonally to the direction of the shift from SSD. Done in this manner, the polarization smoothing is expected to instantly improve the averaged contrast of the target illumination by a factor of \( \sqrt{2} \) beyond that done only with SSD.

**Figure 1.** Schematic showing the use of a birefringent wedge to generate two shifted and orthogonally polarized speckle patterns for beam smoothing. (08-00-1296-2535pb01)
Polarization smoothing and smoothing by spectral dispersion can be combined to give a more effective smoothing, even though a range of low spatial frequencies is left unsmoothed by this combination. In our experiments, the full extent of the shift obtained with SSD is ~40 µm/Å of bandwidth (specified at the fundamental 1.053-µm wavelength). At a bandwidth of 3 Å, the resulting 120-µm shift is much larger than the 30-µm shift used for polarization smoothing. As a result, if the direction of the latter shift is parallel to the direction of spectral dispersion, little extra benefit might be expected from the added polarization smoothing.

However, because polarization smoothing is instantaneous, it is possible that a significant additional benefit from this method exists for some initial period of time (depending on the response time of the plasma instabilities), even for the case of parallel dispersion directions. This reasoning is supported by simulations of plasma filamentation, which found that SSD and PS dispersions oriented in the same direction work nearly as well at suppressing filamentation as do orthogonally oriented dispersions. However, we did not test this calculation in this set of experiments. ⁹

**Plasma Theory**

The backscattering of laser light begins when a background plasma density fluctuation reflects a small fraction of the incident laser light via Thomson scattering. As the backscattered light interferes constructively with the incoming light, the resulting ponderomotive force enhances the density perturbation. If threshold conditions are satisfied, an instability, resulting in stimulated backscatter, can develop. If the density perturbation is an ion acoustic wave, stimulated Brillouin scattering (SBS) occurs; if the perturbation is a Langmuir wave, stimulated Raman scattering (SRS) occurs.

The laser speckles (hots pots) are also subject to a self-focusing instability (filamentation) in the plasma. This occurs when the light’s ponderomotive force and the increased electron pressure (from local laser power absorption) act to expel plasma, thereby increasing the refractive index and further concentrating the light energy into a smaller volume. Smoothing by spectral dispersion reduces this tendency towards filamentation, if the speckle dissolves before the self-focusing process is complete. Thus, it is most effective on lower-intensity hot spots. In addition, polarization smoothing controls filamentation by reducing the fraction of the laser power present in high-intensity speckles. We expect then, that a combination of the two smoothing methods should be very effective for filamentation control.

Because the background density fluctuations tend to be very small, the mean intensity of the backscattered light must grow by about 10 orders of magnitude to scatter a significant portion (such as 10%) of the laser light. In contrast to this, a self-focusing amplification (resulting from filamentation) of as little as 2.7 times is dramatic. This is because, with a typical hot spot having an intensity twice that of the mean intensity, a great deal of laser energy can be transferred to high intensity and subsequently backscattered.

It appears that a bandwidth sufficient to reduce filamentation might also reduce the faster-growing stimulated Brillouin scattering, if the laser hot spot dissolves before the scattered light fully amplifies. The growth rate for stimulated Brillouin scattering exceeds that for filamentation, but is almost an order of magnitude smaller than for stimulated Raman scattering. The latter will grow to saturation in a few picoseconds for laser and plasma parameters that are of interest to ICF, long before smoothing by spectral dispersion can change the speckle pattern. On the other hand, polarization smoothing is instantaneous and it will reduce both stimulated Brillouin scattering (to the extent that SRS relies on higher-intensity speckles) and the stimulated Brillouin scattering.

The arguments just given for the effect of polarization smoothing considered each instability in isolation. Actually, the stimulated Raman and Brillouin scatterings, and filamentation instabilities, all interact with one another, leading to a complex beam-smoothing response. We used the F3D code¹⁸ to simulate beam-smoothing effects on interacting stimulated Raman and Brillouin scatterings.¹⁹ Filamentation was included in all cases. The plasma parameters that were chosen in the first simulations are representative of the NIF inner beams (n_e/n_c = 0.1; low-Z; combination of C_2H_6 and C_2H_12; T_e = 3 keV; T_i/T_e = 0.15; 2 × 10^{15} W/cm²). The plasma length along the laser propagation direction (L_x = 1000λ_0) is twice the length of the f/8 speckle; the plasma width in the x and y transverse directions is 160λ_g. The intensity-gain exponents for the stimulated Raman and Brillouin scatterings are 12 and 9, respectively. These values are about one-half of those calculated for NIF and for the gasbag experiments reported in this article, primarily because of the shorter plasma length used in the simulation. Thus, we are using the simulations as a qualitative guide to the trends in the data. With a transverse resolution of 1.25 λ_y there are 440 independent phase-plate elements or independent Fourier components for the incident laser light, which is a statistically representative sample.

In Figure 2, we show the stimulated Raman and Brillouin scattering reflectivities for different smoothing conditions, when both stimulated scatterings are competing for laser energy. In this case, smoothing by spectral dispersion would appear to be more effective than polarization smoothing in suppressing the SBS. However, this happens merely because the SRS has taken a significant amount of energy from the
high-intensity laser hot spots in the SSD case, which suppresses the SBS. Simulations without SRS show a SBS reflectivity dependence on smoothing that is similar to the SRS dependence shown in Figure 2. An interesting feature of Figure 2 is the prediction that the combined smoothing techniques will dramatically suppress stimulated Brillouin scattering, as well as reduce stimulated Raman scattering—despite the very fast growth rate of the latter. We attribute this reduction to the effective control of filamentation that the combined techniques have, as is shown in Figure 3. Here, the fraction of laser beam power at an intensity greater than $5 \times I_0$ (where $I_0$ is the average intensity) is shown as a function of beam smoothing, with and without stimulated backscatter. Without polarization smoothing, the simulations with backscatter show less power at high intensity because power is lost from the speckles as they start to self focus. With polarization smoothing, there is too little backscatter to affect the self-focusing. Combining SSD and PS reduces the power at high intensity more than either method does individually. This fact can explain the simulation result that smoothing by spectral dispersion reduces the stimulated Raman scattering when polarization smoothing is also used.

Using F3D simulations, we have shown that polarization smoothing is a very promising beam-smoothing technique for controlling laser plasma instabilities. This is especially true with respect to stimulated Raman scattering, which the more common smoothing-by-spectral-dispersion technique cannot directly control, because the scattering grows to saturation before the hot spots can be relocated. However, smoothing by spectral dispersion combined with polarization smoothing is particularly powerful. The latter method dramatically reduces the fraction of the beam power at high intensity, thus lowering filamentation growth rates and Brillouin instabilities to a level ($\Delta \omega = \gamma_0$) where the smoothing by spectral dispersion is more effective. At these levels, smoothing by spectral dispersion can also indirectly reduce stimulated Raman scattering by reducing self-focusing of the hot spots.

We also carried out simulations with plasma conditions that favored growth of stimulated Brillouin scattering over stimulated Raman scattering ($T_i/T_e = 0.11$; an axial length, $L_z = 351 \mu m = 1000 \lambda_0$; an electron temperature of 2.7 keV; and an electron density of $0.07 n_e$). Under these conditions, the stimulated Raman scattering is always insignificant, and the stimulated-Brillouin-scattering reflectivity follows similar trends to those shown in Figure 2 for the stimulated-Raman-scattering reflectivity.

**Gasbag Plasma Experiments**

We used the Nova laser to do experiments with targets developed to reproduce the plasma conditions and length scales of the NIF. As mentioned earlier, the

![Figure 2](image1.png)  
*Figure 2.* The stimulated-Raman-scattering and stimulated-Brillouin-scattering reflectivities, in a 10% critical plasma, are shown for different smoothing conditions when both instabilities are present in the simulation. (08-00-1298-2536pb01)

![Figure 3](image2.png)  
*Figure 3.* The stimulated-Brillouin-scattering reflectivity and the fraction of laser energy having more than five times the average intensity ($I_0$), for different smoothing conditions. The values have been averaged over the last 20 ps of the simulation to eliminate transient effects ($T_i/T_e = 0.11$; the axial length, $L_z = 351 \mu m = 1000 \lambda_0$; an electron temperature of 2.7 keV; and an electron density of $0.07 n_e$). (08-00-1298-2537pb01)
two plasma conditions of importance for the NIF are the inner-beam plasma (a large-scale-length, low-Z plasma, with high-gain exponents for both stimulated Raman and Brillouin scatterings), and the outer-beam plasma (with shorter scale lengths and a higher-gain exponent for stimulated Brillouin scattering in the plasma near the Au wall). The low-Z, inner-beam case was studied with gasbag targets. These consist of two membranes, one on either side of a thin Al washer, which are inflated with a C\(_3\)H\(_8\) and C\(_5\)H\(_{12}\) gas mixture at a one atmosphere pressure to produce an almost spherical gas volume. Nearly symmetric irradiation by nine heater beams produces a 6% to 15% critical-density plasma, with 1- to 2-mm scale lengths and a peak central T\(_e\) = 3 keV. The tenth Nova beam, called the interaction beam, was used to drive the instabilities in the plasma. It was configured as an f/8.5 beam, with options for smoothing by spectral dispersion and polarization smoothing.

Figure 4 shows the stimulated Raman and Brillouin scattering reflectivities that were measured from gasbag targets. Most of the data shown is for intensities of ~2 \times 10^{15} W/cm\(^2\). All targets with density above 13% critical used a higher interaction intensity of ~5 \times 10^{15} W/cm\(^2\). These high-intensity experiments were intended to explore the conditions expected in a higher-radiation-temperature, NIF-hohlraum design. Most of the data points show that, while polarization smoothing reduces the scattering levels, the reduction is not as significant as when it is combined with SSD. This combination gave the most effective beam smoothing ever observed in Nova gasbag experiments. These results show that NIF will benefit from polarization smoothing of the inner beams.

Some of the backscatter data taken with gasbag targets show stimulated Raman and Brillouin scattering values with large departures from their respective averages. We have identified possible systematic reasons for these departures in some, but not all, cases. Backscattering values that exhibit a sudden departure from the average are typically characterized by an increase (decrease) in the SRS and a decrease (increase) in the SBS. We are continuing to analyze the full data set in an effort to identify all reasons for scatter in the data. These observations, if borne out by further analysis, indicate that the interdependence of SRS and SBS makes the study of the effect of beam smoothing on one, or both, more complicated. We are continuing our efforts to develop a predictive model for laser beam filamentation and SBS and SRS backscatter (F3D) that will enable us to calculate the interaction of a complete NIF beam with a macroscopic target.

Conclusions

Our F3D numerical simulations have given us a very optimistic view about the usefulness of polarization smoothing as a highly effective smoothing technique for suppressing laser-plasma instabilities. Although the data indicates that polarization smoothing, by itself, is only partly effective at reducing backscattering losses, our measurements confirm the trends in the simulations. In particular, they show that combining polarization smoothing with smoothing by spectral dispersion provides the most effective way to suppress the instabilities.

The peak scattering observed over the entire experimental range under the maximum (combined) smoothing conditions is below 6% most of the time. Occasionally, either the stimulated Raman or the stimulated Brillouin scattering exhibits a jump, with a corresponding drop in the other, which (in some cases) can be associated with a density or temperature change in the gasbag plasma. Other cases exist, however, in which the sudden jumps in scattering cannot yet be associated with a possible cause. We are continuing to investigate the details of these cases and are...
developing a more rigorous connection between the jump in scattering levels and a change in plasma or laser parameters.

The stimulated Brillouin and Raman scatterings in NIF-scale hohlraums should be at tolerable levels with moderate amounts of beam smoothing, even at the higher intensities and densities expected in the 350-eV ignition designs. Our polarization smoothing experiments suggest that this technique, when combined with smoothing by spectral dispersion, can improve the margin against plasma instabilities, thereby increasing the operating region available to the NIF for ICF experiments. The experimental results strongly suggest considering a retrofit of the NIF to include polarization smoothing and its further investigation as part of the experiments scheduled for the NIF's first bundle.
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Introduction

The National Ignition Facility (NIF) will use a 192-beam, 1.8-MJ laser for inertial confinement fusion (ICF) experiments. A major laser component of the NIF, the flashlamp-pumped Nd:glass amplifiers must provide sufficient gain and stored energy to meet requirements for laser energy and power while adding minimal wavefront distortion to the laser beams. The NIF amplifiers differ from those used in previous ICF laser systems mainly in their overall scale and packaging. Figure 1 shows a two-slab-long, 4 × 2 NIF amplifier module, where the n × m designation denotes the number (height × width) of parallel amplifying channels or beam apertures that are combined. The NIF amplifiers use 40-cm-square apertures, which approximate the practical size limit imposed by amplified spontaneous emission (ASE) that depumps the laser slabs and limits gain. Large-aperture size reduces system costs by reducing the number of laser beams needed to produce the required energy on target. Previously, the largest amplifiers constructed were the 2 × 2 Beamlet amplifiers, which combined only four 40-cm-square apertures.

Amplifiers with combined beams were first proposed by Lawrence Livermore National Laboratory (LLNL) in 1978 as a way of reducing the cost of MJ-class fusion laser systems. Combining beams in a single enclosure reduces costs in three ways: (1) by making amplifiers more compact, thereby reducing the size and cost of the building; (2) by increasing pumping efficiency, thereby reducing the size and cost of the power-conditioning system; and (3) by reducing the number of internal amplifier parts. The NIF design achieves considerable cost savings by making the NIF amplifiers larger than the Beamlet amplifiers. Similar amplifiers will be used in the Laser Megajoule (LMJ), a 240-beam laser system now being developed and designed by the French Commissariat a l’Energie Atomique (CEA). Much of the development work for the LMJ amplifiers resulted from collaborative efforts between scientists and engineers at LLNL and the French CEA.

This article describes the design and performance of the NIF amplifiers. First, we describe the NIF amplifier design. Next, we describe the prototype amplifier we tested and discuss the equipment used to measure its optical performance. We then compare model predictions with measurement results, and show performance predictions for the NIF amplifiers that are based on our test results and validated models.

*Commissariat a l’Energie Atomique (French Atomic Energy Commission)
NIF Amplifier Design

Pump Cavity Design and Performance

The NIF amplifiers provide optical gain at the 1.053-µm wavelength by using neodymium-doped, phosphate glass, rectangular laser slabs oriented at Brewster’s angle with respect to the beam, to eliminate reflection losses. The slabs have absorbing glass edge claddings to prevent internal parasitic laser oscillation. Each slab holder supports four slabs, one stacked above the other. Central flashlamps cassettes pump slabs in both directions, while side flashlamp cassettes with large silver reflectors pump slabs in one direction.

The glass blastshields between the flashlamps and the laser slabs serve three purposes: (1) they prevent acoustic waves generated by the flashlamps from propagating into the beam path and causing wavefront distortion; (2) they provide a contamination barrier between the flashlamp cavity and the critical slab cavity; and (3) they form one wall of the channel used for flowing cooling gas around the flashlamps.

Figure 2 shows a plan view of a single NIF amplifier slab column that illustrates the arrangement of the slabs, flashlamps, blastshields, and reflectors.

The NIF amplifiers must meet requirements for gain, gain uniformity, wavefront distortion, and thermal recovery rate. High gain is required for the laser to meet its output energy and power requirements, especially because of the limited injected-energy from an affordable pulse generation system. At the same time, the amplifier must achieve its gain requirements efficiently to reduce the size and cost of the power-conditioning system used to drive the flashlamps.

Accordingly, the NIF amplifiers use several features to increase efficiency. The side flashlamp arrays use silver reflectors with involute reflector shapes. They are designed to reflect flashlamp light toward the laser slabs, while returning little flashlamp light back to the absorbing flashlamp plasma. Compared with flat reflectors, the involute reflectors reduce the flashlamp electrical energy required to meet the gain requirement by ~15%. Additional reductions in flashlamp electrical energy are achieved by using sol-gel antireflective (AR) coatings on both sides of the blastshields (7%) and by preionizing the flashlamps with weak electrical pulses delivered several hundred microseconds before the main pulse (10%). Preionization causes the flashlamp arc to develop more uniformly, and it increases the electrical-to-optical conversion efficiency of the flashlamp plasma. Overall, the predicted storage efficiency of the NIF amplifiers is 3.8%, which is significantly higher than those in previous ICF lasers (3.0% and 1.8% for the Beamlet and Nova amplifiers, respectively). Storage efficiency is defined as the total extractable energy stored in the laser slabs divided by the electrical energy delivered to the flashlamps.

In addition to the above criteria, we want the amplifiers to produce uniform gain distributions across their apertures, so that uniform beam output fluence can be readily obtained. Uniform output fluence is essential for maximizing output energy while maintaining acceptable optical damage risk. With significant gain variations, it becomes necessary to compensate by increasing the input fluence distribution in regions of the aperture with lower gain, as was done on the Beamlet laser. In large slabs, such as the 4.1-× 45.8-× 80.9-cm slabs used in the NIF amplifiers, the transverse gain uniformity is determined not only by the distribution of flashlamp light across the slab, but also by internal amplified spontaneous emission. ASE preferentially depletes gain near the slab’s ends because this position has the longest path length for internal amplification. The skewed diamond-shaped reflectors in the central flashlamp arrays reduce gain variations in the NIF pump-cavity design by directing flashlamp light preferentially near the slab ends.

We used a 3D ray-trace code to evaluate reflector shapes and to predict gain distributions across the aperture. The 3D code calculates pump rates for the

FIGURE 2. Plan view of the NIF amplifier pump cavity. (70-00-0199-0057pb02)
neodymium-ion inversion by using a reverse ray-trace technique where rays were propagated backward from the point of interest in the slab to the flashlamp plasma. The ray-trace model tracked the change in the spectral content of each ray as it interacts with various reflecting and transmitting media present in the pump cavity. The absorption and reflectance properties of cavity components and the emission properties of the lamp plasma were determined experimentally.\(^6\) Once the pump distribution was calculated as a function of flashlamp power, the peak gain-coefficient distribution was calculated by solving the differential equation for stored energy density as a function of time at each point in the slab. In addition to radiative and non-radiative spontaneous decay processes, the model also tracked spatially- and temporally-dependent ASE decay rates throughout the volume of the laser slabs. Both the physical assumptions in the model and the calculational techniques used in the computer programs that implement the gain model have been described in detail in earlier publications.\(^\text{7,8,9}\)

Wavefront distortion is produced by waste heat deposited in the laser slabs by flashlamp pumping processes. Wavefront distortion has a prompt component that is caused by the flashlamp heating the laser slabs during the shot; it also has a residual thermal component that is caused by thermal energy remaining in the pump cavity from previous shots. The prompt component is primarily caused by the uneven heating of the two sides of the slab. This causes the slab to warp before the laser beam passes through the slabs when peak gain is attained.\(^10\) Residual thermal distortions are caused by thermal gradients in the laser slabs themselves, as well as thermal gradients in the gas that is convectively heated by the laser slabs. The residual slab distortions, like the prompt pump-induced distortion, tend to be low order. The deformable mirror system now planned for the NIF is expected to correct the residual slab distortions. The gas distortions, however, have higher spatial frequencies and are more rapidly varying, making them difficult to correct.

To accelerate the recovery from residual thermal distortion, the NIF flashlamps will be actively cooled by flowing gas. Flashlamp cooling is effective because some 60% of the pump waste heat resides in the flashlamp envelopes immediately after a shot. Although water cooling has been successfully used to accelerate the shot rate of the OMEGA Laser at the University of Rochester,\(^\text{11}\) gas cooling was chosen for the NIF to eliminate water-jacket tubes and to leave more room for efficiency-enhancing reflectors. NIF flashlamp cooling system will provide gas flow rates of up to 20 cubic feet per minute per flashlamp, with the gas flow direction alternating between flashlamp cassettes as shown in Figure 3. The inlet temperature of the cooling gas will be controlled over a ±5°C range centered about the ambient temperature with ±0.3°C accuracy.

We used several computer codes to calculate the wavefront distortion induced by flashlamp pumping processes. The prompt temperature rise, which was assumed to be proportional to the time-integrated local pump rate, was calculated using a 2D ray-trace code, which was a precursor to the 3D ray-trace code described above.\(^\text{12}\) The residual temperature component was calculated using a finite-element heat transfer program, with starting temperatures set equal to values measured on a test amplifier shortly after firing the flashlamps.\(^\text{13}\) The calculated temperature distributions were used as input for finite-element calculations of the deformation and stress in the laser slabs.\(^\text{14}\) The final step in the calculation sequence was to use the calculated temperature, deformation, and stress distributions in a ray-trace algorithm to evaluate the optical path length variations across the aperture.\(^\text{15}\) The effects of refractive index responses to temperature and stress were included in the calculations.

**Mechanical Design**

The large scale of the NIF amplifiers requires new mechanical designs that allow convenient assembly and maintenance. Accordingly, the NIF amplifiers use a modular design in which the most critical components, including the flashlamps, laser slabs, and reflectors, are mounted in line-replaceable units or cassettes that can be readily inserted or removed without disturbing their neighbors.\(^\text{16}\) See Figure 4.

The design uses sealed maintenance carts that access the bottom of the amplifiers in order to install and remove flashlamp cassettes and four-high slab cassettes. The cassettes are inserted and removed from their enclosure, called the frame assembly unit, which

![Figure 3. Alternating the direction of cooling gas flow through the flashlamp cassettes enabled us to put cooling-gas connections at the top of the amplifier, thereby simplifying the amplifier mechanical design.](Image)
is supported by top plates mounted to an overhead support structure. Plenums distribute electricity and cooling gas to the flashlamps from the top, through holes on the top plate.

Each NIF 4 × 2 beam bundle uses an 11-slab-long main amplifier that the beam passes four times, and a five-slab-long power amplifier that the beam passes twice. Assembly of these amplifiers begins in an offline clean room, where the frame assembly units are cleaned and the top plates and blast shields with anti-reflective coatings are installed. A flashlamp-light-resistant polymer is used to bond the blast shields to a metal frame, and silicone inflatable seals are used to seal the metal frame to the inside of the frame assembly unit. These seals reduce leak rates between the flashlamp cavity and the slab cavity. After the blast shields have been installed, frame assembly units are bolted together to form 5- and 11-slab-long units that are transported to the laser bay where they are mounted to an overhead support structure by their top plates.

The laser slabs, reflectors, and metal parts that comprise the slab cassettes are spray-cleaned and assembled in an elevated, class-100 clean room. We have to maintain high cleanliness levels because small particles resting on the laser slabs can cause damage when heated by flashlamp and laser light. Current specifications call for the laser slabs and metal surfaces to be maintained at cleanliness levels of 50 and 100, respectively. The levels correspond to particle-size distributions in which there are only one 50- or 100-µm particle per square foot of surface area, respectively. Following assembly, the slab cassettes are lowered into a specialized clean cart. Once the cart has been moved to the laser bay, it docks to the bottom of a frame assembly unit and establishes a hermetic seal to maintain cleanliness. After the top cover of the cart and the bottom cover of the frame assembly unit have been pressed together to trap residual particles, the cover pair is moved to the side to open a passageway for the slab cassette to be raised into the frame assembly unit.

Rollers mounted in the corners of the cassette guide the cassette during insertion and prevent metal-on-metal rubbing, which generates particles. A fail-safe mechanism in the cart activates latches that hold the slab cassette in place. Slab cassettes can be removed for occasional refurbishment by reversing this installation process. Figure 5 shows a prototype slab cassette cart, which has successfully completed some 50 slab-cassette transfers in our laboratory. Similar carts will be used to install and remove the NIF flashlamp cassettes and blast shields.

NIF Prototype Amplifier Design

We have built and tested a prototype amplifier at LLNL to validate key requirements prior to deployment in NIF. This prototype amplifier was extremely close to the NIF amplifier design, as it used the same size flashlamps and laser slabs and nearly the same reflector shapes. The prototype amplifier was slightly more compact in the direction transverse to the laser beam because the insertion clearances between the slab cassettes and the frame assembly units are smaller, and the blast shields are thinner. In addition, the prototype was slightly more compact in the direction parallel to the beam due to smaller gaps between frame assembly units. Ray-trace codes that we have developed to predict amplifier gain show that the differences in gain and storage efficiency between the prototype amplifier and the NIF amplifiers are negligible.

The prototype amplifier was tested as a one-, two-, and three-slab-long amplifier. Both the “diamond” and “X” configurations of the two-slab-long amplifier were tested. Amplifiers of different lengths were tested in order to infer the gain and wavefront distributions of the interior slab; this was important because the 5- and 11-slab-long NIF amplifiers have many interior slabs in addition to X and diamond end slabs. Figure 6 shows the diamond, X, and three-slab-long amplifier configurations we tested.

To measure temperatures at approximately 80 different locations inside the amplifier, we used...
The laser slabs in the prototype amplifier were finished from LG-770 glass made by Schott Glass and LHG-8 glass made by Hoya. Both types of laser glass had Nd ion concentrations of $4.2 \times 10^{20}$ ions/cm$^3$. The flashlamps were made by EG&G and ILC Technology.

**Apparatus for Gain and Wavefront Measurements**

We constructed an optical diagnostic system to perform time-resolved gain and wavefront measurements over the entire aperture of our prototype amplifier. Measurements were performed using a pulsed, injection-seeded, single-longitudinal mode, Nd:YLF probe laser operating at 1.053 µm. This laser produced 80-mJ, 20-ns-long pulses at a repetition rate of 13 Hz. The probe laser beam was expanded and image relayed by a series of telescopes. After passing through the amplifier once, the beam reflected back through the amplifier and telescopes a second time. After returning from the amplifier, a portion of the beam was sampled with a beam splitter and reflected to scientific-grade charge-coupled device (CCD) cameras for gain and wavefront measurements. Figure 7 shows a schematic of our equipment.

Amplifier gain distributions were determined by calculating the ratio of the images produced by two CCD cameras (the gain reference camera and the gain probe camera); they recorded the laser beam intensity before and after the beam passed through the amplifier. Measured background contributions from the flashlamp light and amplified spontaneous emission were subtracted from the gain camera image. A correction factor for passive transmission losses was determined by firing the probe laser without firing the amplifier flashlamps. Crosshair images were used to ensure proper registration of the gain and reference camera images.

Wavefront distributions were measured by interfering the probe beam with a reference beam, which was generated with an ~25-m-long single-mode optical fiber cut so that its optical length approximately matched the probe laser path length. To increase the fringe contrast ratio, a half-wave plate and a polarizer...
were used to attenuate the probe laser to approximately the same intensity as the reference beam. Two cameras were used to record interferograms on successive pulses of the 13-Hz probe laser. A Fourier-transform technique was used to calculate wavefront distributions from the interferograms. We checked the calibration of the interferometer by measuring the wavefront of a known lens. From this check, we estimate the accuracy of our wavefront measurements to be $\pm 0.02$ waves rms, for both cameras. Prompt pump-induced wavefront distortion was determined by subtracting the wavefront measured at the time of peak gain from the wavefront measured 75 ms earlier.

**Measurement Results and Comparison with Model Predictions**

Gain measurements were in close agreement with model predictions. For example, Figure 8 shows measured and predicted gain-coefficient distributions for the two-slab-long X configuration, with the flashlamp pulses close to the 34-kJ per lamp, 360-µs-long pulses anticipated for the NIF. Although the distributions in Figure 8 characterize the aperture next to the bottom, distributions measured in the other apertures were
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**Figure 7.** We constructed a large-aperture diagnostic system to measure gain and wavefront distributions produced by the prototype amplifier.

![Figure 8](70-00-0199-0063pb02)

**Figure 8.** Measured and predicted gain distributions for the two-slab-long X configuration, with flashlamps energized with 34-kJ-per-lamp, 360-µs-long pulses. Measurements were made in the next-to-bottom aperture.
nearly the same, due to the vertical translation symmetry of the pump cavity. Gain was lower on the right-hand side of the aperture because the right-hand sides of both slabs were close to the ends of the amplifier where pump-light fluences were lower. Differences between the model predictions and measurements were less than 1% rms for all other combinations of apertures and configurations (diamond, X, and 3-slab-long). This agreement was achieved with a single value of the adjustable parameter used in the model to scale the flashlamp pumping rate.

Prompt pump-induced wavefront distortion measurements were also in close agreement with model predictions. Figure 9 compares the measured and predicted prompt pump-induced wavefront distortion for the X configuration and for the standard flashlamp energy of 34 kJ/lamp. The results have been normalized to a single-slab pass. The close agreement between measurements and predictions was obtained using a scaling factor that adjusts the prompt temperature rise in the slab relative to the calculated pumping rate. Equally close agreement was obtained for other apertures and for time delays of up to 1 ms after the time of peak gain, using a single value for the scaling factor.

In addition to the optical characterizations, we also performed temperature measurements to determine the efficacy of the flashlamp cooling system. Figure 10 shows average slab temperature versus time after a flashlamp shot, for two cases: (1) with flashlamp gas set at ambient temperature; and (2) with the flashlamp cooling gas set 0.5°C below ambient temperature. Our data show that the average slab temperature recovers to within ~0.1°C of the ambient temperature in about 3–4 hours using ambient-temperature cooling gas, and in about four hours using slightly chilled gas. Measured gas distortions had high frequency components, with the rms amplitude varying linearly with the difference between the average slab temperature and the ambient temperature. Measured slab distortions were low order and recovered to less than 0.04 waves (peak-to-valley) per slab per pass within 3–4 hours after each shot. This measurement is consistent with the magnitude of the slab distortions, which we expect to correct with a deformable mirror on NIF.

Performance Predictions for the NIF Amplifiers

Figure 11 shows the beamline-averaged gain-coefficient distribution for a NIF laser beam, predicted by our validated 3D ray-trace code. The code took into account several features of the NIF amplifiers that were
different from the prototype amplifier: protectively coated Ag reflectors with stable, higher reflectances; improved, two-layer sol-gel antireflective coatings on the blast shields; use of equal numbers of LG-770 and LHG-8 laser slabs; and slight reflector-shape differences. The predicted aperture-averaged gain coefficient was 5.3%/cm, and the distribution shows the expected gain roll-off near the edges due to ASE. Propagation code modeling of the NIF beamline shows that the gain has sufficient magnitude and uniformity for the NIF laser to meet its beam power and energy requirements. To achieve a uniform output fluence distribution and maximum beam output energy, however, the input fluence distribution of the injected laser beam has to be tailored to compensate for the anticipated gain variations.

Figure 12 shows the total prompt pump-induced wavefront distortion for a NIF beamline, predicted with our codes using the source-term scaling factor derived from AMPLAB experiments. The distribution is a low-order “M” shape, with a peak-to-valley value of 5.9 waves. This distribution possibly overestimates the prompt pump-induced wavefront distortion that the NIF beamlines will actually produce, because it is conceivable that stray flashlamp light may have distorted the optics, which are part of the diagnostic. Nonetheless, the predicted distortions are within the range that now appears to be largely correctable with the NIF deformable mirror.

To estimate the effect of the gas distortions on the NIF laser beams, we scaled the gas distortions measured on the prototype amplifier to account for the greater path length and greater number of slabs in the NIF amplifiers. In addition, we used a beam propagation code to calculate the beam focal spot. Our estimate shows that the gas distortions will meet the NIF requirement (less than 5 µrad added beam divergence) within 3 hours after the shot, provided the temperature of the flashlamp cooling gas is ~1°C below the ambient temperature. Figure 13 shows model results for flashlamp cooling with gas at ambient temperature and at 1°C below ambient temperature. The conservative and aggressive estimates correspond to scaling the AMPLAB results by length (for aggressive estimates) and by number of laser slabs (for conservative estimates).
Conclusion and Summary

Advances in amplifier technology developed for the NIF include a modular design and bottom-access carts to improve maintenance; features to improve storage efficiency that reduces the size and cost of the power-conditioning; and active gas cooling to accelerate the laser shot rate. Further, gain, wavefront, and thermal recovery measurements performed on the NIF prototype amplifier are consistent with meeting NIF performance requirements.

Acknowledgments


Notes and References


*Commissariat a l’Energie Atomique (French Atomic Energy Commission)
Introduction

The National Ignition Facility (NIF) in the United States and the Laser Megajoule (LMJ) in France—the next generation of high-energy, high-power laser drivers—have the potential of achieving thermonuclear fusion in the laboratory. One key element of achieving that goal is coupling a significant fraction of that energy to a fuel capsule. We can relate the quantity of x-rays absorbed by an indirect-drive ignition capsule, $E_{\text{cap}}$, to the laser energy, $E_L$, via the expression

$$E_{\text{cap}} = \eta_{\text{abs}} \eta_{\text{CE}} \eta_{\text{HR-cap}} E_L,$$

where $\eta_{\text{abs}}$ is the fraction of incident laser energy absorbed by the hohlraum, $\eta_{\text{CE}}$ is the conversion efficiency of laser light into x rays, and $\eta_{\text{HR-cap}}$ is the fraction of generated x-rays that are actually absorbed by the capsule. As indicated in Figure 1, $\eta_{\text{abs}}$ is typically assumed to be $1 - (\text{SBS} + \text{SRS})$, where SBS is the fraction of incident laser light reflected or scattered out of the hohlraum by stimulated Brillouin scattering and SRS is the fraction reflected by stimulated Raman scattering. $E_L$ is nominally 1.8 MJ for both LMJ and NIF.

In the case of NIF, the standard point design capsule absorbs 150 kJ of x rays, requiring $\eta_{\text{abs}} \eta_{\text{CE}} \eta_{\text{HR-cap}} = 0.083$. Additional constraints are that the hohlraum be

---

**Figure 1.** Our traditional technique for measuring hohlraum drive is to measure the absolute flux of x rays emerging through a hole in the side of the hohlraum. More recently we have changed to measuring the absolute flux of x rays emerging from the laser entrance hole (LEH) at an angle between 22 and 38°.
gas filled, the laser pulse shape be carefully tailored, and the peak radiation temperature \(T_r\) be 300 eV.

Numerical simulations of NIF ignition hohlraums show a theoretical conversion efficiency of \(-80\%\) and an \(\eta_{HR-cap}\) of \(-14\%\), producing a theoretical \(\eta_{CE}\) \(\eta_{HR-cap}\) of 0.11. Compared to the 0.083 required efficiency, this provides a 25\% margin. This margin was intentionally incorporated into the U.S. program in the early 90s in order to compensate for uncertainties, allowing us to be off somewhat in our assumptions and still be able to achieve ignition. For example, if \(\eta_{abs} = 1\) and \(\eta_{CE} \eta_{HR-cap} = 0.11\), then \(E_L = 1.35\) MJ would successfully drive our ignition design. Or if stimulated backscattering losses proved to be as much as 25\% but \(\eta_{CE} \eta_{HR-cap} = 0.11\), then NIF’s expected 1.8 MJ will successfully drive the ignition design. Likewise, if \(\eta_{abs} > 0.75\) and \(E_L = 1.8\) MJ, then values of \(\eta_{CE} \eta_{HR-cap} < 0.11\) would also work. Similar arguments also apply to the LMJ laser.

Given this picture of capsule coupling efficiency, much of our ongoing Nova research can be broken down into two tasks related to hohlraum energetics.

1. Make \(\eta_{abs}\) as close to 1 as possible in ignition hohlraums.
2. Test if \(\eta_{CE}\) \(\eta_{HR-cap}\) is as given by hydro simulations.

Success in these two tasks will reduce the uncertainty associated with ignition and perhaps allow us to more profitably use the 25\% margin built into the program.

These Nova experiments and their related analysis indicate that both LMJ and NIF coupling efficiency will meet the requirements for ignition. Ongoing experiments studying stimulated Brillouin and Raman backscattering (also known as laser plasma interactions or LPI) in ignition hohlraum “plasma emulators” imply that the total backscattered losses from these two processes should be <10\%. These experiments are detailed elsewhere. Here we discuss recent work examining the radiation environment of Nova hohlraums. This work indicates that x-ray production and capsule coupling indeed are very close to our modeling.

\[ \eta_{CE} \eta_{HR-cap} \]

We can test our ability to properly predict \(\eta_{CE} \eta_{HR-cap}\) by testing our ability to model/predict the relationship between a hohlraum’s drive \(T_r(t)\) and the incident laser power \(P_L\). To see this heuristically, rewrite equation (1) as

\[ \eta_{CE} \eta_{HR-cap} \left( \eta_{abs} P_L \right) = P_{cap} = (1 - \alpha_{cap}) A_{cap} \sigma T_r^{4/3}, \]

where \(P_L\) is the laser power, \(P_{cap} = d E_{cap}/dt\), \(A_{cap}\) is the area of the capsule, \(\alpha_{cap}\) is the fraction of incident x rays reemitted by the capsule (also known as its albedo), and \(\sigma\) is the Stefan-Boltzmann constant. Thus, for a given capsule of known albedo and area, if we know \(\eta_{abs}\) then a knowledge of the relationship between laser power, \(\eta_{abs} P_L\), and \(T_r^{4/3}\) gives us knowledge of \(\eta_{CE} \eta_{HR-cap}\).

For a number of years experiments have been carried out on Nova\(^7,8\) and on other facilities\(^9\) to measure radiation flux, or drive, in laser-heated hohlraums. The principal experimental technique was to measure absolute x-ray flux emerging from a diagnostic hole in the side of the hohlraum (which we call here “traditional dante”) as shown in Figure 1. The earliest experiments demonstrated the fundamental scaling of drive with laser energy, pulse duration, and hohlraum dimensions. This work also demonstrated increasing hohlraum x-ray conversion efficiency with increased plasma filling; a consequence of the confined nature of the system.\(^8,9\) Efforts were also made to use the traditional-dante data to test the ability of detailed numerical simulations to model the time-dependent hohlraum drive. This work was done both by U.S. researchers with the LASNEX computer code and by French scientists using the code FCI-2 (Fusion Confinement Inertial). Unfortunately, comparisons with detailed modeling often suffered at later times,\(^8\) as shown in Figure 2. We long suspected that this disagreement was not due to fundamental errors in our two-dimensional (2D) modeling but, rather, due to the three-dimensional (3D) nature of our measurements. In particular, we suspected that a plume of cold plasma might be emerging from the hole at later times and scatter out of the diagnostic’s line of sight some of the collimated x-ray flux emerging from the hole. For example, a cold plume of optical depth 0.2 could reduce the measured, collimated x-ray flux by 20\%.
Since the publication of the papers demonstrating and explaining fundamental drive scaling,\textsuperscript{7,8} we have redressed the issues related to detailed time-dependent drive in the course of making a number of significant changes in the way in which we study hohlraum drive. These changes include:

1. We now do indirect-drive experiments on Rochester’s OMEGA facility.\textsuperscript{10} This has demonstrated the fundamental reproducibility of radiation drive in two ways. First, results from that facility behave, quantitatively, as we expect from Nova experiments. Second, the very reproducible laser performance has resulted in drive measurements that virtually overlay one another.

2. Ten smoothed beams have been implemented on Nova,\textsuperscript{11} greatly reducing the backscatter in many classes of hohlraums. Complementing this, we now have time-dependent measurements of stimulated Brillouin and Raman backscatter losses available on a regular basis.\textsuperscript{12}

3. A very complementary relationship between the French ICF program and the Livermore ICF program has led to a broad range of experiments where, together, we have explored not only main-line ignition hohlraums, but also “pushed the envelope” in drive physics. Figure 3 shows a sample of the variety of hohlraums we have shot through this collaboration. They include “scale 1.0” (25-µm-thick Au cylinders 1.6 mm in diameter, ~2.4 mm long, typically with 1.2-mm-diam laser entrance holes, LEHs, in the endcaps) gas-filled and vacuum hohlraums, various-size reduced-scale hohlraums, some of which are gas filled, and very large hohlraums. These hohlraums were irradiated by a variety of pulses, including flattop pulses of varying lengths and the shaped pulses of Figure 4. As we describe below, many of these experiments have been modeled by both the French ICF code (FCI-2) as well as by LASNEX. The agreement that we find between these two independent codes and experiments is important. It increases our confidence that our successful modeling is due to having properly implemented the essential physics in both our design codes.

4. Possibly the most significant improvement we have made has been to adopt a new diagnostic line of sight; one that measures absolute x-ray flux emerging from the LEH (see Figure 1).\textsuperscript{13,14} This was used first on OMEGA\textsuperscript{13} and then on Nova.\textsuperscript{14} We first tried this because of our concerns, mentioned above, that the later time discrepancy between traditional dante and 2D modeling could be due to the 3D nature of the measurement. We reasoned that a 2D code that includes all the essential physics ought to be able to model an axisymmetric line of sight, such as one through the LEH. Moreover, the plasma plume emerging from the LEH is hot (and therefore transparent to soft x rays) and can be included in our modeling.

Given this background, the balance of the paper divides into two sections. In the first section, we present a sampling of drive measurements made on the variety of OMEGA and Nova hohlraums shown in
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Figure 3, heated by the range of pulse shapes (ps) discussed above. The close comparison between modeling and measurement allows us to quantify the accuracy with which we can model $T_r^4(t)$, which in turn gives us confidence that we can accurately model $\eta_{CE} \cdot \eta_{HR-cap}$ in an ignition hohlraum.

In the second section, we discuss the set of experiments that conclusively demonstrated that the late time discrepancy between traditional dante and modeling becomes progressively worse with longer pulses, while drive measured through the LEH line of sight agrees reasonably well with simulation. These experiments led to a general acceptance of the LEH line of sight and a repudiation of the traditional dante line of sight in hohlraums that “fill” with plasma. However, just because the LEH line of sight agrees with expectations, it does not mean it is right. In this section, we also discuss work we have done to independently validate this line of sight.

**OMEGA and Nova Drive Measurements and Modeling**

In April 1998, a series of scale 1.0 hohlraums containing capsules were fielded on OMEGA. These hohlraums were irradiated by OMEGA ps26 (see Figure 4). The hohlraums were oriented so OMEGA dante peered into the hohlraums’ LEH at a polar angle of 37.5°. The solid line of Figure 5 represents the drive measured on eight consecutive experiments which had essentially the same incident laser power vs time. Two different LASNEX simulations of the LEH drive are shown. They span the
uncertainty in absorption. In order to model a hohlraum with either FCI-2 or LASNEX, we must first reduce the measured, incident laser power by the measured SBS and SRS losses. The upper curve of Figure 5 assumes that the backscattering losses were only what was seen coming directly back into the lens of the OMEGA beam that has a backscatter diagnostic. The lower curve, which nearly coincides with the experimental measurement, assumes that there was also an equal amount of backscatter outside the beam (where there is not yet a diagnostic). This second assumption is consistent with extensive Nova experience.\textsuperscript{15} Regardless of the backscattering assumption, the modeling simulates the experiment within $\sim 10\%$ in flux not only throughout the pulse but also well after the laser is turned off, at 2.3 ns.

Figure 6 shows the drive in a methane-filled scale 1.0 Nova hohlraum irradiated by Nova ps26 (Ref. 11). All 10 of Nova’s beams were smoothed with kinoform phase plates (KPP)\textsuperscript{16} and smoothing by spectral dispersion (SSD).\textsuperscript{17} The radiation flux emerging from the LEH at a polar angle of 25° was measured with an absolutely calibrated photo-conducting diamond (PCD)\textsuperscript{14} “flat response” detector. Figure 6 shows detailed modeling of the LEH radiation flux made with LASNEX to be quite close to the experiment throughout the pulse; the experimental peak being about 7% higher than simulation. Similarly, Figure 7 shows a propane-filled scale 0.75 hohlraum irradiated by ps22 compared with both French and U.S. simulations. The propane fill corresponded to a fully ionized density $1.8 \times 10^{21}$ electrons/cm\textsuperscript{3} or $\sim 0.2n_c$ where $n_c$ is the critical density. The hohlraum was irradiated by 10 smoothed beams (KPP only, no SSD). The performance of this relatively high-energy-density, gas-filled hohlraum, which achieved 260 eV, is very close to both FCI-2 and LASNEX.

Finally, Figure 8 plots the LEH flux per square centimeter from three of the most extreme hohlrums we have shot. It demonstrates detailed, quantitative understanding of drive that spans two orders of

![Figure 6. LEH drive measurement and modeling for a Nova methane-filled hohlraum irradiated by ps26. (50-00-0199-0090pb01)](image)
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![Figure 8. LEH measurements (GW/cm\textsuperscript{2}/sr) and modeling from three very different types of experiments. The upper curve is from a scale 0.625 hohlraum irradiated with ps22. The middle curve is a scale 1.0 hohlraum irradiated with a 3-ns flattop. The lower curve is a scale 3.0 hohlraum irradiated with a 14-ns pulse constructed by sequentially firing eight of Nova’s ten beams. (50-00-0199-0092pb01)](image)
magnitude in radiation flux/cm$^2$/sr. The upper curves show experiment and simulation for a scale 0.625 vacuum hohlraum irradiated by ps22. It achieved a peak $T_r$ of $\sim$283 eV. The middle curves plot experiment and simulation for a scale 1.0 hohlraum irradiated by a 3-ns flattop. FCI-2 and LASNEX have modeled both of these experiments and, as is shown, agree very well both with each other and with the measurements. Finally, the lower curves are the LEH drive from a scale 3.0 hohlraum irradiated by 1.9 TW for 13.5 ns. Once again there is excellent agreement between experiment and simulation. The rolling nature of the data in the lower temperature hohlraum is explained by Nova’s beams being fired sequentially in order to produce this long pulse shape, instead of simultaneously.$^{18}$ This rolling cannot be included in our axisymmetric 2D modeling.

We have used LASNEX and FCI-2 to simulate, in detail, a wide variety of experiments. Examination of our entire collection of data leads us to estimate that LASNEX reproduces LEH measurements of time-dependent $T_r(t)^4$ to 4%±7%. By this we mean that the experimental $T_r(t)^4$ measurement will typically be contained within a band constructed by taking $1.04 \cdot T_{\text{Lasnex}}(t)^{4\pm7\%}$. However, the absolute calibration uncertainty of our principal x-ray flux diagnostic$^{19}$ is ±10%. Adding this in quadrature to the ±7% leads us to conclude that the true $T_r(t)^4$ will be $1.04\pm0.12$ of LASNEX’s $T_r(t)^4$.

Given this, we conclude that for a given capsule area and albedo, an ignition hohlraum’s $\eta_{\text{CE}} \eta_{\text{HR-cap}}$ will be $\sim 1.04\pm0.12$ of coupling predicted by our simulations. Applying that to the NIF point design gives an estimated coupling of 0.115±0.012.

**Discussion**

Over the years various researchers have frequently speculated that hohlraums will begin to fail at 0.1$n_c$. This has been based on the pessimistic assumption that laser plasma instabilities will necessarily wreak havoc with the intense laser beams at densities higher than this. However, pulse-shaped, reduced-scale hohlraums, such as the 0.625 scale that provided the upper radiation flux plot of Figure 8, are part of a database that belies this assumption. For example, Figure 9 plots electron density contours at 2 ns from a simulation of the scale 0.625 hohlraum. At this instant, which is the time of peak radiation drive, simulations indicate that the plasma density inside the hohlraum is everywhere greater than 0.2$n_c$. Indeed, most of the plasma volume traversed by the laser would appear to be $n_c/4$ or higher. In spite of this, the hohlraum radiation flux appears to be in very good agreement with expectations indicating that the hohlraum is working well. Moreover, the measured backscattering is relatively low; the time integrated SBS + SRS being <10%.

That hohlraums continue to operate properly, even when very filled with plasma, coupled with low backscatter losses with 10 smooth beams, has allowed us to greatly exceed performance goals set for us by the National Academy of Sciences in their Nova Technical Contract (NTC). The NTC called for temperatures $>$210 eV in pulse-shaped, “advanced” (e.g., gas-filled) hohlraums and $>$230 eV in vacuum, pulse-shaped hohlraums. Figure 10 compares predicted peak temperatures with measured peak temperatures for our database of pulse-shaped hohlraums shot from 1995 through 1998.
1995 through 1998. The NTC goals were laid out in 1990 and, at the time, were considered quite challenging. Our recent experiments very significantly exceed the NTC requirements, underscoring the technical progress we have made since that time.

The close agreement between simulation and experiment after the peak of the laser pulse provides validation of one important aspect of simulations: the way in which hohlraums manifest energy conservation at later times. In a long-pulse hohlraum, considerable thermal energy can be stored in the hot corona blowoff that fills it. After the peak of the laser pulse, this blowoff can cool, converting the released thermal energy to radiation. The later time release of stored plasma energy is a noticeable part of Nova-scale energetics and an even more important part of larger scale ignition hohlraum energetics. Without it, significantly more late-time laser power would be needed to maintain the desired radiation temperature.

Validating the LEH Line of Sight

In 1997 we performed a compelling series of experiments which demonstrated that in situations where there is gross disagreement between traditional Dante and modeling, the LEH line of sight indicates that the hohlraum is in fact performing as expected. This sequence of experiments provided the strongest evidence to date that there is something wrong with the traditional Dante line of sight later in times, when the hohlraums fill with plasma (more precisely, after the time at which wall blowoff stagnates on axis, thereby ending the hohlraum’s free-expansion phase). This “build-a-pulse” (BAP) experimental series consisted of scale 1.0 vacuum hohlraums with 75% LEHs irradiated with flattop laser pulses that varied from 0.6 ns to 3 ns. The Dante holes themselves were the standard “Be-washer” type. For example, Figure 11 plots the observed and simulated traditional Dante flux vs time for a hohlraum irradiated by a 3-ns flattop. It is quite evident that after ~1 ns, there can be extraordinary disagreements between this measurement and modeling with both codes. For very filled systems like this, the disagreement can be far worse than we typically saw (cf Figure 2). In this case there is approximately a factor of three difference in integrated flux. In contrast, the drive measurements made through the LEH on all these experiments (e.g., the middle curves of Figure 8 show the 3-ns BAP experiment and modeling) were very much closer to our expectations throughout the pulse and even after the pulse.

The gross difference between findings from the two views quickly led to the LEH line of sight becoming the preferred drive diagnostic for virtually all experiments. However, we were quite concerned that just because the results are close to our expectations, it does not guarantee that they are right. For example, one could construct a pathological situation that could make the LEH drive seem “right” yet still starve the center of the hohlraum of radiation. This scenario combines lower than expected radiation production with greater than predicted plasma evolution. This could conspire to move the weaker source close to the LEH, where it would look bright but no longer effectively heat the center of the hohlraum.

In an effort to validate that the central temperature in a hohlraum really is close to modeling, we performed two types of experiments. The first type was to measure the burn-through time of thin gold foils covering holes in the center of a hohlraum. The thicknesses were chosen so that the burn-through times would readily distinguish which of two grossly different drives was more likely correct. These burn-through measurements were part of our second series of BAP experiments. We observed burn-through signals on four of six foils placed on the hohlraums (no signals were seen on two foils which were thick and should have been weak). The burn-through times of the four foils is consistent with simulated drive (which, for these hohlraums, is very close to the simulated LEH drive). Figure 12 plots expected burn-through time against observed burn-through time. The expected times were calculated by a 1D LASNEX simulation using STA opacities. The simulated foils were driven with multifrequency radiation sources extracted from LASNEX simulations of each experiment. The close agreement between observed burn-through time and simulated burn-through time is further evidence that hohlraums, at late-time, are performing approximately as modeled. This, in turn, is evidence that the LEH
line-of-sight provides a valid measure of late-time drive while the traditional-dante line of sight may not.

Complementing the burn-through measurements, we also have made a few measurements on “half-hohlraums.” The basic idea is to cut a hohlraum in half, irradiate it through only one end and use the “LEH” drive diagnostic to measure the x-ray emission through the open, unirradiated end. If the open end of the hohlraum were, in fact, being starved of radiation at later times, then it should be very evident in the LEH drive diagnostic. Figure 13 is a comparison of simulated and measured radiation flux vs time from a scale 1.41 hohlraum irradiated by an 8-ns-long drooping pulse. In the simulated hohlraum, there is a large amount of plasma evolution that progressively moves the laser deposition region closer to the LEH throughout the pulse. Nevertheless, the flux exiting the midplane of this half-hohlraum is quite close to what we expect, indicating that in this very long-pulse system the center of the hohlraum is not “starved” of radiation but is, in fact, receiving close to the expected amount.

Notes and References
Nova Operations

Nova Operations performed 256 experiments during this quarter, which was enough to exceed the goal of 900 experiments during FY98. These experiments supported efforts in ICF, Defense Sciences, university collaborations, Laser Science, and Nova facility maintenance.

While continuing to make minor improvements to the capabilities of Nova, we began the process of planning the decommissioning of the Nova facility during the upcoming fiscal year. Nova will be shut down to make room in Building 391 for National Ignition Facility (NIF) Project activities. Some of the laser components from Nova will be reused in the NIF facility; the remaining components will be made available for use at other facilities.

The operation of the Petawatt Laser Project was substantially improved with the installation of a set of mirrors that allows beamline 6 to bypass the 46-cm amplifiers without physically removing them from the space frame. This saves several hours during the process of converting that beamline to and from the Petawatt configuration, allowing Nova to use beamline 6 for Petawatt shots and ten-beam target shots during the same day. Also during this quarter, we initiated the installation of hardware required for a campaign of cryogenic ten-beam target shots, which are among the 585 experiments planned for next year.

Beamlet Operations

The fourth quarter of FY98 saw Beamlet complete its mission as laser physics and engineering test bed for the National Ignition Facility (NIF). The last Beamlet shot was fired on July 31, capping a highly productive four-year period of NIF laser technology and component development activities, including over 1000 full-system shots in over twenty experimental campaigns since its activation milestone in September 1994. In the first month of this quarter, 46 shots were completed in two campaigns: (1) large-aperture damage testing of a polarizer and mirrors for the French Commissariat a l’Energie Atomique (CEA) and (2) high-energy operation of a NIF-like final optics configuration at 3\omega (the third harmonic). Shutdown activities commenced immediately thereafter.

The damage testing of the CEA polarizer was conducted with “p” polarized light at a beam size of 34 cm. The polarizer was conditioned off-line prior to the test. Minor damage sites a few hundred microns in size were observed after the first shot at an aperture-averaged fluence of 1.9 J/cm$^2$ in a 9-ns square pulse. This was the only damage observed, however, and it did not grow on subsequent shots at fluences up to 11.9 J/cm$^2$. Two CEA mirrors were also damage tested. One of the mirrors was unconditioned and the other had two levels of conditioning applied in different regions of the aperture. Both mirrors were exposed to aperture-averaged fluences of 20 to 30 J/cm$^2$ in 3-ns square pulses, which was achieved by positioning the mirrors 3.5 m downstream of the Beamlet final focus lens at a beam size of 17.8 cm. The only damage occurred midway through the testing of the first mirror and was caused by contamination.

The high-energy tests of NIF prototype final optics achieved third-harmonic fluences of up to 8 J/cm$^2$ and NIF-equivalent energies of up to 9.6 kJ in 3-ns square pulses. The purpose of the test was twofold: (1) to validate the design of the NIF final optics cell (FOC) at high fluence and (2) to operate an integrated NIF-like final optics package, including diffractive optics, to obtain data for estimating component lifetimes on the NIF. Tests of the FOC alone confirmed that it can be operated at full fluence without the large-area damage previously observed and attributed to a mismanaged back reflection. Isolated damage was observed, however. Results of the integrated tests revealed problems...
with color-separation–grating (CSG)-induced beam modulation and damage associated with the sol-gel coating being nonconformal with the grating—an effect previously identified as being responsible for reducing CSG diffraction efficiency. Improved CSG designs under development are expected to eliminate this problem.

Disassembly of the Beamlet Facility began on August 3. Approximately two-thirds of the laser was designated to be shipped to Sandia National Laboratories (SNL), New Mexico, for use as a backlighter on the “Z pinch” facility. The remaining one-third was packaged and turned over to various groups of the NIF Project. The disassembly was completed by October 1, and the facility was turned over to Lawrence Livermore National Laboratory’s (LLNL) Plant Engineering Directorate for transition to the NIF Frame Amplifier Unit Assembly Area. Over 350 crates were shipped to SNL, varying in size from 2 ft square to the largest crate containing the front-end frame which was 7 ft tall, 8 ft wide and 51 ft long and weighed ~18,000 lbs. The large amplifiers are still on site, in storage, awaiting clean disassembly and eventual transfer to SNL.

**National Ignition Facility**

**Overall Assessment**

Overall progress on the NIF Project remains satisfactory for the fourth quarter of FY98. The current top-level assessment of Project status remains similar to that stated at the end of the third quarter 1998; that there will be no change to the fourth quarter 2001 Level 2 milestone for the End of Conventional Construction, nor to the fourth quarter 2003 Project Completion date. However, the NIF Project Office now anticipates that based upon the status of Conventional Facilities, CSP-4, work on the Laser Bay Core and the status of Special Equipment design and procurement, there could be an impact of 6 to 8 weeks in the fourth quarter 2001 completion of the Level 4 milestone for start-up of the First NIF Bundle. The impact of current field conditions on this important milestone, which is to be completed in three years, continues to be evaluated on a weekly basis at the Project Top Ten Scheduling meeting.

For NIF Conventional Facilities, fourth quarter 1998 was a period of relatively high productivity. Work completed in the field progressed from 17.5% at the end of June to over 28% by the end of September. Efforts on the site rapidly accelerated as the average manpower on site increased to over 180 and will approach 300 by the end of the first quarter 1999. The structural steel erection, bolting, and plumbing has been completed for the Laser Bays and Core sections, and flooring and siding is in process, but the progress on critical interfaces to CSP-9 is approximately eight weeks behind schedule. Efforts to accelerate the Laser Bay steelwork during the fourth quarter 1998 did not materialize due to labor difficulties with the ironworkers, but the Laser and Capacitor Bay areas will be sufficiently “dried-in” prior to the start of the rainy season. The concrete walls have been poured to about ground level in the Target Area and Switchyards, and installation of the Target Chamber on its pedestal is on schedule for March of 1999. The Optics Assembly Building (OAB) structural steelwork is complete and is generally on schedule.

In Special Equipment, at the end of the fourth quarter the Mid-Title II (65%) Design Reviews were 93% complete, and final Title II (100%) Design Reviews were 60% complete. There were four Special Equipment Title II (100%) Design Reviews planned for FY98 that remain to be completed in the first quarter 1999. Design closure and drawing production were slower than planned, but critical path designs were generally on schedule. Major awards have been made for the spatial filter vacuum vessels and vacuum beam tubes, the Laser Bay structures, and for the Switchyard 2 structural steel tubing.

In Optics, facilitization was in final stages at most vendors as they started or prepared to start pilot in early FY99. All laser glass contracts were either in place or will be placed at the beginning of the new fiscal year. Nd was in hand at both Schott Glass Technologies and Hoya Optics for their pilots. Potassium dihydrogen phosphate (KDP) rapid-growth facilitization at Cleveland Crystals, Inc. (CCI) and Inrad has gone well, and they have made excellent progress growing their first crystals, up to 27 cm in size. Corning was nearing completion of facilitization. The accelerated fused silica pilot was awarded early in September and has begun. Tinsley continued to make excellent progress on their finishing facility, and they demonstrated outstanding performance with the first four lenses, which will be used on the NIF first bundle. Zygo was making good progress with their facility, including resolution of the pitch problem discussed in previous reports and initial hiring for pilot production. The University of Rochester Laboratory for Laser Energetics (UR-LLE) and Spectra-Physics continued to make good progress preparing for their pilots.

Key Assurance activities during the fourth quarter were all on schedule, including construction safety support, litigation support to the Department of Energy (DOE) for the settlement of 60(b) (e.g., quarterly reports), and the Final Safety Analysis Report. The Polluton Prevention and Waste Minimization Plan was completed in August, one month ahead of schedule, achieving a Level 2 DOE milestone.

There were 39 DOE/OAK Performance Measurement Milestones due in the fourth quarter,
and 33 were accomplished. There were a total of 95 milestones due through the end of FY98, and 85 have been accomplished.

Site and Conventional Facilities

The fourth quarter of FY 1998 was a period of high productivity for NIF Conventional Facilities. Work completed in the field progressed from 17.5% at the end of June to over 28% by the end of September. Efforts on the site are rapidly accelerating as the average manpower on site has increased to over 180 and will approach 300 by the end of the first quarter 1999.

Bolting the core steel was the main focus on the Laser Building so that as much of the deck as possible could be released to CSP-9 to allow for rough-in and concrete placement to start in September. Bolting and plumbing of Laser Bay 1 lagged due to the lack of ironworkers, but by the end of September, the entire crew completed work on the core and started work on Laser Bay 1, which should be completed during the month of October.

Roofing operations started in September and made significant progress. In the three-week time frame that the roofing subcontractor worked, the entire Laser Bay 2 roof was dried-in along with nearly half of the Laser Building core area. The roofing subcontractor accelerated its schedule to complete all the roofing on the Laser and Target Area Building (LTAB) in an eight-week time frame.

A primary focus of work for October will be to continue to “dry-in” the building and to protect the site to the fullest extent possible from the upcoming winter weather. The site storm drainage system has been completed and is ready to receive runoff from the Laser Building and OAB roof drains. The Target Building will not have the roof constructed and will be open to weather this coming winter. Regrading and surface treatment of the site to allow for proper drainage will occur in October to permit access and laydown through the coming winter. Storm Water Pollution Prevention Plan requirements are scheduled to be completed during October. The NIF Site Winterization Plan will be reviewed by wet weather specialists, EarthTech, and finalization of the plan will occur in October.

- FY98 DOE/OAK Performance Measurement Milestones completed this quarter included: “OAB Start Structural Steel Erection,” achieved in June; “Laser Bays: Complete Structural Steel Erection,” completed in August; and “Power Available,” completed in August.
- Nielsen Dillingham (NDBI) completed erection of structural steel for the OAB Corridor and is substantially complete with all steel erection for CSP-4 Phase I.
- Activities increased in the OAB in September as more trades manned the site. Midstate Steel nearly completed their work, including the roof truss punch list. Magnum Drywall mobilization occurred in September; they installed studs around the perimeter of the building and, by the end of the quarter, were ready to start sheathing installation (see Figure 1).
- Work by CSP-6/10 continued in all four areas of the Target Building. The target pedestals have been constructed up to the ring at elevation −8’-9” (see Figure 2). The radius wall up to elevation −3’-6” is formed on one side with rebar, and embed/blockout installations are nearing completion. The radius wall pour from elevation −21’-9” to −3’-6” is taking longer than expected, but the complexity and need for precision of the blockouts and embeds is very critical. This pour and the similar one higher up on the radius wall from elevation 48’-0” to 68’-3” are the most difficult pours on the project; therefore, the extra time required to assure they are correct is justified. Despite the extra time used, the milestone for installation of the Target Chamber has not slipped. The first lift for Switchyard 2 and 1 walls up to elevation 3’-6” have been completed on all three sides. Forms for walls in Switchyard 2 are being jumped for the next lift in October. The south wall of the Diagnostics Building basement was placed in September. Currently, CSP-6/10’s schedule meets the critical milestone dates for installation of the Target Chamber and Switchyard structures.
- The bulk of the Site Utilities scheduled for this year were completed in the fourth quarter by
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Hensel Phelps (HPCC). The Site Utilities are continuing (but are winding down): including installation of temporary/permanent duct-banks around the OAB, south side of the site, and sectionalizing switches and vaults north of CB4. Complete installation of the storm drain system will occur in October. In addition, HPCC completed erection of Central Plant structural steel as well as completed forms, reinforcing, and placement of Cooling Tower walls. The placement of concrete on the metal deck was completed for parts of Core Areas “A” and “B” elevations 28’ and 47’-6”. Within LB2 and CB4, HPCC began installation of underslab precast duct in LB2 and began installation of underslab conduit in CB4. The installation of LB2 overhead platform up to Column Line 24 was completed and HPCC began installation of mechanical, fire sprinkler, and electrical rough-in off of the platform. Work by CSP-9 in the core area was under way at both mezzanine levels. CSP-9 overhead rough-in work in Laser Bay 2 (utilizing the overhead platform) was off to a good start and progress appeared to be at or above the originally scheduled pace.

Special Equipment

Design Reviews continued to be successfully held at both the Mid-Title II (65%) and final Title II (100%) design levels. Design closure and drawing production were slower than planned, but critical path designs were on schedule. Awards were made for the Laser Bay structures.

During the fourth quarter, many of the Special Equipment Title II Engineering activities were brought to an end. Title II 65% Design Reviews were held for the OSECS Safety Interlock and Video Surveillance System and for the Transport and Handling System. The final (100%) Design Reviews were held in July and August for the Alignment System, Pockels Cell, the Mechanical Utilities, the Optical Design, the Gas Handling System, the Laser Auxiliary System, and the Safety System. Ten final (100%) Design Reviews were conducted in September, including Final Optics Damage Inspection/Pulse Synchronization, Output Sensor/Relay Optics, Optical Mounts, Target Positioner, Target Area Structures, Main Laser Alignment, Optical Pulse Generation, Power and Back Reflection Sensor/3ω Energy/Portable Sensor/Energy Diagnostics/Power Diagnostics, Target Chamber Vacuum, and Laser Amplifier. Final Documentation Reviews were held for the Switchyard 2 Support Structures Procurement Documents, the Switchyard Tube Enclosures Design and Procurement, and for the Laser Bay Support Structures Concrete Pedestals.

Laser Systems. The optical pulse generation (OPG), plasma electrode Pockels cell (PEPC), and amplifier subsystems each held well-received 100% Title II Design Reviews during the fourth quarter. The fabrication drawings are now complete, or nearly so, in each of these areas. The emphasis is now shifting to procuring and assembling hardware for the first bundle. In the Power Conditioning area, assembly of the First Article module essentially realized the baseline capacitor bank design for the NIF. Over 1000 shots were accumulated at full NIF current levels.

- The OPG 100% Title II Design Review was completed in September. This milestone represented a shift in the team’s focus from design to procurement and fabrication. The current plan calls for an integrated test of the OPG hardware in Building 381 prior to reinstallation in the LTab. A major focus of the OPG team during the past quarter has been identifying and testing a distributed feedback (DFB) oscillator connected to a high-gain fiber amplifier to provide the required input pulse to the master oscillator fiber distribution system. DFB oscillators from two vendors were evaluated and both demonstrated excellent single-mode operation. The requisite power and noise levels were achieved using a high-gain, double-pass fiber amplifier. Testing of the Stimulated Brillouin Scattering (SBS) fail-safe circuit (intended to prevent propagation of a pulse with inadequate bandwidth to prevent SBS) began during the last quarter and produced encouraging results. A new circuit approach in
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the arbitrary waveform generator was tested and was shown to reduce the electrical noise to a level consistent with meeting the stability requirement during the “foot” of the Haan pulse shape. This change allows the vendor to proceed with the final design of the pulse shape generator for the NIF. The prototype preamplifier module demonstrated all of its key performance requirements including energy and phase error during this quarter, adding substantial credibility to the design.

• The 100% Title II Review of the Amplifier was held as scheduled in September. The 13-volume Amplifier design basis book was prepared, reviewed, and submitted to the NIF document center. Approximately 95% of the drawings of the Amplifier components were submitted to the NIF Project Database Management system, and approximately 30% of the assembly, interface, and assembly equipment drawings were completed. All interface control documents were completed and are under configuration control, though some will be modified as the interfacing system designs evolve. Approximately 75% of the supporting calculations were completed, and many but not all of the design implementation plans were prepared. The failure modes and effects analysis and reliability, availability, and maintainability analyses were updated for Title II. A 700-shot cleanliness test was completed using the AMPLAB amplifier. The results indicated that damage growth on a slab in the amplifier is consistent with achieving the recently modified operational contamination damage levels proposed by the Project Scientist (beam obscuration <1% and no damage site larger than 1 mm). This result indicates that NIF contaminant levels can be achieved at installation and that in operation, the slab damage levels are within acceptable replacement limits.

• The PEPC subsystem also completed a very successful 100% Title II review during the fourth quarter. There were very few action items generated by the reviewers, and responses have been completed for all of them. All of the mechanical drawings for the PEPC subsystem are complete, and the procurement process is under way at an aggressive pace to attempt to benefit from a slack period for machine shops that traditionally support Silicon Valley companies. During the past quarter, the emphasis was on demonstrating acceptable switching performance over a 100-ns time window to enable appropriate timing of target backlighter beams. The requirement was met after minor modifications to the switch pulse termination resistors to sharpen the rise and fall times of the pulse, effectively broadening the “in spec” portion of the pulse. Control system software testing has begun in the prototype laboratory to demonstrate proper controls operation and robustness for operation in the Pockels cell electromagnetic interference environment.

• The NIF First Article capacitor module was assembled during the fourth quarter. Roughly 1000 full-current shots were completed, and the lifetime of the switch under NIF-like operating conditions is consistent with predictions. Late delivery of the flashlamp load, coils, and cables consistent with the baseline design resulted in the use of the old prototype parts for these initial tests. Therefore, the waveshape and charge voltage are not yet representative of the NIF. Module operation consistent with the amplifier requirements is planned for the first quarter of FY99. An environmental, safety, and health (ES&H) review of the module design and operation concluded that the gaseous effluent from the switch contains sufficient ozone and nitrogen compound levels that an outside exhaust vent is needed. The noise level and other safety-related controls were found to be acceptable.

**Beam Transport System.** In this quarter, major fabrication contracts were awarded, mill order material was shipped, and production of Laser Bay structures and vessels was ramped up after completion of shop drawings and quality assurance submittals. Shop operations during this period included welding fixture fabrication, plate cutting, and structural member preparation. These 11 contracts are currently on schedule to meet the installation milestones.

The Beam Transport System acquired government excess material-handling equipment for upcoming installation activities, including an Oshkosh diesel prime mover, a 45-ton Taylor forklift, and a 60-ton capacity battle tank trailer. These assets are now at LLNL for the cost of shipment and are fully operational.

Laser Bay concrete structure and Switchyard 2 structure design drawings were released for construction change order quotations from the existing Conventional Facilities contractors. The mill order for Switchyard 2 tube steel was awarded in August. Auxiliary Subsystems completed the Title II Design Reviews for the Gas Handling System, Amplifier Cooling System, and Conventional Utilities. All amplifier cooling fan units have been received and are currently stored in the laydown area awaiting installation into the LTAB. Other activities include the following:

• Production of the stainless steel plate near ed completion. Vacuum vessel fabrication activities are proceeding with the three selected contractors. Two contractors completed preliminary
documentation, and their fabrication activities are proceeding on schedule. Fabrication plans and procedures are being reviewed and revised with the third contractor to ensure compliance with the specifications and drawings.

- The drawing packages for the Switchyard 2 beam tube enclosures are complete, and the procurement requisition is prepared and submitted for request for proposals (RFP) release. The specification for the Switchyard and Interstage Beam Enclosures was updated and revised, incorporating design review comments and other recommended changes learned during ongoing fabrications for the vessels and beam tubes.

- The Airlock/Sliding Door feature of the Roving Enclosure was removed to reduce costs. Roving Enclosure design will continue to include features that can accommodate future installation and conversion on a “Not to Preclude” basis.

- Design detailing is proceeding on the interstage docking frames at the Spatial Filter (SF) end vessels. Engineering review and design checking remain to be performed. Design development and detailing is behind schedule on the large interstage components at the switchyard wall. These structures must be fabricated and installed into the Laser Building before closure of the facility holdouts.

- The Title II 100% Design Reviews for the Amplifier Cooling System, the BTS Auxiliary Subsystems, Gas Handling system, and the Mechanical Utilities, which included Fire Protection as well as Lighting and Power subsystems, were completed.

- The mill order for Switchyard 2 tube steel was awarded in August. The Title II 100% procurement review was held in preparation for the change order proposal solicitation from the CSP–6/10 contractor.

- The Cavity Spatial Filter Optical Bench, Transport Spatial Filter Optical Bench, Injection Structure, and Preamplifier Support Structure Safety Notes were completed. Contracts were awarded for the Main and Power Amplifiers, Laser Mirror 1 structures, Cavity and Transport Spatial Filter optics benches, Injection Structures, Preamplifier Support Structures, and Periscope structures.

  The Optical Mounts Title II 100% Review was held in September. Final designs were presented for spatial filter lens cassettes, the injection system, cavity mirror/polarizer mounts, shutter/beamdump, Switchyard transport mirrors, and Target Area transport mirrors.

- A full-size rectangular test mirror with “holes” drilled in the back was mounted and evaluated interferometrically (the mirror was tested vertically and in the down-facing orientation shown in Figure 3). This test is part of the validation plan for the transport mirror attachment concept and mount design. The preliminary results indicate that the observed distortion is less than predicted from finite-element analysis. The results to date indicate that the so-called “expanding mandrel” design will hold the mirror sufficiently well.

**Integrated Computer Control System.** Title II design progress is satisfactory. Seven out of a total of eight scheduled 100% reviews have been completed. Two reviews were completed during the fourth quarter: the Integrated Safety System and the Automatic Alignment System.

- At the end of September, the controls team accomplished the last of the FY98 Cost Account Plan milestones. These milestones, scheduled some fourteen months ago, were transformed into a much larger software delivery: the first integrated production prototype (code named Nightlight), consisting of incremental deliveries of 8 supervisory and 15 (out of 18) front-end processors (FEPs) (see Figure 4).

  This prototype (the first of seven planned) had several major goals:

- Risk mitigation by early execution of important functions.
- Testing frameworks in actual use within applications.
- Gaining experience and confidence with software tools and engineering processes.
• Activating the independent software testing capability.

The theme of this first prototype was the vertical slice: the execution of initial functionality in each subsystem using either emulated or prototype hardware. Most slices included both supervisory and FEP functions; a few were limited to FEPs only. Almost all slices made use of the reusable frameworks upon which all controls software will eventually be built. Those that did not concentrated upon important application-specific behavior. In addition, significant new work was done on frameworks prototyped or designed earlier in the Project. Among these were the message logger, the sequence control language, the graphical user interface, the sample (or generic) application, and the shot life cycle.

To date, the vertical slices for target diagnostics, laser diagnostics, PEPC, integrated timing system, special imaging sensors, graphical user interface, and the sample (or generic) application, and the shot life cycle.

Due to the complexity and importance of the shot director and power-conditioning slice, its delivery has been delayed to the end of October. Because effort was redirected toward the graphical user interface portion of the sample application, the industrial controls vertical slice was also delayed to the end of October. The remaining slices are expected to be demonstrated in early October.

A major goal of Nightlight was validation of the distributed software architecture and the implementation process. While not every goal was achieved in this release, the important risks were successfully addressed and confidence was gained that the software needed to control the first bundle can be incrementally completed by repeating this process.

• The example supervisor software that will serve as a pattern for all eight NIF subsystems was constructed and tested. This demonstrates how the supervisory architecture is to be deployed and how each program is connected to the database, framework services for configuration, system manager, monitor, message logging, and graphical user interfaces. The new generic supervisor is analogous to the generic FEP that has been in use for several months. The new component adds a number of features needed by supervisor-level code: public and private internal objects for upper-level controls, communication with one or more graphical user interfaces, and bidirectional connections between distributed objects.

• Berkeley Nucleonics presented a satisfactory design review for the prototype Integrated Timing System delay generator in September. About 200 units are needed for the NIF. They have selected an acceptable optical receiver and are progressing on the basis that it will meet requirements, while also testing a discrete design intended to reduce propagation delay as a function of optical power level.

The version of the timing FEP for Nightlight is complete and delivered to the software test team. It consists of a computer crate containing actual NIF hardware, except that a similar 4-channel delay generator was substituted for the custom 8-channel NIF delay generator currently under development. The Nightlight FEP provides a complete vertical slice of the architecture using the supervisory frameworks (system manager, configuration server, generic FEP, and graphical user interface) to create devices for trigger channels, trigger diagnostics, and precise trigger diagnostics. The software provides the ability to set delays, enable/disable channels, create epochs and activate triggers as well as measure and read the resultant delay using two types of time interval meters. The release demonstrates integration under both Solaris and VxWorks operating systems.

• The 100% Design Review of the Integrated Safety System was conducted in July, and the Automatic Alignment 100% Design Review was presented in August. System operations for optics inspection were analyzed and documented in the Preliminary System Analysis for the Damage Inspection Control System. In summary, the inspection of vacuum-loaded optics in the
spatial filters and final optics assembly (FOA) will require slightly more than two hours. Amplifier cooling time and the brief target chamber center keep-out period extend the maintenance access time to as long as three hours following the shot. Inspection time is dominated by mechanical actions times. For example, repositioning the roving mirror assembly accounts for 24% of this time.

- Integration activities have concentrated on the project-wide tasks required to develop and test Nightlight. Preliminary planning also began on deployment of integrated software for the second production prototype (“Penlight”) that will feature software operation and testing in the Preamplifier Module and input sensor prototype labs.

**Optomechanical Systems Management.** Title II 100% Design Reviews were held for Optical Design and Optical Mounts. Detail drawing checking and final approval is lagging in Optical Mounts (spatial filter lens cassettes have been completed; others are in creation or checking). The Title II Design Review for Final Optics was delayed about one month to allow for additional scientific evaluations of the final Beamlet campaign results. About 60% of the detail drawings for Final Optics are approved or in checking.

**Optical Design.** Design and analysis activity has been focused on completing the detailed optical design, manufacturing tolerances, and specifications for small optics subsystems (e.g., output sensor relays and preamplifier beam transport).

- The Optical Design Title II 100% Review was held in July. The presentation included the review for compliance, Main Laser system optical design, Switchyard/Target Area mirror system optical design, final optics optical design status, large-aperture optics specification and drawings, and stray light control.
- Some follow-up ghost analysis was conducted for the Main Laser, diagnostic system, and the final optics. In the Main Laser model, mechanical elements (e.g., beam tubes) were added so that the analysis of stray light paths could be completed. A worst-case target back reflection was modeled in the FOA to determine ghost fluences in the 3ω calorimeter chamber. A simplified model of the 1ω diagnostic system was constructed; a second-order ghost analysis provided useful feedback for the final optical design.
- The optical model for the FOA was completed; the configuration will be described in an upcoming revision of the configuration drawing. Final revisions included detailed ray tracing of the 1ω diagnostic reflection from the focus lens and transfer of optical design data to Pro-E.
- The “Small Optics Summit” was held in September. Representatives from 66 optics and optomechanics manufacturers attended this very successful one-day event. The morning session comprised presentations from the responsible engineers who will deliver line replaceable units (LRUs) containing small optics (≤150 mm diameter) to the NIF. In the afternoon, the vendors set up displays in a tent, allowing NIF Project and other LLNL personnel to come by and ask questions about the capabilities of each supplier of interest to them.

**Optical Components.** All NIF optics Title II Design Reviews were held in September except the KDP Crystals. The reviews focused on progress to date of facilitization at vendor sites and at LLNL and validated readiness to proceed with Title III and with pilot production.

The contract for 13.5 metric tonnes of Nd salts was negotiated and is ready to place early in October with FY99 funding. This will support the first production runs of laser glass for Hoya and Schott. The NIF Amplifiers (slabs), NIF Lenses, NIF Mirrors, NIF Polarizers, and NIF Windows 100% Title II Design Reviews were completed in early September. The NIF QA/Metrology and NIF Processing Title II Design Reviews were completed in early September as well.

**Laser Control.** Four Title II 100% Design Reviews were presented in August. Taken together, they covered Main Laser alignment, the output sensor package, the beamline to output sensor relay optics, final optics damage inspection, pulse synchronization, power sensors, the 3ω energy module, portable streak camera, back-reflection sensor, FEPs for energy diagnostics, power diagnostics, and special charge-coupled device sensors.

- The last of the input sensor drawings, namely the sensor assembly drawing and the test stand base plate and rails are now expected to be completed in October.
- Updated cost estimates for the beamline centering references were found to be higher than the plan, and efforts were made to simplify their implementation. A significantly less expensive approach to the centering reference on the FOA was identified.
- Optical design was begun for the spatial filter tower test stand that will be used for assembly and test in the OAB.
- Assembly of the Target Alignment Sensor hardware began. If performance meets expectations, this unit will be designated for use in the initial operation of the NIF.
• The number of FEPs was reduced in the plan from 108 to 100 to implement a decision removing motors from those mirror mounts in the Switchyard and Target Bay that are not part of the closed-loop control system.

• The optical alignment section of the acceptance test plan has been verified on the prototype. Other parts of the test plan, including motion tests of the motorized components, will be checked for suitability when the motor control electronics are added to the test stand.

• Efforts began to establish test capability for accurately measuring the reflectivity of 10 sol-gel coatings in the 0.1% range. A preliminary capability was demonstrated using recent sample sol-gel samples.

• End-to-end tests of the power measurement instrumentation were completed in August. The results, which included a demonstrated precision of 1.5%, were documented during September and satisfy the appropriate part of the NIF power balance error budget.

• Disassembly of the precision diagnostics prototype systems in Beamlet was completed, and components were readied for storage.

• Tests on the LLNL deformable mirror prototype went very smoothly. The mirror clearly met the range specifications and showed a preliminary residual error of about 0.04 waves (rms surface) compared to the specification of 0.025 waves. The LLNL mirror is currently the only one of the three prototypes whose performance compares reasonably with NIF requirements; it will appear as the baseline for this review.

The adaptive optic was identified as a high-risk system component to be reviewed by the Project Risk Management Group. This group will review test data, modeling results, and other aspects of deformable mirror status as a basis for recommending a plan to complete development activities.

Target Experimental Systems. All 18 sphere plates have had their weld joint configurations machined on the edges and the inside surfaces smoothed (grinding marks removed) and have been shipped to LLNL. The last three are en route. The first three plates were installed on a welding fixture inside the temporary enclosure and welded to form a subassembly. PCC moved from the machining of the sphere plates to the fabrication of the weld necks. All of the cylindrical pieces are completed and the flanges are now being welded to them.

• The 60-foot-diameter, 62-foot-high, cylindrical enclosure, built on the E7 parking lot, which is to be used for the construction of the target chamber, was completed. It is now being used for the welding of the first three sphere plates that form the bottom of the chamber. Yet to be installed is the HVAC for the building, planned for October.

• The chamber gunite shielding (hereafter known as shotcrete) design was reviewed by LLNL. An alternative design was proposed and analyzed by Project personnel. The result was a system that would provide shielding but not become a structural member (composite) with the target chamber. This simplified design was discussed with two potential shotcrete installers who felt it was a very workable installation. The system consists of wire mesh attached to the chamber with studs on a 1.3-foot spacing. Additional limited rebar will be used around the weld necks, which will be isolated from the shotcrete by a barrier. This concept greatly reduced the amount of engineering and installation time for the shielding.

• The prototype stainless steel beam dump was removed from the Nova chamber at the end of July, and another fused silica optic was placed in the chamber after the prototype was removed to use as a baseline in the optic damage tests. The stainless steel beam dump showed no signs of catastrophic damage, and there was no evidence of excessive amounts of elements of stainless steel in the chamber.

• The target chamber vacuum 100% Title II Design Review was held in September. The first revision of the equipment specifications for the target chamber cryogenic high-vacuum pumps, gate valves, tritium gas-roughing pump, and turbodrag high-vacuum pumps was completed.

• The target positioner 100% Title II Design Review was held in September.

• A web page has been developed to share diagnostic design information with representatives from LLNL, SNL, LLE, Los Alamos National Laboratory, and Atomic Weapons Research Establishment (AWE), U.K. The web page is internally accessible to LLNL experimenters and will soon be password accessible to NIF diagnostic users at other DOE sites. Discussions are taking place with a working group of people from other test facilities and labs to establish standards for diagnostics and their associated control and support equipment so that diagnostic can be used at multiple test facilities.

Software Requirements Specifications (SRS) and Software Design Descriptions (SDD) documents for Embedded Controller Software and FEP Software have been started. These will form the foundation of the Target Diagnostics FEP and controller SRS and SDD documents.
The Diagnostic Instrument Manipulator (DIM) drive system is now being manufactured. The trolley is finished and has been fitted onto the bench. The electronic rack has been finished and is awaiting checkout. The DIM extension tube was being fabricated in the United States. The extension tube will be completed by the end of September and shipped to AWE early in October.

In September, the 100% Title II Design Review was conducted for the engineering of the major mirror frame structural components. This included the target chamber pedestal, the mirror frame supports and enclosures, the seismic restraints, and the FOAs.

The peer review team met with the NIF team in August and reviewed the revised calculations for the seismic loads applied to the top of the pedestal and the target chamber to floor. They agreed with calculations presented and supported the use of a steel encasement around the upper ring beam to increase the load-bearing capacity and increase the safety factor. The steel encasement was fabricated and delivered and is awaiting incorporation into the pedestal.

The Tritium Environmental Protection Systems work has been delayed until 2004 to be able to prepare for the introduction of tritium into the facility in 2005. The exception to this delay is the stack monitoring system, which will be in place for first bundle.

The prototype 2 degree-of-freedom Integrated Optics Module (IOM) handling fixture (see Figure 5) was successfully tested on the FOA test stand in Building 432. The fixture was tested at angular orientations of 130°, 135.5°, 150°, and 156.5°, which represent the positions of IOM units on the lower half of the target chamber. These initial tests have validated the basic concept. All drive mechanisms, alignment features, and installation procedures worked as planned. Deflection of the IOM translation arm was within tolerance with no interference with adjacent IOM units. All tests were conducted with a 125% test load of 1050 pounds.

The FOA 100% Title II Review presentation was delayed by approximately one month until November to allow more time for scientific review of the last Beamlet tests using the final optics cell (FOC). The Project Scientist has been leading the scientific review of the data and establishing priorities for future work. The last series of shots (high-damage-threshold campaign) tested frequency conversion crystals, focus lens, and diffractive optics plates in a configuration similar to the NIF optical design. (There are some differences between the optomechanical configuration in Beamlet and the baseline NIF configuration.) Optical damage was expected and was observed; however, it is taking some time to reduce the data, understand the mechanisms, and determine the contributing factors.

The frequency conversion technical management plan has succeeded in establishing a firm understanding of frequency conversion performance for the NIF final optics design (i.e., significant factors, status of technology, error budget). Requirements from a detailed error budget have been flowed down to metrology equipment, crystal fabrication, coating performance, and mount tolerances. There is very good correlation between analysis predictions and experiment.

The ghost analysis of the IOM was completed during the quarter. The baseline absorbing material is a PTFE (Teflon) product with a trade name of Spectralon. This material selection is based on adequate damage threshold, fabrication/installation ease, and cost. Extensive ghost mitigation measures have been incorporated into the FOC final design. Additional measures can be implemented if
future tests and First-Bundle operation indicate that they are needed.

- Integrated testing of the fully assembled FOA prototype hardware began in the high bay of Building 432. The vacuum/venting sequence evaluations will confirm (or suggest modifications to) the final design details of the debris shield module, pumping rates, and so on.
- A modification to the FOA debris shield cassette frame is shown under test in Figures 6 and 7. (The tests are conducted in a clean, enclosed hood with particle measurement wafers beneath the hardware.) Particulate generation has almost been completely eliminated with this design, which uses a solid stainless steel guide bar.

**Operations Special Equipment**

This has been a successful quarter with good progress in detailed design and prototype testing. Several DOE milestones were completed, including large procurements and design reviews. Preparations are currently under way for hardware installation in the OAB scheduled for October 1998.

- A number of significant changes for the OAB were agreed to in August during an LRU storage review. The IOM assembly area, Cave, and shutter assembly have been moved to Building 391. Space available in the OAB resulting from the location changes will be used for storage of LRUs. A complete 3D model of the animation sequence is being developed for formal review. This 3D integrated model will show extensive stay-out zones and will hopefully prevent major interference and space conflicts for the OAB, the corridor, and the LTAB aisles.
- The Transport and Material Handling 65% Design Review was successfully completed in August. Also an installation schedule is being developed for the T&H systems going into the Laser Bay Facility.
- The 65% review for T&H FEP controls was completed. The SRS for Bottom Loading, Top Loading, and Side Loading are nearly complete, which includes the requirements specification for the electronics, sensors and actuators, I/O boards, and software.
- The contract was awarded in August to AGV Products, Inc. for the fabrication of the hardware and software of the Laser Bay Transport System. Fabrication has begun, parts have been ordered, and the contract for the large fabrications has been awarded.
- Detailed design, prototyping, and procurement are in process for the Optical Assembly and Alignment Design. All drawings and procurements for equipment that will be installed in the OAB during October/November are complete. A new installation plan was also completed for equipment to be installed between October and November.

**Start-Up Activities**

- Level 0-3 Integrated Project Schedule (IPS) milestones are on track. The Target Area construction, CSP-6/10, is currently ahead of schedule. With the inclusion of the subcontractor baseline schedule for Conventional Facilities CSP-6/10, the IPS now contains all facility construction
baseline schedules. An Engineering Change Request has been submitted that modifies the Project milestone dictionary to be consistent with CSP-9 dates and definitions, excluding the core area of the Laser Bay for which workarounds are still under evaluation. First-bundle installation details in Laser Bay 2, which have been in planning off-line for several months, have now been added to the IPS database.

• A significant effort was devoted to preparing for the detailed review of the NIF First Bundle Start-Up Plan in July. The review was held for a committee that included reviewers from the NIF Project, the ICF-NIF Program, SNL-Albuquerque, UR-LLE, and LANL. The major goals of the review were to inform the Project staff on the detailed plans for First-Bundle Start-Up and to collect detailed feedback on the operational test procedures and their interfaces. Both goals were successfully achieved. A draft revision of the First Bundle Start-Up Test Plan was completed and is presently being proofed and edited. This draft revision included a review of all sections except the “Beam Transport to Target-Chamber Center and Final Optics Assembly Tests” and the “Beam Smoothing Tests.” Further revision of the “Amplifier-Gain Test” section is being considered to add a subsection to discuss an on-line amplifier cleanliness test. Once the revision is completed, the Start-Up Plan will serve as the basis for the FY99 planning activities, including the writing of detailed operational test procedures. It will provide the interfaces to the Master Test Plan and contain sufficient information to create a resource plan and detailed schedule for execution of the first bundle start-up testing.

• The computer controls software acceptance test team’s largest effort was developing system test procedures for the ICCS Nightlight release due in October. Five formal test procedures were drafted for OPG, PEPC, Laser Diagnostics, Automatic Alignment, and Power Conditioning/Shot Director. The technical staffs from NIF hardware and software development reviewed four of these test procedures. The fifth procedure, Laser Diagnostics process, has progressed more slowly due to key development staff focusing on non-laser diagnostic tasks. The procedure is expected to be completed in early October.

• The NIF Laser Operations Model is a code that will be used by Beam Controls and Diagnostics to set up the correct operating and diagnostic parameters to achieve power balance based on performance parameters of the individual beamlines and their components. This model will also provide critical information to support start-up planning and execution.

• Performance-based training (PBT) infrastructure development continues, and 16 functional areas have been identified for the development of training materials. Operations procedures are identified as part of this process. A detailed schedule has been developed using Project milestones so that training materials will be available when needed. Thus far, the first two (of three) phases of the PBT process are complete for the Optics Processing area, and the first phase is complete for the OAB area.

• A draft sequence for conducting facility readiness reviews is being prepared for review by the Project Manager. Planning for readiness reviews is being coordinated with the ICF/NIF Program, which is responsible for ICF facilities that are not part of the LTAB or OAB, but which will support NIF equipment testing, assembly, or development. Start-up has hired an ES&H specialist from the AVLIS program to provide part-time help planning readiness reviews.

Optics Technology

• Facilitization was in final stages at most vendors at the end of the fourth quarter as they started or prepared to start pilot in early FY99. All laser glass contracts are either in place or will be placed when the new fiscal year begins. Nd was in hand at both Schott and Hoya for their pilots. KDP rapid-growth facilitization at CCI and Inrad has gone well, and they have made excellent progress growing their first crystals, up to 27 cm in size. Corning was nearing completion of facilitization. The accelerated fused silica pilot was awarded early in September and has begun.

• Tinsley continued to make excellent progress on their finishing facility. They demonstrated outstanding performance with the first four NIF SF1 and SF2 lenses, which will be the first non-prototype optics they have made, and that will be used on the NIF First Bundle. Zygo was making good progress with their facility including resolution of the pitch problem discussed in previous reports. Initial hiring for pilot production has begun. LLE and Spectra-Physics continued to make good progress preparing for their pilots.

• Metrology issues with the interferometers have been resolved, and the final units have been ordered from Wyko.

• Postprocessing equipment has been arriving weekly to support the laser glass pilot run that starts in October. The laser glass pilot contracts were in place for the October start-up. Schott plans to ship the first laser glass slab to Zygo by

- At Hoya, the full-scale furnace frame has been constructed and the bricking has begun. Several melter components, the lehr, and several fine-annealing ovens have been shipped from Japan. Hoya’s batch mixing room is nearly complete. Laser glass and cladding glass pilot contracts are in place. Hoya starts their pilot in October with 200 slab equivalents of cladding glass being produced in Japan, which will support first-bundle needs. Their laser glass pilot run is scheduled for January 1999 with the first laser glass slab shipped to Zygo for finishing by April 1999.

- A deuterated potassium dihydrogen (DKDP) boule grown at LLNL reached NIF size at the end of September. The boule is large enough to yield 17 NIF tripler crystals, demonstrating substantial improvement in our ability to control inclusion formation. Optical quality was very good, but $3\omega$ laser damage threshold has yet to be measured. A 15-cm KDP crystal rapidly grown with constant filtration achieved the highest $3\omega$ laser damage threshold of the year and would be expected to have negligible damage at maximum NIF fluences. Both CCI and Inrad grew KDP boules >25 cm in their shakedown runs using NIF production equipment.

- The Moore Tool Company continued to assemble the diamond turning machine at LLNL. Their efforts did not proceed as rapidly as estimated, and it appears that they will need the month of October to make the machine ready for acceptance tests beginning in November. Several items associated with the fly cutter and drive spindles, X and Z slides, and the temperature control must be addressed before the acceptance tests can begin.

- Corning has completed installation of the new overarm lapping machine and begun installation of the polisher. Their new Zygo 24” interferometer is in-house and will be operational by mid-October. The fused silica pilot was awarded to Corning in early September.

- Tinsley’s lens and window finishing facility building construction has continued on schedule. Beneficial occupancy and installation of manufacturing equipment is planned for November and December. All manufacturing equipment for the facility has been accounted for and is nearing completion. Most equipment has been run and tested in Tinsley’s existing facility and has been used during an early pilot production to produce NIF specification lenses. An award was made to Kodak to construct the NIF Flexible Finishing Facility, which will be designed to augment flats finishing capacity for NIF amplifiers, mirrors, and fused silica windows and to provide a backup for the critical $3\omega$ focus lens.

- Zygo’s automated cleaning equipment passed its acceptance tests. LLNL’s software for power spectral density (PSD) was installed and run successfully on the first 24” Zygo interferometer. Cavity measurements demonstrated the instrument has an acceptably low noise floor level. The first NIF demonstration amplifier slab has been processed through both phases of edge-cladding bonding, edge machining, and automated beveling.

- Facilitization work at LLE focused on design efforts to reduce the deposition time by the removal of “hot” substrates, planetary design in the 54” chamber for complete devotion of the 72”. coater to NIF work, and mount designs for the laser conditioning stations. All of the facility modifications were completed at Spectra-Physics including the cleaning, coating, and metrology areas. The large NIF chamber was returned to operating condition and resumed process optimization activities.

- A NIF-size color separation grating (CSG) was successfully fabricated with the prototype long hydrofluoric etch station. This full-sized optic achieved a $3\omega$ transmission of 89.4% with a sigma of 0.3%, which is significantly lower variability than CSGs previously etched by hand.

- The facility modifications for the Building 391W phase I Optics Processing Research and Development Area were completed. Balancing of the air-handling systems and certification of the clean room is under way. Beneficial occupancy is targeted for mid-November.
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