
Evidence against a charge density wave on Bi(111)

T. K. Kim,1 J. Wells,1 C. Kirkegaard,1 Z. Li,1 S. V. Hoffmann,1 J. E.

Gayone,2 I. Fernandez-Torrente,3 P. Häberle,3 J. I. Pascual,3 K.T. Moore,4
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Abstract

The Bi(111) surface was studied by scanning tunneling microscopy (STM), transmission electron

microscopy (TEM) and angle-resolved photoemission (ARPES) in order to verify the existence of

a recently proposed surface charge density wave (CDW) [Ch. R. Ast and H. Höchst Phys. Rev.

Lett. 90, 016403 (2003)]. The STM and TEM results to not support a CDW scenario at low

temperatures. Furthermore, the quasiparticle interference pattern observed in STM confirms the

spin-orbit split character of the surface states which prevents the formation of a CDW, even in the

case of good nesting. The dispersion of the electronic states observed with ARPES agrees well with

earlier findings. In particular, the Fermi contour of the electron pocket at the centre of the surface

Brillouin zone is found to have a hexagonal shape. However, no gap opening or other signatures

of a CDW phase transition can be found in the temperature-dependent data.

PACS numbers: 71.45.Lr, 73.20.-r,79.60.-i,73.25.+i
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I. INTRODUCTION

Electronic surface states can be viewed as quasi two dimensional systems, and as such

constitute important test cases for understanding the physics in low dimensions. The in-

creasing tendencies for instabilities such as charge density waves (CDW) when going from

three to lower dimensional systems is of particular interest1. In fact, there have been sev-

eral cases of CDWs reported on metal surfaces over the recent years2,3, and even typical

semiconductor surface reconstructions which turn the surface from a metal into an insulator

can be viewed as CDWs4. A key-ingredient in the formation of a CDW is a singularity in

the Lindhard susceptibility, which leads to an unstable situation. Such singularities can be

created by a so called ”nesting” of the Fermi contour, i.e. by having many states at the

Fermi contour separated by the same wave-vector 2kF.

The (110)5, (111)6,7 and (100)8 surfaces of Bi are particularly good examples of quasi two

dimensional metals, because they are good metals whereas the semimetallic bulk material

is not. Ast and Höchst have recently reported a spectroscopic indication of a charge density

wave formation on Bi(111)9. Using high-resolution angle-resolved photoemission (ARPES),

they have found that the Fermi surface contour of the so-called electron pocket state around

Γ̄ has a hexagonal shape and therefore fulfills the condition of good ”nesting” (for details

see next section and Fig. 1). They have also found that the leading edge of the spectra

taken at the Fermi surface undergoes a discontinuous shift of about 5 meV as the sample

temperature is lowered from 75 K to 50 K. This was interpreted as the opening of a gap,

caused by the formation of a CDW. However, it was also pointed out that the mere existence

of a leading-edge gap would not necessarily imply a CDW ground state. Other techniques

are needed to confirm this.

The most remarkable fact about such a CDW on Bi(111) is that it should not be permitted

because of the role of the spin in the electronic structure. It was recently shown that the

surface electronic structure of several Bi low-index surfaces is governed by a strong spin-orbit

splitting10. This splitting leads to a situation where the surface state bands are completely

non-degenerate with respect to spin, i.e. there is only one electron per two-dimensional k

point and band, except for certain high symmetry points where the bands are degenerate

because of the combination of time-reversal and crystal symmetry. Time-reversal symmetry

dictates that for a state with k and spin ↑, there must be a degenerate state with −k and
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spin ↓. This means that states on opposite sides of the Fermi contour have opposite spins.

It forbids the pairing needed for a CDW formation but it would leave the possibility of a

spin-density wave (SDW)1,10.

In addition to the particular situation on Bi surfaces, the formation of gaps close to the

Fermi level and their spectroscopic signature in ARPES is of considerable general interest,

in particular in connection to the subject of high-temperature superconductivity. One is

typically interested in the symmetry and size of the superconducting gap or, indeed, if there

is any gap at all11. The seemingly straight-forward interpretation of ARPES data to yield

this information is in reality not simple; depending on experimental conditions, the size of

the inferred gap can have substantial errors and it is even possible to observe apparent gaps

for an electronic structure which has no gap12.

Here we present a detailed investigation of a possible CDW on Bi(111). We have used

three different techniques to address the issue: Scanning Tunnelling Microscopy (STM),

Transmission Electron Microscopy (TEM) and ARPES. The former two techniques can give

information about the existence of a CDW. STM is the most direct tool because it measures

the local density of states (LDOS) close to the Fermi energy. A CDW shows up directly as

an LDOS modulation. In addition to this, STM images are very sensitive to the presence

of defects such that a locally perfect surface area can be chosen. TEM is also very sensitive

to structural modulations and, like STM, it is able to image the real-space structure of

the sample such that the sample quality is directly verified. As it turns out, neither STM

nor TEM is able to confirm the presence of a surface CDW on Bi(111). We conclude our

investigation by ARPES measurements using two different experimental set-ups. In neither

of these can we confirm the gap opening observed in Ref. [9].

The paper is structured as follows. After this introduction, we give a brief overview on

the electronic structure of Bi(111). In particular, we focus on the electronic states relevant

for a possible CDW formation. In the following three sections we discuss the results from

STM, TEM and ARPES. In the end, we briefly draw some conclusions.

II. THE ELECTRONIC STRUCTURE OF BI(111)

The (111) surface of Bi has a hexagonal close-packed structure with a lattice constant

of 4.54 Å. It is the only surface of rhombohedral Bi crystals which can be created without
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the breaking of any quasi-covalent bonds13,14. Therefore it can be obtained by cleaving

single crystals of Bi. After some early ARPES work on Bi(111)6,15–18, a clear picture of

the Fermi surface near the centre of the surface Brillouin zone (SBZ) was presented by Ast

and Höchst7. A simple sketch of their results is shown in Fig. 1(a). There are two Fermi

surface elements: a small hexagon around the Γ̄ point, called the electron pocket, and six

lobes around the Γ̄ − M̄ direction, called the hole pockets. A detailed investigation of the

electronic state dispersion was presented later by the same authors19.

There has been some disagreement about the dispersion of the states at higher binding

energies. According to the works of Ast and Höchst, the states forming the electron and hole

pockets are not degenerate at Γ̄ (see Fig. 1(b)). In an alternative picture, the states have

been interpreted as one state split by the spin-orbit interaction10. In this case, symmetry

requires the states to be degenerate at Γ̄. From the experimental data, it is not easy to

come up with a definite answer since both states are very broad and weak at Γ̄, probably

due to the interaction with the projected bulk states (see for example Fig. 4 in Ref. [7],

Fig. 2 in Ref. [10] or Fig. 5 in the present work). In any event, the precise dispersion of

these lower-lying states is of little relevance here.

The electron pocket, i.e. the small hexagon, is the important Fermi surface element

for the possible formation of a CDW because of the strong nesting condition which is set

up by the parallel Fermi surface lines9. According to Ref. [9], the length of the so-called

nesting vector is 2kF = qCDW = 0.106 Å−1. Such nesting vectors are indicated in Fig. 1(a).

Note, that the hexagonal element of the Fermi surface is rotated by 30◦ with respect to

the hexagonal surface Brillouin zone. This means that the strongest nesting is found in the

Γ̄ − K̄ direction in reciprocal space and along the close-packed atomic rows in real space.

As pointed out in the introduction, an important issue is the spin structure of the elec-

tronic states. If the spin-orbit interaction is not an issue, the strong nesting of the electron

pocket could easily lead to the formation of a CDW9. If the states are split by the spin-orbit

interaction, there cannot be a CDW despite the nesting. Non spin-resolved photoemission

does not give information about the spin. STM does, to some extent, and we will come back

to this in the next section of the paper.
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FIG. 1: (online color) (a) Sketch of the Fermi surface of Bi(111) close to the Γ̄ point as measured

by ARPES (Ref. [7]). The black arrows indicates the nesting vector qCDW. (b) Sketch of the

electronic band dispersion giving rise to the Fermi surface elements according to the findings of

Ast and Höchst (dashed line) (Ref. [7]) and Koroteev et al. (solid line) (Ref. [10]).

III. SCANNING TUNNELLING MICROSCOPY

The STM experiments were performed on a single-crystal of Bi with a mechanically

polished surface. The crystal was cleaned in situ by Neon sputtering and annealing to

about 420 K. Surface cleanliness and structure were checked by STM. The measurements

were performed in a low-temperature STM at a sample temperature of 5 K, far below the

transition temperature of the alleged CDW state.

Fig. 2(a) shows an STM constant current image taken at a tunnelling voltage of 13 mV

and a current of 1.1 nA. The image clearly shows the atomic corrugation corresponding

to the hexagonal lattice of Bi(111), but no sign of a charge density wave. In order to

illustrate this, Fig. 2(b) shows a simple model of the Bi(111) atomic structure with the

superimposed modulation of the wave vector qCDW. The STM image does not resolve

such CDW modulation even for tunnelling into states close to the Fermi level. This result
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represents solid evidence against the presence of a CDW on Bi(111), since CDWs usually

show up very clearly in constant current STM images20–23. It is also interesting to note that

earlier low-temperature STM investigations of Bi(111) did not report the observation of a

CDW superstructure either, although the precise temperature in these experiments is not

known24,25.

It has been shown recently for Bi(110) that the quasiparticle interference patterns ob-

served in STM conductance images can be used to infer information about the spin of the

electronic states26. A quasiparticle interference pattern (at the Fermi energy) arises because

a quasiparticle with wave vector kF encounters a defect such as an impurity or a step edge

and is reflected into a state with wave vector −kF
27. The interference of incoming and re-

flected waves gives rise to a modulation in the local density of states with a periodicity of 2kF,

i.e. with the vector connecting the two states. A two-dimensional Fourier transformation of

conductance images taken with small tunneling voltages is therefore closely related to the

two-dimensional Fermi surface28, a relationship which has lead to several applications21,28–35.

However, this simple picture is only correct when the state at kF and the state at −kF have

the same spin. On Bi(110) this is not the case because of spin-orbit splitting. Simple 2kF-

type interference patterns can therefore not be observed and the quasiparticle interference

patterns are dominated by more complicated, spin-conserving scattering events26.

Information about the spin of the states near the Fermi level is, of course, extremely

relevant here because of the great similarity between quasiparticle interference and the 2kF-

interaction which results in the formation of a CDW. For the Bi(111) surface theory predicts

a strong spin-orbit split of the surface states10; states in the electron and hole pocket are not

spin-degenerate. In fact, if we consider one direction of reciprocal space, states at the hole

pocket will present opposite spin orientation than those at the electron pocket. Therefore,

we expect that, as for Bi(110), quasiparticle interference on Bi(111) only will be present

between states which are not completely orthogonal.

Fig. 2(d) and (c) show a conductance image taken at 19 mV and 1.1 nA and its Fourier

transformation (FT), respectively. The latter shows a set of 6 spots in a hexagonal fashion

close to the k=0 point (labelled A), in addition to the points corresponding to the hexagonal

atomic lattice. A schematic sketch of the FT map is also given in Fig. 2(e) together with the

expected interference contour for a situation in which the spin is not important (dashed grey

lines). As on Bi(110), interference between states with opposite wavevectors is not observed.
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The only interference which leads to distinct extra features in the Fourier transformed image

is the set of spots labelled A. Note that interference events between states with qCDW could

probably not be identified easily in the Fourier-transformed image because qCDW is so small

(about 4 times smaller than the wave vector pointing to A) that the structures would be

very close to the high intensity at the centre of the Fourier-transformed image. However,

a pronounced interference, as could be expected from the strong nesting would probably

show up in the real space conductance image in a similar way as in Fig. 2(b). Scattering

events between hole pocket states with kF and hole pocket states with −kF, on the other

hand, should be easily identifiable and are clearly not observed. We can take this as direct

evidence for the spin-orbit split character of the surface states predicted by theory10.

The A features are interpreted as transitions between the hole pocket lobes as indicated

in Fig. 2(f). The spin of the states involved in such transitions is not exactly parallel but

it is not orthogonal either, leading to a finite transition probability. In addition to these

events, many spin-conserving small-k scattering events can be expected to contribute to the

weak waves observed in Fig. 2(d). One of these events is indicated by the dark arrow in

Fig. 2(f). Such transitions are expected to contribute to the high intensity of the Fourier

transformed image around the origin.

The main conclusions from this section are that no charge density wave is observed in

low-temperature scanning tunneling microscopy on Bi(111) and that Fourier-transformed

conductance images confirm the spin-orbit split character of the surface states forming the

Fermi surface.

IV. TRANSMISSION ELECTRON MICROSCOPY

Transmission electron microscope (TEM) experiments were performed using three sepa-

rate microscopes: A Philips CM300 field-emission gun TEM, a JEOL JSM30F field-emission

gun TEM, and a Philips CM30T. Measurements could be taken at three different tempera-

tures: ≈ 300 K, ≈ 90 K when cooling with liquid nitrogen and ≈ 18 K when cooling with

liquid helium. Samples of 99.99 % bismuth were prepared by dimpling and ion milling to

electron transparency, and examined via bright-field imaging and electron diffraction in the

TEM. A conservative estimate of the smallest sample thickness investigated in this study is

20(5) nm.
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FIG. 2: (online color) (a) Typical constant current image of Bi(111) showing the atomic corrugation

of the surface (Vs=13 mV, I=1.1 nA, 19×17 nm2). (b) Model of a CDW modulation superimposed

to the Bi(111) atomic periodicity, in a similar surface area as (a). (d) Differential conductance

image (Vs=19 mV, Vac= 6 mV rms, I=1.1 nA, 21×19 nm2) and (c) its two-dimensional Fourier

transformation. (e) Schematic representation of the Fourier transformed image. The dashed grey

lines are the modulations which would be expected for a spin-independent quasiparticle interference

from the Fermi surface in Fig. 1(a). Feature ”A” is the only non lattice-periodic structure as seen

in (c). The yellow markers represent the lattice spots. (f) Illustration of the Fermi surface with

the approximate spin direction indicated. The transition giving rise to the A features is indicated.

The dark arrow illustrates one of the many possible small-k transitions which do not violate the

spin conservation.
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We have examined diffraction patterns assuming the suggested incommensurate surface

CDW with qCDW = 0.106 Å−1. The expected location of the CDW reflections is shown in

Fig. 3(a) by red markers around the -1,1,0 Bragg reflection. The zone axes shown is 111, as

indexed in Fig. 3(b). The CDW spots would appear as satellite spots around each of the

main Bragg reflections of Bi in a form of mqCDW (m = ±1,±2...) with usually only m = ±1

visible. The orientation of the CDW super-lattice reflections relative to the Bragg spots

depends on how the Fermi surface nesting vector is oriented with respect to the Brillouin

zone. For clarity, the surface Brillouin zone, the electron pocket Fermi surface and the

nesting vectors are also indicated in Fig. 3(a). As pointed out in section II, the hexagonal

electron pocket is rotated by 30◦ with respect to the hexagonal surface Brillouin zone such

that the nesting vectors are also rotated by 30◦ with respect to the reciprocal lattice vectors.

TEM has the unique capability of examining either bulk or surface features of a sample,

depending upon experimental parameters. We have therefore first examined the bulk, solely

to rule out any possibility of a bulk CDW. The sample was oriented along multiple zone

axes and electron diffraction patterns were recorded at room temperature and when cooling

with liquid nitrogen or liquid helium. As expected, no super-lattice reflections were observed

that were indicative of a bulk CDW. At each temperature the principle Bragg reflections

were strong and well defined, but no evidence of CDW super-lattice reflections appeared

with qCDW near 0.106 Å−1. After clarifying this, we have concentrated on the possibility of

a surface CDW.

In order to examine the potential for a surface CDW, electron diffraction patterns were

recorded at various temperatures with the sample tilted into specific diffracting conditions.

Electron diffraction patterns were also recorded from thick to thin parts of the sample, since

the contribution of surface effects are increased as the sample thickness is reduced. From our

electron diffraction experiments, performed in two places by two different groups, we found

no convincing satellite reflections at or near the positions corresponding to those suggested

by Ast and Höchst9.

It remains to be proven that reflections due to a surface CDW would be detectable under

our experimental conditions. We begin by assuming that there is one CDW layer on the

surface of Bi, and the amplitude of atomic displacement in that layer is similar to other

CDW systems. Then we ask how thick the specimen can be such that this single layer CDW

is still observable by electron diffraction. If our sample was thin enough to allow observation
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FIG. 3: (online color) (a) Diffraction image of Bi(111) as obtained by TEM. The red markers

correspond to the expected position of CDW satellite spots. A sketch of the surface Brillouin zone,

the hexagonal electron pocket and the nesting vectors is also given. (b) Indexing of the zone axes.

of a surface CDW state, then our data are relevant.

We first estimate the intensity of the CDW satellite reflection, which depends on the

relative thickness of CDW to specimen. We then set up a criterion from a statistical point

of view. The estimated intensity of the CDW is approximately:
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ICDW ≈ 2
dCDW

dSP

RC2BIB, (1)

where ICDW is the estimated CDW satellite reflection intensity, dCDW

dSP
is the ratio of CDW

thickness to specimen thickness, the factor of 2 accounts for the two surfaces, RC2B is the

ratio of intensity of CDW satellite reflection to Bragg peak and IB is the intensity of the

associated Bragg peak. We have also assumed the intensity from CDW is proportional to

thickness (volume), which is true if the integrated intensity is used. The factor RC2B can

not be measured. We estimate this empirically, from other typical CDW systems, such as

U36. Typically, CDW reflections have an intensity of 10−3 to 10−4 times primary Bragg

reflections. In our calculations we use the lower limit, assuming the weakest possible CDW

reflections.

Next we have to determine the largest possible specimen thickness dSP, for which our

signal to noise ratio would still allow us to detect a surface CDW. We assume that we have

S scattered electrons due to the CDW and N scattered electrons due to inelastic scattering

and other processes as a background. The CDW will be observable if it leads to a count

rate above the noise of the background, i.e. if S >= 2
√

N . As a final condition we get

dSP < 2
dCDW

2
√

N
RC2BIB. (2)

By assuming a surface CDW layer with a thickness of 2 Å on each surface (top and

bottom of the TEM specimen), RC2B of 10−4, IB ≈ 107 counts and N ≈ 16 counts, the

above consideration leads to dSP < 50 nm, which is well above the minimum film thickness

studied by us.

The conclusion from our TEM experiments is therefore that the existence of a surface

CDW on Bi(111) can be excluded.

V. ANGLE-RESOLVED PHOTOEMISSION

Having now firmly established that Bi(111) does not undergo a surface CDW transition, it

is interesting to re-investigate the issue of a leading-edge gap in angle-resolved photoemission

at low temperatures. ARPES data were taken at two experimental set-ups with somewhat

complementary qualities.
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The first set of data were taken at the at the SGM-3 beamline of the synchrotron radiation

source ASTRID in Aarhus37. The total energy resolution (of the photon source and the

electron analyzer) for the data shown below is 26 meV. The angular resolution of the analyzer

was set to ±0.2◦. The sample could be cooled to approximately 30 K with a closed-cycle He

cryostat. Data were taken on a mechanically polished Bi(111) crystal which was cleaned in

situ by cycles of Ne+ sputtering and annealing to 473 K. Surface cleanliness was monitored

with Auger Electron Spectroscopy (AES). Surface order was checked by low energy electron

diffraction (LEED). Our Bi(111) crystal showed a good (1 × 1) LEED pattern.

Measurements at higher temperatures were performed by heating the sample with the

radiation from a filament mounted behind it. Heating and data collection were chopped

to avoid any influence of the filament’s magnetic field on the measurements. The absolute

orientation of the sample was determined by ARPES measurements. In the present case

this is very simple because of the distinct and narrow Fermi surface features. The relative

orientation of the sample for different temperatures was monitored by a laser reflected from

the surface onto the wall of the laboratory. In this way we could make sure that the sample

orientation changed by less than 0.02◦ over the temperature range investigated here. Another

possible source of error is a slight movement of the UV light spot over the sample surface

during the temperature scans since this can change the apparent emission angle by a small

fraction of a degree. We have monitored this by taking fast momentum distribution curves

(MDC) at the Fermi level before and after the temperature scans. The position of the

features appeared unchanged.

The other set of data was taken using a Scienta SES200 analyzer and UV lamp with a

monochromator at the Institute for Solid State Research in Dresden. The same sample and

the same preparation method was used. This data set is complementary to the data taken

in Aarhus. There are differences in the energy resolution (13.5 meV) and angular resolution

(±0.7◦) but the most important difference is that the Scienta analyzer is able to measure

the dispersion of the surface state over a wide range of angles simultaneously. In this way,

all spectroscopic features of a phase transition can be detected, not merely a possible gap

opening at the Fermi level crossing.

The data taken in Aarhus are shown in Fig. 4. The photoemission intensity at the Fermi

level for a grid of k points close to Γ̄ is presented in Fig. 4(a), revealing the hexagonal shape

of the electron pocket. The figure shows raw data; no fitting was employed. Fig. 4(b) shows
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a momentum distribution curve (MDC) taken at the Fermi level along Γ̄-K̄ together with a

fit using a Lorentzian line and a linear background. The Lorentzian linewidth of 24 mÅ−1 is

slightly lower than the value of 32 mÅ−1 reported in Ref. [9]. It is not clear if this linewidth

is the natural linewidth (as limited by electron-defect scattering) or if it is still limited by

the resolution of our analyzer. Obviously, it is the angular resolution which would have most

influence on the MDC linewidth. The effect of the energy resolution can be expected to be

very small because of the steep dispersion.

From such data, we can infer the value of qCDW, i.e. the value of 2kF in the Γ̄-K̄ direction.

We obtain a value of 0.122(2) Å−1. This is slightly bigger than the qCDW value obtained by

Ast and Höchst. As in the work of Ast and Höchst, the error bars reflect the statistical error

from the fit, which is very small. The difference between the value reported here and that

reported in Ref. [9] is probably due to a different value of the sample work function, used

to calculated k values from the spectrometer angles. The work function value we have used

is 4.10(15) eV. It was obtained by taking a large-scale Fermi surface map in which three Γ̄

points can be observed. (see inset in Fig. 4(a)). Since the k values for all the Γ̄ points are

precisely known, the work function can be evaluated.

Fig. 4(c) show a series of energy distribution curves (EDCs) taken exactly at the Fermi

level crossing of the electron pocket in the Γ̄-K̄ direction, as a function of temperature.

The EDCs consist of one clear peak and a shoulder. The peak at a binding energy of about

80 meV stems from the surface state band forming the hole pocket. The shoulder close to the

Fermi level corresponds to the electron pocket. It does not show up as a clear peak because

its maximum lies at the Fermi level. As a consequence of this, the Fermi edge appears to

be much broader than expected from the energy resolution, a fact which is well-known from

other studies12,38. Most importantly, there is no sign of a leading-edge gap opening at the

lowest temperatures.

Fig.5 shows the temperature-dependent data set taken in Dresden. The value of qCDW

obtained from these data is 0.121(1) Å−1; the value of the work function is 4.09(15) eV.

Both were obtained in the same way as the Aarhus data and are in good agreement with

those. Also in this data set, we do not observe a gap-opening at the Fermi level crossing.

The band forming the electron pocket is somewhat broader than in the Aarhus data, most

probably due to the lower angular resolution and the higher photon energy. Note, however,

that a lower angular resolution would have no effect on the observation of an absolute band
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FIG. 4: (online color) ARPES data taken in Aarhus: (a) large image: Photoemission intensity

at the Fermi level (Fermi surface map) around normal emission, revealing the hexagonal shape of

the electron pocket (hν = 15 eV and T=30 K); smaller image: large scale Fermi surface map to

determine sample orientation and work function (hν = 25 eV and T=30 K). (b) MDC taken at the

Fermi level for the crossing of the electron pocket in the Γ̄-K̄ direction together with a Lorentzian

fit (hν = 15 eV and T=30 K). (c) EDCs taken at the Fermi level crossing in the Γ̄-K̄ as a function

of temperature (hν = 15 eV).

gap in the electronic structure.

Taking a large range of angles at one go has certain advantages over taking single EDCs

in a selected k-point. First of all, the experiment is much less sensitive towards changes

of the sample alignment with temperature because the effect of such changes would be

easily detected as a shift of the whole dispersion. In addition to this, one directly observes

that there is not qualitative change in the dispersion which could hint towards a phase

transition. It is well known, after all, that CDW-type transitions lead to a strong change of

the dispersion close to the Fermi level (for a recent and rather dramatic example, see Ref.

[39]).
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FIG. 5: ARPES data taken in Dresden: Temperature-dependent dispersion of the surface states

along K̄-Γ̄-K̄ (hν = 21.2 eV). The band crossing the Fermi level is the electron pocket. The band at

a binding energy of about 100 meV is the state which forms the hole pockets in the Γ̄-M̄ direction.

VI. CONCLUSION

In conclusion, we do not find any indication for the formation of a charge density wave

on Bi(111) using STM and TEM. Our ARPES data confirm the hexagonal shape of the

electron pocket around Γ̄ which was described by Ast and Höchst9 but we do not find an

indication of a leading-edge gap opening in ARPES data from two different set-ups.

If we consider only the strong nesting in the hexagonal electron pocket, it is remarkable

that Bi(111) does not have a CDW ground state, not even at the lowest temperatures of

7 K reached in the STM experiments. One important reason for this is probably the spin-

orbit splitting in the surface state which we have confirmed here experimentally using the

phenomenon of quasiparticle interference in STM. It leads to the peculiar situation where

Bi(111) and the other surfaces of Bi are good metals but with very unusual dynamical

16



properties, for example in the screening.
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