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Research in earth and atmospheric sciences is becoming increasingly important in light of the energy, climate change, and environmental issues facing the United States and the world. The development of new energy resources other than hydrocarbons and the safe disposal of nuclear waste and greenhouse gases (such as carbon dioxide and methane) are critical to the future energy needs and environmental safety of this planet. In addition, the cleanup of many contaminated sites in the U.S., along with the preservation and management of our water supply, remain key challenges for us as well as future generations.

Addressing these energy, climate change, and environmental issues requires the timely integration of earth sciences’ disciplines (such as geology, hydrology, oceanography, climatology, geophysics, geochemistry, geomechanics, ecology, and environmental sciences). This integration will involve focusing on fundamental crosscutting concerns that are common to many of these issues. A primary focus will be the characterization, imaging, and manipulation of fluids in the earth. Such capabilities are critical to many DOE applications, from environmental restoration to energy extraction and optimization.

The Earth Sciences Division (ESD) of the Ernest Orlando Lawrence Berkeley National Laboratory (Berkeley Lab) is currently addressing many of the key technical issues described above.

Our total staff of over 200 scientists, UC Berkeley faculty, support staff and guests—performing world-acclaimed fundamental research in hydrogeology and reservoir engineering, geophysics and geomechanics, geochemistry, microbial ecology, and environmental engineering—provide the foundation for all of our programs. Building on this scientific foundation, we perform applied earth science research and technology development to support the Department of Energy in a number of its program areas, namely:

- Fundamental and Exploratory Research—fundamental research to provide a basis for new and improved energy and environmental technologies
- Nuclear Waste Management—theoretical, experimental and simulation studies of the unsaturated zone at Yucca Mountain, Nevada
- Energy Resources—collaborative projects with industry to develop or improve technologies for the exploration and production of oil, gas, and geothermal reservoirs
- Environmental Remediation Technology—innovative technologies for locating, containing, and remediating metals, radionuclides, chlorinated solvents, and energy-related contaminants in soils and groundwaters
- Climate Change and Carbon Management—geologic sequestration of carbon dioxide, carbon cycling in the oceans and terrestrial biosphere, and regional climate modeling, which are the cornerstones of a major new divisional research thrust related to understanding and mitigating the effects of increased greenhouse gas concentrations in the atmosphere.
In this document, we present summaries of many of our current research projects. While it is not a complete accounting, it is representative of the nature and breadth of our research effort. We are proud of our scientific efforts, and we hope that you will find our research useful and exciting. Any comments on our research are appreciated and can be sent to me personally.

This report is divided into five sections that correspond to the major research programs in the Earth Sciences Division:
- Fundamental and Exploratory Research
- Nuclear Waste
- Energy Resources
- Environmental Remediation Technology
- Climate Variability and Carbon Management

These programs draw from each of ESD’s disciplinary departments: Microbial Ecology and Environmental Engineering, Geophysics and Geomechanics, Geochemistry, and Hydrogeology and Reservoir Dynamics. Short descriptions of these departments are provided as introductory material. A list of publications for the period from January 2002 to June 2003, along with a listing of our personnel, are appended to the end of this report.
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HYDROGEOLOGY AND RESERVOIR DYNAMICS

GEOPHYSICS AND GEOMECHANICS

GEOCHEMISTRY

MICROBIAL ECOLOGY AND ENVIRONMENTAL ENGINEERING
The Hydrogeology and Reservoir Dynamics (HRD) department consists of more than 60 scientists, postdocs, research associates, and graduate students carrying out a broad range of cutting-edge research in fundamental and applied hydrology. HRD has expertise in theoretical, experimental, field, and modeling approaches in a variety of research areas, among which are unsaturated zone hydrology (including fracture flow and transport), reservoir engineering (including pore-level modeling and gas hydrate studies), contaminant hydrology (including reactive and colloid-assisted transport), and coupled nonisothermal, geochemical, and geomechanical processes. The HRD department addresses national needs in the areas of subsurface energy resource recovery, contaminant hydrology, geologic CO₂ storage, and nuclear waste disposal. Highlights of research efforts in these areas over the last two years include the following:

**SUBSURFACE ENERGY RESOURCE RECOVERY**

Researchers in HRD are studying ways to enhance production of energy from subsurface reservoirs containing geothermal energy, oil and gas, and methane gas hydrates. Continuing the long tradition of geothermal research in the Earth Sciences Division, staff members in HRD are investigating geothermal reservoir dynamics using natural tracers as indicators of boiling, recharge, and mixing in liquid-dominated systems. Applications and development of ESD’s reservoir simulator TOUGH2, for phase-partitioning tracer studies using noble gases in vapor-dominated systems, are also carried out for characterizing fracture systems and fracture matrix interaction—with the ultimate goal of optimizing energy production. Imaging of oil reservoir rock and highly detailed mathematical models of pore structure are used by HRD scientists to derive relative permeability curves to improve oil recovery from rocks such as diatomite.

**CONTAMINANT HYDROLOGY**

HRD researchers address the national need for subsurface contaminant characterization and remediation across the spectrum of approaches. In the lab, HRD researchers are investigating some of the nation’s most critical subsurface contamination issues, including the chemical evolution of highly alkaline Hanford tank waste, reduction and re-oxidation of mobile Uranium VI in sediments, hydraulic properties of unsaturated gravels, and the natural production of transport-enhancing mobile nanoparticles in the subsurface. In the field, HRD investigators lead the Berkeley Lab site restoration effort to remediate groundwater plumes containing dissolved chlorinated solvent and fuel contaminants. A pressurized constant-head water-injection system has been developed and used to measure hydraulic conductivity in low-conductivity systems typical of the Berkeley Lab site. Soil heating with vapor extraction was used in a low-permeability and heterogeneous setting to remove over 500 kg of chlorinated solvent. In addition, TOUGH2 modeling of groundwater flow at the Berkeley Lab site is being carried out to improve understanding of contaminant transport. HRD’s work...
in surface water is growing; field work is being done to investigate the hydraulic conductivity of river gravels for recharge studies, and to develop and test a fiber-optic turbidity meter. Collaboration with scientists in other ESD departments and Berkeley Lab divisions is currently under way, with a focus on the coupled water-energy system in California. On the theoretical and modeling side, new TOUGH2 modules for multiple volatile organic compounds (TMVOC) and landfill biodegradation and gas production processes (T2LBM) have been developed. The pumping rates and pressures in deep well injection of hazardous waste have been analyzed with a new approach to obtain formation hydraulic properties. Finally, HRD maintains an international program to develop and test advanced technologies at sites worldwide, which can then be used domestically to help with our nation’s most difficult contamination problems.

**GEOLOGIC CO₂ STORAGE**

A relatively new area in which HRD is making significant advances (with national and international impact) is geologic CO₂ storage. Because geologic CO₂ storage is a new concept, there are broad basic research needs. For example, HRD researchers are developing methods for predicting CO₂-H₂O mutual solubilities. These methods are then incorporated into new modules of TOUGH2 that are applied to a variety of CO₂ storage problems, including CO₂ injection into deep brine formations, injection into depleted gas reservoirs, leakage upward through faults and fractures, and leakage and seepage of CO₂ in the near-surface environment. The effects of geochemical processes, including mineral precipitation and dissolution associated with CO₂ storage, are being studied using TOUGH-REACT, the coupled geochemistry and reservoir simulator. By analogy, mechanical effects associated with CO₂ storage are being studied using TOUGH-FLAC, a coupled geomechanical reservoir simulator. An international code intercomparison study led by HRD researchers provided confidence that CO₂ reservoir processes can be accurately modeled. Laboratory work in this area has included efforts to image CO₂ flow and measure relative permeability parameters such as residual gas saturation, a key property for saturated zone CO₂ storage.

**NUCLEAR WASTE DISPOSAL IN THE UNSATURATED ZONE**

The motivation for HRD’s extensive effort in unsaturated zone hydrology and coupled processes is stimulated by the need to understand flow and transport in the unsaturated zone at Yucca Mountain, Nevada. Research by HRD scientists in this prominent area is both broad and focused. Starting with research underground, HRD scientists have run a wide program of experiments and testing in the Exploratory Studies Facility (ESF) at Yucca Mountain. Field experiments range from the large multiyear Drift Scale Test, to smaller-scale liquid releases in boreholes. The practical difficulties of running tests underground at a remote site have motivated the development of sophisticated remote monitoring and operation capabilities, whereby instrument adjustments, liquid releases, and data collection can be controlled remotely by scientists on site at Berkeley Lab. In addition, a large block of fractured tuff (1 cubic meter) was extracted from the ESF and transported to Berkeley Lab for laboratory experiments and testing. This effort complements smaller-scale lab experiments focused on mineral precipitation and dissolution in fractured tuff by hot aqueous fluids. The heater testing, seepage experiments, and fault and fracture flow testing (among other tests) have been designed and run by teams that include members with numerical modeling expertise.

The coupled approach of field experiment and modeling analysis has served to advance understanding of the coupled flow and transport properties of Yucca Mountain. Field data are used to constrain and calibrate numerical models of flow and transport developed over a wide range of scales for Yucca Mountain. These efforts involve the use of the inverse modeling version of TOUGH2 called iTOUGH2, also developed by HRD personnel. On the mountain scale, a large three-dimensional TOUGH2 model has been developed, the flow fields from which are used with advanced transport modules that consider colloid-assisted transport and diffusion to model radionuclide transport. The details of seepage into drifts, flow diversion, and flow focusing are modeled on appropriate scales, as are processes of water-rock interaction and geomechanical effects.

A considerable amount of general unsaturated zone hydrology knowledge and understanding is generated by HRD researchers. For example, new conceptualizations of fracture-matrix interaction, scale dependence, and effects of multiscale heterogeneity have been investigated. Work in this area also extends to saturated systems in Japan, where free convection simulations and uncertainty studies associated with potential nuclear waste repositories are being carried out. The large effort in HRD on a broad range of hydrologic processes related to nuclear waste disposal typifies the strong integration of field, laboratory, and modeling analyses characteristic of ESD scientific investigations.

**FUNDING**

Funding for HRD comes primarily from the U.S. Department of Energy, including: the Director, Office of Science, Office of Basic Energy Sciences, Division of Chemical Sciences, Geosciences, and Biosciences; the Director, Office of Science, Office of Biological and Environmental Research; the Assistant Secretary for Energy Efficiency and Renewable Energy, Office of Technology Development, Office of Geothermal Technologies; the Assistant Secretary for Fossil Energy, Office of Coal and Power Systems and Office of Natural Gas and Petroleum Technology, through the National Energy Technology Laboratory; the Director, Office of Civilian Radioactive Waste Management; and the Assistant Secretary of the Office of Environmental Management, Office of Science and Technology, Environmental Management Science Program. The department also receives funding support from the U.S. Environmental Protection Agency. Other funding is provided through the Laboratory Directed Research and Development Program at Berkeley Lab.
The primary focus of the Geophysics and Geomechanics Department is to develop new methodologies for extracting subsurface properties, including fluid properties, saturation, porosity, pore pressure, permeability, and in situ stress, and apply these methodologies to field data. These new methodologies incorporate a variety of data, including geophysical (seismic, electromagnetic (EM), electrical, seismo-electric, gravity, ground-penetrating radar (GPR), geomechanical (displacement, tilt), and fluid flow (pressure). Fundamental and applied research carried out in support of this objective includes laboratory rock physics and pore-scale imaging studies, field geophysics surface and borehole studies, field geophysical-imaging hardware development, theory development, computational geophysics and geomechanics modeling, and imaging and inversion (deterministic and stochastic) algorithm development. The driver for this research is the increasing need to directly image fluid saturations, pore pressures, and permeability in the subsurface for energy production, environmental remediation, carbon management, and nuclear waste disposal purposes, and to do so in the presence of anisotropy and multiscale heterogeneities.

**SCIENTIFIC RESEARCH AREAS**

The department is organized into five scientific research areas, led by the indicated Research Area Leaders:

- Computational Geophysics *(Don Vasco)*
- Rock Physics and Coupled Dynamics *(Seiji Nakagawa)*
- Hydrogeophysics *(Susan Hubbard)*
- Characterization and Monitoring Geophysical Instrumentation *(Ki-Ha Lee)*
- Computational Geomechanics *(Jonny Rutqvist)*

The primary purpose of these research areas is to advance the science supporting high-resolution methods for extracting subsurface properties and process information from geophysical, geomechanical, and fluid flow data.

**COMPUTATIONAL GEOPHYSICS**

The focus of this research area is to develop efficient, 3D numerical codes for modeling seismic wave propagation and electromagnetic wave propagation and diffusion. The challenge is to develop accurate and efficient computer codes capable of modeling the seismic and electromagnetic response of complex geologic structures (i.e., structures that may contain anisotropy or multiscale heterogeneities in the form of fractures, faults, folds, layers, or patchy saturation). A variety of methods, including boundary integral equation, global matrix, finite difference, spectral element, discrete element, and asymptotic ray methods, are in the process of being developed for high-performance parallel computing frameworks. These codes will serve as the computational engines for the next generation of modeling-based deterministic and stochastic inversion algorithms. This research is performed using the supercomputers at the National Energy Research Scientific Computing Center (NERSC) at Berkeley Lab, and the PC cluster maintained by the Center for Computational Seismology (CCS), within Berkeley Lab’s Earth Sciences Division.

**ROCK PHYSICS AND COUPLED DYNAMICS**

The connections between a geophysical observable, such as seismic velocities and attenuation, electrical conductivity, and dielectric constant, and rock properties, such as porosity, permeability, and fluid saturation, are provided by rock-physics measurements and/or theories. Rock-properties measurement efforts are carried out at the Rock and Soil Physics Lab. This facility has the electronic instrumentation and mechanical equipment to perform a variety of geophysical measurements, including seismic, electrical, electromagnetic, and fluid flow, under low to moderate confining pressures. Experiments that require detailed information about the porous microstructure and fluid saturations at the pore level are carried out using the x-ray computed tomography (CT) scanner in the Rock Imaging
Lab and the recently completed high-resolution x-ray microtomography station located at Berkeley Lab’s Advanced Light Source, and using the focused ion beam (fib) located at Berkeley Lab’s National Center for Electron Microscopy. The primary focus of our laboratory efforts is towards the understanding of the geophysical properties of rock and sediments that are either not well described by conventional rock physics theories (e.g., poorly consolidated sands and clays, gas hydrates, fractured rock) or that have yet to be fully exploited (e.g., seismic attenuation, seismo-electric response). Complementary theoretical efforts are also under way to explore the dynamics of poroelastic and seismoelectric response of rocks that contain multiple fluid phases.

HYDROGEOPHYSICS

Research in the area of hydrogeophysics combines the disciplines of geophysics and hydrogeology to develop new approaches for characterizing the shallow subsurface over a range of scales for subsurface properties (such as hydraulic conductivity, geochemical heterogeneity, lithology, and moisture movement over time). This interdisciplinary field is unique in the level of fusion between hydrogeological and geophysical data sets, the incorporation of complex petrophysical models, and the application of emerging stochastic inversion techniques. In this area, new research is also being carried out to investigate the role of biogeochemical changes associated with bioremediation in the hydrological and geophysical responses resulting from processes such as dissolution/precipitation of minerals, gas evolution, and biofilm generation.

CHARACTERIZATION AND MONITORING GEOPHYSICAL INSTRUMENTATION

The focus of this research area is the development of innovative geophysical instrumentation, including sensors, sources, and analysis software, for subsurface imaging and monitoring. Efforts that are currently under way include the development of an optimum electromagnetic system for detecting and identifying unexploded ordnance, a novel electromagnetic imaging system (for environmental applications) that operates in the frequency band between electromagnetic diffusion and wave propagation, and a miniature rotary shear source for crosswell and single-well seismic imaging applications.

COMPUTATIONAL GEOMECHANICS

This research area is concerned with the development of new computational tools for predicting stress-induced changes in transport properties, fracturing, and fault slip resulting from fluid injection, fluid withdrawal, and thermal loading. Of particular interest is the development of new computational geomechanics-based inverse methods for estimating subsurface fracturing and fluid movement, and for predicting the seismic response resulting from fluid injection into fractured rock.

FUNDING

The Geophysics and Geomechanics Department derives its funding from a variety of U.S. Department of Energy (DOE) and non-DOE sources. The primary sources of DOE funding are the Director, Office of Science (Basic Energy Sciences and Biological and Environmental Research), Office of Environmental Management, Fossil Energy, Office of Geothermal Technologies, Office of Civilian Radioactive Waste Management, and the Berkeley Lab Laboratory Directed Research and Development Program. Non-DOE funding sources include the U.S. Department of Defense (SERDP), the Environmental Protection Agency (EPA), Shell Oil Company, and Chevron/Texaco Energy Research and Technology.
The Earth Sciences Division’s Geochemistry Department combines expertise in chemical and isotopic analysis, molecular geochemistry and nanogeo science, mineralogy, and multi-scale data-gathering methodology to enable geochemical characterization of earth systems from the macroscopic to the molecular. The department comprises four groups with complementary interests and capabilities.

MOLECULAR GEOCHEMISTRY AND NANOGEO SCIENCE

Studies in this group address issues of contaminant sequestration and migration in the environment, mineral-fluid reactions, and various aspects of aqueous solution chemistry. Fundamental studies on the nature of the aqueous solution/mineral interface and on the structure of (near-aqueous) solvated ions and colloids down to the nanometer regime are also being performed. The aim of the latter studies is to provide improved modeling capability for contaminant migration, weathering, sediment transfer, ion exchange, and nutrient cycles. Current work includes: molecular-dynamics modeling of the interlayer-solvated cations in clays and the aggregation dynamics of nanoparticle iron oxides; studies of the solvation environment of contaminant and nutrient molecules in aqueous solution; determination of the molecular identity of initial iron oxide precipitates on quartz surfaces; and characterization of the surface chemistry and structure of environmentally important minerals via simulation, x-ray scattering, and x-ray spectroscopy methods. Many of these efforts involve newly developed capabilities utilizing synchrotron x-ray sources. Important new work on the aqueous behavior of humic and fulvic acids, hydroxyl speciation near cations in water, and the nature of organic contaminants on mineral surfaces has been carried out recently at Berkeley Lab’s Advanced Light Source. The group also does extensive collaborative research utilizing the NCEM at Berkeley Lab, and takes advantage of the NSERC facility at Berkeley Lab for large-scale molecular dynamics simulations.

ISOTOPE GEOCHEMISTRY

The Isotope Geochemistry group operates the Center for Isotope Geochemistry, which was established in 1988 and includes six important analytical facilities: stable isotope and noble gas isotope laboratories; a soil carbon laboratory; an analytical chemistry laboratory; the Inductively Coupled Plasma Multi-Collector Magnetic Sector mass spectrometry laboratory, and a thermal-ionization mass spectrometry laboratory located on the UC Berkeley campus. We also have an affiliation with the cosmogenic isotope laboratory in UC Berkeley’s Space Sciences Laboratory. These facilities provide state-of-the-art characterization of all types of earth materials for research throughout the department and elsewhere in the division. Further, they support the Center’s goals of finding new ways to utilize isotopic ratio methods to study earth processes, and applying isotopic and chemical analysis procedures to specific environmental and energy problems of national interest.

Current research programs include: (1) the development of models that use isotopic composition data from element pairs in fluids to constrain fluid flow rates, water-mineral reaction rates, and the geometry and spacing of fractures in rock matrices; (2) the development and application of noble gas isotopes as natural tracers for fluid source and movement in hydrocarbon and geothermal systems; (3) development of techniques for dating Quaternary geological events using uranium-thorium-helium systematics; (4) the geochemical monitoring and analysis of large-scale experiments simulating the effects of nuclear waste heat generation within the proposed repository in Yucca Mountain, Nevada; (5) the application of helium and neodymium isotopes to determine magma-chamber recharge rates in areas having possible volcanic hazards or the potential for geothermal energy extraction; (6) the development of carbon, nitrogen, and oxygen isotope techniques for quantifying in situ bioremediation and environmental restoration; (7) the use of carbon isotopes to quantify rates of organic carbon cycling and storage efficiency in soils, the impact of climate
change on carbon cycling, and linkages between carbon, water, and nitrogen cycles, (8) application of natural isotopic tracers to follow the movement of water and contaminates through the vadose zone and in groundwater, and (9) applications of hydrogen and oxygen isotopes to issues concerning the water cycle. A new program is under way to study iron isotope variations as a tracer in the oceanic and terrestrial iron cycles.

**ATMOSPHERE AND OCEAN SCIENCES**

The focus of this group is on the characterization of conditions and chemical components in the oceans and atmosphere, and on the development of process models using these inputs (combined with other hydrospheric data) to explain and predict climatic change.

The California Water Resources Research and Applications Center maintains a suite of research and operational tools for weather forecasts, climate prediction, and basic research. Ongoing collaborations include: streamflow simulations with the National Oceanic & Atmospheric Administration's California Nevada River Forecast Center; runoff contaminant monitoring and management with the U.S. Bureau of Reclamation; development of landslide-hazard prediction models with faculty at UC Berkeley; development of snow-cover and snow-water equivalent maps for California with UC Santa Barbara; and development of a shared information distribution system with the U.S. Department of Energy's Accelerated Climate Prediction Initiative (DOE/ACPI) collaborators. Outreach activities for this year have included a scientific exchange program with AmazonTech.

The central motivation for ocean science research in this group is to better understand the biological and physical processes governing carbon in the ocean, how these processes affect the balance of CO₂ between atmosphere and ocean, and the efficacy of using the oceans to sequester carbon. The issues are technologically challenging because of the rapidity of ocean biological processes—the entire carbon biomass in the ocean is replaced every one or two weeks.

The Berkeley Lab team collaborates with other scientists to deploy Carbon Explorers—robotic floats with telemetry capability and special sensors that can measure the distribution and fate of ocean carbon, as well as temperature, salinity, and pressure. In the laboratory, work is directed at expanding the sensor suite carried by Carbon Explorers. The latest innovation is an imaging optical sensor designed to simultaneously quantify the sedimentation of both inorganic and organic particulate carbon. The first Explorers documented the response of marine biota to iron deposited in the Pacific Ocean by a massive dust storm that had originated in Asia. In the Southern Ocean, Carbon Explorers have quantified biomass enhancement in response to deliberate iron addition to the ocean. A large-volume in situ filtration system is also used to collect size-fractionated particulate samples from surface to kilometer depths in the oceans.

**GEOCHEMICAL TRANSPORT**

A major effort of this group is the simulation and study of coupled mineral-water-gas reactive transport in unsaturated porous media. The work covers a wide range of processes under differing geologic environments, including infiltration/evaporation processes in the soil zone, reactive transport processes in fractured rock under boiling conditions, injection of CO₂ in deep aquifers, and hydrothermal alteration in geothermal systems. Although reactive transport modeling and code development are the predominant activities, the group is also active in planning the analysis and drilling activities for underground thermal experiments, laboratory experiments, and field studies of geothermal systems and natural analogues for nuclear waste isolation.

Much of the work is focused on predicting thermally driven processes accompanying the proposed emplacement of high-level nuclear waste at Yucca Mountain, Nevada, and on understanding the evolution of the natural hydrogeochemical system. The group has expanded its efforts to studies of geothermal systems, CO₂ sequestration, and modeling of stable isotope variations in the vadose zone. Collaboration among...
others in the division brings together essential pieces of the problem, including hydrological processes in the unsaturated zone, thermodynamics and kinetics of geochemical processes, and isotopic effects.

Current projects include:

- Simulation and analysis of an ongoing large-scale underground thermal test, and planning of future drilling and sampling efforts
- Prediction of coupled thermal-hydrological-chemical processes around potential waste emplacement tunnels to evaluate changes in water and gas chemistry, mineralogy, and flow
- Analysis of geochemical and isotopic data from Yucca Mountain, including $^{36}$Cl as a bomb-pulse tracer, to constrain models of flow and transport in the unsaturated zone
- Development of models for reactive transport in unsaturated systems and co-developers of the reactive transport code TOUGHREACT
- Evaluation and development of improved thermodynamic and kinetic databases for water-rock interaction modeling, including new relations for CO$_2$ solubility to model CO$_2$ sequestration
- Research on natural analogue sites, including (a) analysis and modeling of continuously cored intervals from the Yellowstone geothermal system to assess effects of mineral alteration on fracture and matrix permeability; (b) study of flow, transport, and secondary mineralization at Peña Blanca, Mexico; and (c) study of anthropogenic analogues, such as those at the Idaho National Engineering and Environmental Laboratory
- Modeling of CO$_2$ sequestration in saline aquifers, including the impact of acid gas components, H$_2$S and SO$_2$ and interactions with shale confining beds
- Modeling hydrothermal alteration in geothermal systems.
- Simulation of the effects of scaling and acidization on permeability in geothermal injection wells at the Tiwi geothermal field, Philippines
- Study of chemical interaction between formation waters, injected waste fluids, and host rock during deep well injection
- Development of a Pitzer-type geochemical reactive transport model and simulation of high-ionic-strength groundwater contamination

**FUNDING**

Funding for the Geochemistry Department comes from a variety of sources within the U.S. Department of Energy, including: the Director, Office of Science, Office of Basic Energy Sciences, Divisions of Materials Sciences, Engineering and Geosciences; Office of Environmental Management, Office of Science and Technology; Office of Energy Efficiency and Renewable Energy; Office of Utility Technologies, Office of Geothermal Technologies; Office of Biological and Environmental Research; and the Office of Civilian Radioactive Waste Management. Additional funding is provided by the U.S. Environmental Protection Agency; U.S. Navy; National Aeronautics and Space Administration; Office of Space Science and NASA Earth Enterprise; National Science Foundation, Office of Polar Programs; the University of California Campus-Laboratory Collaboration Hydrology Project; National Oceanographic Partnership Program (administered by the Office of Naval Research); National Oceanic and Atmospheric Administration, Office of Global Programs of the U.S. Department of Commerce, and the Laboratory-Directed Research and Development (LDRD) Program at Berkeley Lab.
MICROBIAL ECOLOGY AND ENVIRONMENTAL ENGINEERING

Terry C. Hazen
510/486-6223
tchazen@lbl.gov

HYDROECOLOGICAL ENGINEERING ADVANCED DECISION SUPPORT (HEADS)

The HEADS research group has established a strong track record in the rapidly growing, new subject area of Ecological Engineering. The term hydroecological engineering signifies the group’s concentration on water resources and wastewater engineering. Recognizing the growth in the field of environmental informatics and the application of computer-based models in the development of decision support systems, the group is active in this niche area. Interest in decision support interfaces well with the group’s expertise in the deployment of real-time flow and water quality sensors, rapid laboratory assessment techniques, and mathematical models to develop an early warning system for contaminant management and containment.

MOLECULAR MICROBIAL ECOLOGY (MME)

Understanding microbial interactions is key to the study of global warming, biodegradation of harmful compounds, and the exploration of complex microbial communities in their natural environment. The DOE has placed an increased emphasis on the role microbes play in modifying their environment and their impact on energy security. The MME group has responded to these needs by aggressively seeking out new projects and expanding its staff to develop new core capabilities. One of the key challenges has been to harness the explosion of microbial DNA sequence information to accurately measure the microbial dynamics in extreme environments. Since less than one percent of the microbial species can be cultured from these environments, our knowledge of what these organisms may be doing is limited to where they are observed and the similarity of their genomes to studied organisms. By understanding the ecological structure of microbial communities and the fine-scale dynamics resulting from subtle perturbations, it may be possible to identify novel functional pathways and use the diverse microbial capabilities to assist in key DOE missions. The molecular tools being developed in the ESD’s Center for Environmental Biotechnology will position us to be leaders in this area.

SCIENTIFIC FOCUS AREAS

The Microbial Ecology and Environmental Engineering Department (MEEED) intends to maintain the highest quality and highest visibility for its research and development in four areas:

1. Hydroecological engineering advanced decision support
2. Molecular microbial ecology
3. Real-time assessment of bioavailability and biokinetics
4. Bioremediation and natural attenuation

These four R&D areas are largely integrated, but contain some domains that are not inclusive. These four areas are considered MEEED’s core competencies.
REAL-TIME ASSESSMENT OF BIOAVAILABILITY AND BIOKINETICS (RABB)

Interactions between environmental pollutants and ecological receptors begin when the pollutants become available to the target sites of a live ecological receptor. The ability to characterize the dynamics of the bioavailability of pollutants, their transformation kinetics, and the subsequent ecological response is a keystone to advancing the science in relevant DOE areas, including biogeochemistry, bioremediation, and exposure and risk assessment. Since 1999, the RABB research group at MEEED has pioneered the development and application of several cutting-edge technologies, such as synchrotron radiation-based spectromicroscopy, in vitro human gastrointestinal mimetic reactors, and in vivo mouse protocols that allow for the real-time assessment of bioavailability and biokinetics of environmental pollutants. The RABB group intends to establish this capability further by seeking out new projects and new collaborators, as well as expanding our staff, to position us as leaders in the areas of biological and environmental sciences.

BIOREMEDIATION AND NATURAL ATTENUATION

Bioremediation and natural attenuation have been rapidly growing areas of science over the past decade. The acceptance of natural attenuation as a solution for cleaning up contaminated sites, and DOE’s recognition that they will have long-term stewardship issues that they must address at the most contaminated sites, have greatly increased the urgency for basic and applied research related to microbial ecology and biogeochemistry. This type of research is truly enabling for natural attenuation, since characterization, predictions, and verification monitoring require a strong scientific basis. Natural attenuation is viewed as the best solution for cleaning up many waste sites and will save billions of dollars in cleanup costs.

MEEED scientists and engineers are recognized leaders in the field of bioremediation and natural attenuation. The Center for Environmental Biotechnology provides the primary facilities used by MEEED, including state-of-the-art equipment for microbiology and environmental engineering.

MEEED investigators have extensive experience in both water treatment and bioremediation, especially co-metabolic biodegradation and the treatment of inhibitory compounds. In addition to basic research, MEEED investigators have been involved in various aspects of more than 60 field demonstrations and deployments, and have five patents in this area that are licensed to more than 30 companies. The types of contaminants in which MEEED investigators have expertise include chlorinated solvents, petroleum hydrocarbons, polynuclear aromatic hydrocarbons, ketones, methyl tert-butyl ether (MTBE), TNT, inorganic nitrogen (NO₃, NH₄), tritium, plutonium, neptunium, chromium, and uranium. The Bioremediation and Natural Attenuation area has both basic research and field application foci for the MEEED. The basic research foci are co-metabolism, biotreatability, biotransformation kinetics, and modeling of biogeochemical processes. Field-application foci are co-metabolic techniques, biogeochemical assessment techniques, and modeling of attenuation and environmental fate.

FUNDING

MEEED personnel are funded by DOE programs in (1) the Office of Science, Office of Biological and Environmental Research (OBER) (Natural and Accelerated Bioremediation Research Program); (2) the Office of Environmental Management, Offices of Science and Technology and Environmental Restoration Program; (3) the Office of Fossil Research, the Petroleum Environmental Research Forum; and (4) the National Nuclear Security Administration, Office of Nonproliferation Research and Engineering (NN20). In addition, support is provided by the U.S. Department of Homeland Security, the Department of Agriculture; the Department of the Interior, Bureau of Land Management, and Bureau of Reclamation under the CALFED program, for bioreactor treatment of groundwater containing MTBE obtained from a remediation company, as well as several projects with remediation companies using DOE-patented technologies for in situ bioremediation. MEEED personnel are also funded by Berkeley Lab’s Laboratory Directed Research and Development (LDRD) Program in the area of aerobic bioreactor studies of landfills.
FUNDAMENTAL AND EXPLORATORY RESEARCH

NUCLEAR WASTE

ENERGY RESOURCES

ENVIRONMENTAL REMEDIATION TECHNOLOGY

CLIMATE VARIABILITY AND CARBON MANAGEMENT
The Fundamental and Exploratory Research Program (FERP) covers fundamental earth sciences research conducted in support of the Department of Energy’s science mission. This mission includes research in the natural sciences to provide a basis for new and improved energy technologies and for understanding and mitigating the environmental impacts of energy development and use. FERP also includes exploratory research in important new energy and environmental topics conducted under the Laboratory Directed Research and Development (LDRD) program. The scientific insights and breakthroughs achieved in FERP often become the underpinnings for projects that support DOE’s applied research and development program offices.

Over the years, the basic earth sciences research program at Berkeley Lab has focused on three broad earth sciences problems:

1. Fundamental studies of chemical and mass transport in geologic media, with special reference to predictive modeling of multiphase, multicomponent, nonisothermal fluid flow in saturated and unsaturated fractured rocks

2. The development of new isotopic techniques for understanding the nature of a broad range of global processes—from the relatively short-term effects of natural fluid migration in the crust to longer-term (i.e., 10–20 thousand years) global climate variations

3. Fundamental studies in the propagation of seismic/acoustic and broadband electromagnetic waves through geologic media, with emphasis on new computational techniques for high-resolution imaging of near-surface and crustal structures (such as possible fracture flow paths) and for inferring the types of fluids present in pores and fractures

Results from these research endeavors have had a major impact on applied energy, carbon management/climate change, environmental, and radioactive waste management programs. Current research projects are briefly described here.

**CHEMICAL AND MASS TRANSPORT INVESTIGATIONS**

Current research in this area is focused on colloid transport in unsaturated porous media and rock fractures, chemical transport in structured porous media, unsaturated fast flow in fractured rock, and production and evaluation of coupled processes for CO2 in aquifers. Our recent colloid research has been focused on quantifying the partitioning of surface-active colloids at the air-water interfaces. Much effort has been devoted to characterizing surface accumulations of colloids. We have recently developed a simple dynamic method to quantify colloid-surface excesses at air-water interfaces without requiring assumptions concerning the thickness of interfacial regions.

The studies of chemical transport in structured porous media have focused on Cr(VI) diffusion and reduction to Cr(III) within natural soil aggregates, to test the validity of our previously reported results from synthetic soil aggregates. Experiments were conducted on intact aggregates of Altamont clay. Work on unsaturated fast flow in fractured rock concerns water films on fracture surfaces under near-zero (negative) matric potentials and examines the possibility of fast, unsaturated flow under “tension.” We showed that at matric potentials greater than that needed to saturate the rock matrix, transmissive water films can develop on fracture surfaces.
In the work on prediction and evaluation of coupled processes for CO₂ disposal in aquifers, the accuracy of published data and correlations for thermophysical properties of CO₂ (density, viscosity, enthalpy) is being evaluated for the range of pressure and temperature conditions of interest in aquifer disposal. Suitable correlations were implemented in our multipurpose simulator TOUGH2. Pre-existing models for CO₂ dissolution in aqueous fluids were enhanced by incorporating salinity and fugacity effects. Special techniques were developed for describing the movement of sharp CO₂-water interfaces during immiscible displacement of saline brines by CO₂.

**ISOTOPE GEOCHEMISTRY**

The Center for Isotope Geochemistry (CIG) is a state-of-the-art analytical facility established in 1988 to measure the concentrations and isotopic compositions of elements in rocks, minerals, and fluids in the earth’s crust, atmosphere, and oceans. Fundamental research conducted at this center is directed at finding new ways to use isotopic information to study earth processes, such as long-term climate changes, and at predicting the chemical transport of mantle-derived or deep crustal fluids as they move through the crust.

One of the major problems being studied at CIG is how to estimate fluid-solid reaction rates in natural-groundwater higher-temperature geothermal conditions, particularly as these rates affect mineral dissolution and secondary mineral precipitation. ESD researchers are developing novel ways of estimating reaction rates by using isotopic tracers (primarily strontium, but also uranium and neodymium) to determine solid-fluid exchange rates in various natural situations. Scientists are able to derive the “reaction length,” a parameter that depends on the ratio of isotope transport by diffusion and advection to the reaction rate. The ultimate objective is to understand the microscopic (as well as pore-scale and mesoscale) characteristics of natural systems that have been characterized in terms of “field scale” reaction-rate measures. An intermediate goal is to establish empirically the natural range of fluid-solid reaction rates.

**ADVANCED COMPUTATION FOR EARTH IMAGING**

The Center for Computational Seismology (CCS) was created in 1983 as the Berkeley Lab and UC Berkeley nucleus for seismic research related to data processing, advanced imaging, and visualization. In recent years, a great deal of cross-fertilization between seismologists and other geophysicists and hydrogeologists has developed within the division, resulting in collaborations on a wide variety of fundamental imaging problems. A primary thrust in this research has been to jointly develop seismic and electrical methods for understanding fluid flow and properties within the subsurface. In addition, fundamental studies on improved inversion and modeling of complex media in 3D are being carried out to analyze such effects as matrix heterogeneity fluid flow and anisotropy. Applications range from small-scale environmental problems to oil and gas reservoirs.

**ROCK PHYSICS**

A variety of rock and soil science experiments are being conducted through ESD’s Geoscience Measurements Facility, which supports both field and laboratory work. In one new laboratory project, researchers are studying the compaction and fracturing of weakly cemented granular rocks. This study examines the effect of micromechanical properties of weak granular rock on macroscopic properties such as load-displacement response, ultimate strength, and failure mode. In a second study, a fundamental investigation of scattering and intrinsic attenuation of seismic waves in rock with heterogeneous distributions of fluids and gas is being conducted. This research represents a departure from past rock-physics studies on seismic attenuation, in that the emphasis here is not a detailed study of a specific attenuation mechanism, but rather to investigate theoretical and laboratory methods for obtaining separate estimates of scattering and intrinsic attenuation in rock with heterogeneous pore-fluid distributions.

**FUNDING**

Funding for research in the Fundamental and Exploratory Research Program comes from a variety of sources. These include (primarily) the U.S. Department of Energy, through the Director, Office of Science, Office of Basic Energy Sciences, Division of Chemical Sciences, Geosciences, and Biosciences; the Office of Biological and Environmental Research; the Assistant Secretary for Fossil Energy, Office of Natural Gas and Petroleum Technology, National Petroleum Technology Office, Natural Gas and Oil Technology Partnership; and the Office of Environmental Management Science Program. Funding is also provided by the Laboratory Directed Research and Development Program (LDRD) at Berkeley Lab.
U-Th/He Age Determinations on Volcanic Rocks: A New Tool for Quaternary Geochronology

Sarah M. Aciego, B. Mack Kennedy, John N. Christensen, Donald J. DePaolo, and Ian Hutcheon

Lawrence Livermore National Laboratory
Contact: Sarah M. Aciego, 510/486-4975, smaciego@lbl.gov

RESEARCH OBJECTIVES

Determining the age or time scale of events that have occurred within the past million years is still a challenge to geoscientists and an invaluable tool in evaluating hazards on the time scale of human life. Both radiocarbon and argon-argon (Ar-Ar) dating can be restricted due to a lack of appropriate phases or materials associated with the event. The uranium-thorium/helium (U-Th/He) system, which has been used successfully for thermochronology on zircon and apatite, has potential for dating young volcanic rocks. Our goal is to investigate the viability of applying the U-Th/He dating method to late Quaternary volcanic rocks containing relatively common minerals, such as garnet and olivine, that are not viable for Ar-Ar and radiocarbon dating.

APPROACH

The U-Th/He dating method is based on the radiogenic production of 4He from the alpha decay of U and Th. An age is calculated for the accumulated 4He/U-Th ratio measured in the sample. The accuracy of the age can be compromised by the high mobility of helium in most minerals, gain or loss of 4He by alpha recoil, and isotopic disequilibrium in the U-Th-Pb decay chains. Therefore, to evaluate the viability of the method, we conducted a study of garnet phenocrysts from the 79 A.D. eruption of Vesuvius collected at the Villa of Poppea in Pompeii.

ACCOMPLISHMENTS

To thoroughly test the validity of this method for dating young samples, we had to address several issues: diffusive loss, trapped helium, loss or gain of 4He from alpha recoil, and changing production of 4He because of isotopic disequilibrium in the U and Th decay chains. Crushing and step-heating experiments were done to determine the amount of helium trapped and lost by diffusion. The distribution of U and Th was determined by ion microprobe techniques, and then applied to a simple model to determine loss and gain of helium by alpha recoil. Measurement of the isotopic ratios within the U-Th-Pb decay chains allowed us to correct the calculated age for radioactive equilibrium. Given these considerations, the resultant age of 1,866 ± 243 years indicates that the U-Th/He method is applicable to dating Holocene volcanic samples with accuracy and precision of ± 13% on samples with 20 ppm U.

SIGNIFICANCE OF FINDINGS

The calculated age of the Vesuvius lava validates the U-Th/He method for the dating of young volcanic systems. The age of the Vesuvius samples is extremely small compared to the 1.8 million year age range covered by the Quaternary epoch. Older samples should contain much larger amounts of radiogenic helium for the same amount of U and Th or similar amounts of helium for smaller concentrations of U and Th. The method can now be applied to a range of young lavas that contain fewer mineral phases and were previously not datable using existing Ar-Ar and radiocarbon techniques.
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Figure 1. Etching of 79 A.D. eruption of Mount Vesuvius as viewed from the sea. Inset is comparison of ages calculated using Ar-Ar dating (Renne et al., 1997) and U-Th/He dating with age determined by observations of Pliny the Younger.
KINETIC FRACTIONATION OF LITHIUM ISOTOPES BY DIFFUSION IN WATER
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RESEARCH OBJECTIVES

The mass-dependent fractionation of stable isotopes can occur during a number of physical processes, only some of which are well understood theoretically and well investigated experimentally. In particular, the kinetic fractionation of isotopes during diffusion, though understood for gaseous systems, is not well characterized and understood for condensed systems such as liquid water or silicate melts. In the simple case of diffusion of a monatomic gaseous species in an isothermal gas, the ratio of the diffusivities for two isotopes of an element is proportional to the square root of the inverse ratio of the isotope masses. This arises from the equivalence in kinetic energy for molecules in an isothermal gas. In condensed systems such as silicate melts, this simple relationship does not appear to hold. We undertook experiments in aqueous solutions to better understand the phenomenon of kinetic fractionation during diffusion. Results could provide a signature for diffusion in geochemical systems, as well as add to fundamental understanding of the structure and behavior of ion complexes in aqueous solutions.

Figure 1. Plot of F, the fraction of Li remaining in the flask, vs. 7Li, a measure of the Li isotopic composition. Large black squares = data for flasks, blue triangles = data for containers. Model curves are shown for different hydration numbers (# of waters in the hydration sphere) and exponential factors (\(\delta\)). The inset shows the experimental setup, a flask of Li solution immersed and communicating with a larger volume of pure water.

APPROACH

The experimental setup consists of a 0.7 mL glass flask immersed in a larger (~300x) volume container (see inset, Figure 1). The flask is filled with a solution of the element of interest and communicates with the larger container via a thin tube. The experiments reported here used a ~700 ppm lithium chloride (LiCl) solution in the flask and high purity water in the surrounding container. Pairs of flasks and containers were set up and allowed to exchange for periods ranging from 31 days to 99 days. At the end of an experiment, we measured the concentrations of Li remaining in the flask and built up in the container. Lithium isotopic compositions (\(\delta^{7}\text{Li}/\delta^{6}\text{Li}\) ratios) were measured by multiple-collector ICP mass spectrometry (MC-ICPMS).

ACCOMPLISHMENTS

The results of nine experimental runs with durations ranging from 31 to 99 days are displayed in Figure 1, where F, the fraction of the original Li remaining in the bulb, is plotted against \(\delta^{7}\text{Li}\), a measure of Li isotopic composition. The longest duration experiment left only 1.5% of the original amount of Li in the flask, the balance having diffused into the container volume. As F decreases and Li diffuses from the flask, the isotopic composition of the Li in the flask is fractionated, with more of the heavier \(^{7}\text{Li}\) left in the flask than the lighter \(^{6}\text{Li}\). This demonstrates that kinetic fractionation of Li isotopes does occur, in contrast to similar experiments involving magnesium that failed to resolve a fractionation effect.

SIGNIFICANCE OF FINDINGS

Though fractionation was observed, it was not as great as would be predicted by the theory for gaseous diffusion. A portion of the discrepancy may result from Li\(^+\) diffusing as a hydrated complex, diluting the \(^{6}\text{Li}-^{7}\text{Li}\) mass difference. Models and observations suggest that a sphere of four to six water molecules surrounds Li\(^+\) ions. But for an exponent of 0.5, as for a gas, it would require a sphere of 11 waters, an improbably number. If the hydration sphere consists of four waters, then an exponential factor of ~0.2 reproduces the data. This may reflect the inelastic nature of interactions between water molecules and the Li\(^+\) hydrated complex. Further experiments are being conducted to better understand and independently constrain the exponential factor and the hydration number.
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**FILM FLOW ALONG TUNNEL WALLS**
Teamrat A. Ghezzehei and Stefan Finsterle
Contact: Teamrat A. Ghezzehei, 510/486-5688, taghezzehei@lbl.gov

**RESEARCH OBJECTIVES**

Dripping of liquid water into tunnels or caves affects natural processes (such as formation of speleothems) and is important to engineering applications (such as mining and geologic disposal of nuclear wastes). Current computer models of these processes assume that liquid water drips immediately after entering the tunnel. In contrast, recent field observations showed that film flow and wetting of tunnel walls result in a temporal and spatial lag between liquid emergence and subsequent dripping. The objective of this research is to assess the impact on seepage of film flow along rough tunnel walls and provide a framework for realistic modeling of seepage and evaporation.

**APPROACH**

In this research, conceptual models are developed by capitalizing on recent advances in our understanding and modeling of (1) unsaturated flow near and around tunnels, (2) characterization of unsaturated flow on rough surfaces, and (3) dripping from pendant rivulets. To provide better insight into these hitherto poorly understood phenomena, the research favors analytical models that use simplified geometries and flow conditions.

**ACCOMPLISHMENTS**

The conceptual model developed thus far is schematically described in Figure 1. Liquid water enters subsurface tunnels at regions where the near-ceiling pores or fractures are fully saturated. Subsequently, the rough tunnel walls intercept the liquid, and film flow occurs, mediated by the capillary roughness, which is generally on the order of one millimeter. Flow along the unsaturated wall is driven by capillary and gravitational gradients, as described by the Buckingham-Darcy law. In the unsaturated portions of the tunnel wall, relatively strong capillary adhesion prevents dripping. Dripping occurs at any location on the ceiling where sufficient positive pressures develop with aerial extent equivalent to the base area of a pendant drop. To facilitate derivation of an analytical solution, we developed a one-dimensional steady-state model for a cylindrical tunnel, as shown in the right panel of Figure 1.

**SIGNIFICANCE OF FINDINGS**

Typical capillary pressure (\(\psi\)) profiles for several tunnel sizes are shown in Figure 1. Generally, the wetness of the crown region increases with tunnel size because of reduced gravitational forces that are insufficient to drive the liquid away. Consequently, larger tunnels are more prone to dripping. The variable wetness of tunnel walls can be used for physically based estimation of evaporation losses into the tunnel air.

**RELATED PUBLICATION**
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Figure 1. Schematic diagram of film flow along a cylindrical tunnel wall. The cross section depicts liquid entry at the crown and film flow mediated by capillary roughness. The right panel shows the one-dimensional model of film flow along the tunnel wall and typical capillary pressure profiles for several tunnel sizes.
Air-derived Noble Gases in Sediments: Implications for Basin-Scale Hydrogeology

B. Mack Kennedy, Tom Torgersen¹, and Matthijs C. van Soest
¹Department of Marine Sciences, University of Connecticut
Contact: B. Mack Kennedy, 510/486-6451, bmkennedy@lbl.gov

Research Objectives

The goal of this project is to isolate and identify the various air-derived noble gas components in sediments, particularly (but not exclusively) those sediments associated with hydrocarbon systems. This project is designed to address how noble gas elemental patterns are acquired and retained in rocks and minerals and how they are transferred to the fluid phases in which they have been measured.

Approach

Laboratory and theoretical studies are carried out to (1) identify and isolate the carrier phases of the various air-derived noble gas components in sedimentary rocks and minerals, (2) investigate the process(es) responsible for acquisition and subsequent trapping of the components in their sedimentary carrier phases, and (3) evaluate the mechanisms that release these noble gas components to the ambient hydrological system under temperatures and pressures encountered in natural basin processes.

Accomplishments

We have examined adsorption and diffusion-controlled fractionation of noble gases as an explanation for the absolute and relative abundances observed in sedimentary rocks. The model uses diffusive filling and emptying of (1) angstrom-scale half spaces and (2) a system of labyrinths-with-constrictions on the order of the diffusing species’ atomic diameter (Figure 1a). Since physical properties of the noble gases are strong functions of atomic mass, the individual diffusion coefficients, adsorption coefficients, and atomic diameters combine to enhance the transport of neon (Ne) while impeding xenon (Xe) (Figure 1b).

Significance of Findings

The model results compare favorably with literature data for noble gas concentrations and relative abundances in terrestrial rocks. It is generally assumed that the source for all atmospheric noble gases in subsurface fluids is air-saturated water. Evidence for water-derived noble gases in hydrocarbon systems is extensive and provides strong support that water plays an important role in hydrocarbon systems. However, excesses of atmospheric xenon and neon recently identified in hydrocarbon systems may be derived from the source and reservoir rocks associated with the system (Torgersen and Kennedy, 1999; Kennedy et al., 2002). If so, future noble gas studies of fluid sources and flow will have to consider sediments as potential sources for atmospheric noble gases, which up till now have been mostly ignored.
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RESEARCH OBJECTIVES

This project develops isotope tracers for identifying fluid and heat sources and studying fluid processes in geothermal systems. Recently, we have concentrated on identifying geochemical and/or isotopic signals that can be used to locate geothermal systems in regions lacking recent volcanic activity and surface manifestations of deep hot fluids.

APPROACH

Fluids within the earth’s crust contain noble gases (helium [He], neon [Ne], argon [Ar], krypton [Kr], and xenon [Xe]) from a variety of sources, each characterized by a unique composition, and therefore contributions from different sources can be easily identified. For instance, geothermal fluids that acquire heat from active magma systems are strongly enriched in $^3$He, with $^3$He/$^4$He ratios up to 9 times the ratio in air ($R/Ra \sim 9$); those that acquire heat from the natural thermal gradient are depleted in $^3$He ($R/Ra \sim 0.02$). This vast difference provides a sensitive quantitative measure of fluid and heat source driving a geothermal system and fluid mixing within the system.

ACCOMPLISHMENTS

The Dixie Valley Geothermal Field, Nevada, is considered a classic nonmagmatic geothermal system that acquires heat by deep fluid circulation. Similar systems occur throughout the Basin and Range Province of northern Nevada. Fluids sampled throughout Dixie Valley (Figure 1a) have a range in helium isotopic compositions (~0.3–0.8 Ra). The highest values (0.7–0.8 Ra), found in fluids produced from the Dixie Valley Geothermal Field, suggest that the natural thermal gradient provides ~85–90% of the reservoir heat. Co-variations between He isotopic composition and abundances (Figure 1b) require mixing of two fluids, and also require that all of the sampled features (except Well 66-21) contain a fluid component indistinguishable from that produced from the geothermal field.

SIGNIFICANCE OF FINDINGS

The observation of a common deep fluid throughout Dixie Valley suggests the presence of a larger exploitable geothermal resource than presently under production. This study also demonstrates the utility of noble gas isotopes for finding and evaluating the extent of hidden geothermal systems.
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Figure 1a: Map showing the location of Dixie Valley wells, springs, fumaroles, and the Dixie Valley Geothermal Field. Features identified by letters (see Legend) were sampled for noble gas isotope analyses.

Figure 1b: Helium isotopic compositions ($R/Ra$) for the Dixie Valley samples are plotted as a function of the $4$He/$36$Ar ratio (normalized to the ratio in air). The F($4$He) values reflect the degree of helium enrichment relative to that expected for young meteoric waters [F($4$He)~0.2]. The composition of Dixie Valley geothermal production wells plot within the ellipse. The dotted line emanating from the ellipse portrays the trajectory expected for either boiling (e.g., Senator’s Toe and Fumarole) or air contamination (SE Fumarole). The dashed line depicts two fluids mixing. Numbers in parentheses are calculated chemical geothermometer temperatures.
SYNTHESIS, CHARACTERIZATION, AND REACTIVITY OF NANOPARTICULATE GOETHITE
Christopher S. Kim, Jill F. Banfield, and Glenn A. Waychunas
Contact: Christopher S. Kim, 510/486-7709, cskim@lbl.gov

RESEARCH OBJECTIVES
Nanoparticles feature high surface areas, a tendency to remain in suspension, and differences in their chemical/physical properties relative to bulk phases. As a result, the reactivity of nanoparticles to metal contaminants (e.g., As, Cu, Hg, Zn) may be greatly enhanced in inverse proportion to their size. The objectives of this research are to study the formation, growth, and reactivity of nanoparticulate goethite (α-FeOOH), one of the most common mineral phases in the environment and one of the most reactive in terms of metal-contaminant uptake.

APPROACH
Our approach involves the synthesis and characterization of nanoparticulate goethite over a range of sizes (from 10 to 100 nm). Studies of goethite nanoparticle growth over time are then paired with metal uptake studies and analysis of metal speciation at the mineral-water interface to understand any changes in reactivity as a function of size. Transmission electron microscopy (TEM), surface area analysis, x-ray diffraction (XRD), and dynamic light scattering (DLS) are used to characterize the differently sized batches of nanoscale goethite and determine their size, morphology, surface area, and size distribution. The growth and structure of the nanoparticles are investigated through small- and wide-angle x-ray scattering (SAXS/WAXS) spectroscopy, while metal uptake is studied using batch sorption experiments paired with inductively coupled plasma-atomic emission spectrometry (ICP-AES) and extended x-ray absorption fine structure (EXAFS) spectroscopy.

ACCOMPLISHMENTS
We have synthesized goethite over a range of 10–80 nm in diameter (surface areas >250 m²/g), using a microwave annealing process and aging at 90°C. The size distribution of the nanogoethite has been characterized with DLS and TEM. Analyzing aged samples with DLS shows that the nano-goethite exhibits two stages of growth (Figure 1): relatively rapid growth from 0 to 4 days (10–58 nm) and much slower growth from 4 to 33 days (58–78 nm). This may represent initial evidence of (oriented) aggregation as a mechanism for nanoparticle growth, in agreement with recent studies indicating that growth through aggregation dominates over growth from solution. This distinction is important in predicting the eventual fate/sequestration of metals that may sorb to nanoparticles during their growth.

The SAXS/WAXS spectroscopy work has focused on the in situ growth of nanoparticulate goethite suspensions at 90°C. Batch uptake experiments and corresponding EXAFS analysis have shown differences in the mode of metal speciation between 10 nm and 73 nm batches of goethite, indicating that there is a particle-size dependency on the method of metal sorption, perhaps caused by varying densities or proportions of sorption sites as a function of size.

FIGNIFICANCE OF FINDINGS
This work has important, fundamental implications for our understanding of how the properties of nanoscale materials, including reactivity to metals, may deviate with decreasing particle size. In addition, this research has potential applications in remediation of abandoned mines or industrially polluted regions, where high-surface-area, hypersorbtent phases such as nanoparticulate goethite may assist in the cleanup of heavy metals.

Figure 1. Dynamic light scattering (DLS) measurements tracking the growth of goethite nanoparticles as a function of aging time at 90°C.
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RESEARCH OBJECTIVES

The main goal of this project is to develop new seismic image processing technologies. These technologies will improve the quality and resolution of seismic images for complex media, as well as increase our knowledge of the physical processes in rocks.

APPROACH

A significant part of the project involves furthering our understanding of seismic wave propagation in an active fault zone. Our method involves attributing specific features of recorded seismic waves to the structural and physical properties of the fault, which allow extraction of more detailed information from the data. Analysis and interpretation of the data enable extensive numerical modeling of seismic wave propagation in the fault zones. We use microearthquake data from Parkfield, California (located on the San Andreas fault) to apply the new forward modeling techniques we have developed for use on a crustal scale. These techniques are complemented by an innovative guided-wave tomography inversion scheme to obtain high-resolution images of the fault zone core.

Numerical modeling and a number of field observations have indicated the usefulness of propagating fault zone guided waves (FZGW) at Parkfield, which has a 20 to 40% low-velocity fault zone 100 to 200 m wide.

ACCOMPLISHMENTS

Using amplitude guided-wave tomographic inversion, we obtained a unique image (Figure 1) of the inner structure of the San Andreas fault zone, with resolution exceeding travel-time P- and S-wave tomography by a factor of ten. The results show clearly that FZGW are most effectively generated within a well-defined region of the fault zone. This region plunges to the northwest through an area of extremely high seismicity, separating locked and slipping sections of the fault (as determined from both geodesy and microearthquake recurrence rates). We interpret this localized region of FZGW generation to be the northwest edge of the M6 asperity at Parkfield, the low attenuation most likely resulting from dewatering by fracture closure and/or fault-normal compression. Changes in fracture orientation, caused by a complex stress field in the boundary of creeping and locked zones of the fault, are also likely causes of the low attenuation.

SIGNIFICANCE OF FINDINGS

The obtained images indicate a high connectivity between various spatially dependent parameters (such as slip rate, stress change, and wave propagation velocities), which suggests their common origin. This study also shows that FZGW can be used for amplitude tomographic inversion, giving high-resolution, robust images of the narrow low-velocity layers (faults). FZGW-generated images contain several significant features of the fault zone—the region of shallow velocity change in the Vibroseis monitoring, high seismicity, the largest earthquakes and associated high slip rate, the 1966 M6 hypocenter, and the transition from locked to creeping behavior. These results, and specifically the content and quality of the produced images, reinforce the importance of guided waves for fault zone studies.
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Figure 1. In-fault attenuation-coefficient image of the FZGW tomographic reconstruction, showing the northwest-plunging region of inferred strong fault zone guided-wave generation, Vs contours, 1987–1998 seismicity (small red stars for M>4 events), and the 1966 M6 hypocenter.
RESEARCH OBJECTIVES

One of the main objectives of geophysical inversion is to describe various subsurface processes involving fluid flow. Hydrological properties such as fluid electrical conductivity and rock porosity cannot be directly obtained with conventional inversion techniques. The electromagnetic (EM) field propagating in the subsurface is a function of bulk conductivity, which in turn may be empirically related to porosity, pore-fluid conductivity, saturation, and occasionally the temperature. Similarly, the amplitude, phase, and velocity of seismic waves depend on several factors (such as porosity, density, elastic constants, temperature, and pressure). The objective of this study was to develop methodologies for directly mapping hydrological parameters using joint analysis of different geophysical data, along with the empirical relationships between geophysical and hydrological parameters.

APPROACH

To assess the feasibility of deriving hydrological properties directly, we introduced a joint-inversion technique using electromagnetic (EM) and seismic travel-time data (Tseng and Lee, 2001). Because of the limited capability inherent to the inversion techniques used, we decided to investigate advanced inversion schemes for the improved joint inversion. Most of the EM inversion studies in the literature involve full waveform, but there is a lack of similar studies in the seismic area. Full-waveform inversion of seismic data is difficult, partly because of the lack of precise knowledge about the source. Since currently available approaches involve some form of source approximation, inversion results are subject to the quality and choice of the source information used.

ACCOMPLISHMENTS

A new full-waveform inversion scheme has been developed in this research program, exploiting the useful property of the normalized waveform. A gather of seismic traces was first Fourier-transformed into the frequency domain, and a normalized waveform was obtained for each trace in the frequency domain. Normalization was done with respect to the frequency response of a reference trace selected from the gather. The source spectrum was eliminated during the normalization procedure. With its source spectrum eliminated, the normalized wavefield allowed us to construct an inversion algorithm without the source information. The inversion algorithm minimized misfits between the measured normalized wavefield and the numerically computed normalized wavefield.

The validity of the scheme has been successfully demonstrated using a simple 2-D synthetic model (Lee and Kim, 2003).

SIGNIFICANCE OF FINDINGS

Normalized wavefields depend, for a given source, only on the subsurface model and the position of the source, and are independent of the source spectrum by construction. The significance of this is that full-waveform inversion of seismic data can be achieved without the source information. With the new method, potential inversion errors caused by source estimation (required by conventional full-waveform inversion methods) can be eliminated.
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USE OF $^{234}$U/$^{238}$U RATIOS TO MEASURE IN SITU WEATHERING RATES IN THE HANFORD VADOSE ZONE

Katharine Maher, Donald J. DePaolo, and John N. Christensen
Contact: Katharine Maher, 510/642-9524, katem@eps.berkeley.edu

RESEARCH OBJECTIVES

Weathering rates of subsurface soil and rocks are difficult to quantify because of the difficulties in assessing the amount of reactive surface area and the thermodynamic potentials driving the chemical reactions. Mineral dissolution rates measured in the laboratory typically predict rates that are 2 to 4 orders of magnitude faster than estimates based on field measurements (White et al., 1996). Few field measurements are available, and most of those are on silicate soils. Almost no field measurements exist for deep vadose zone materials or for rocks in the saturated zone.

The uranium-series (U-series) isotope system can be used to measure reaction rates in aquifers and thick vadose zone environments. This approach is based on $\alpha$-recoil of $^{234}$Th atoms across grain boundaries, which enriches the pore fluid in $^{234}$U. Dissolution of the solid phase releases mainly $^{238}$U to the pore fluid, so that the $^{234}$U/$^{238}$U ratio of the pore fluid is a measure of the local ratio of the dissolution uranium flux to the $\alpha$-recoil flux (Tricca et al., 2001; DePaolo et al., 2003 submitted). The in situ reaction rate can be calculated from measurements of the $^{234}$U/$^{238}$U isotopic ratio of interstitial fluids and solid phases, if the $\alpha$-recoil flux can be estimated independently.

APPROACH

Uranium isotopes were measured for bulk sediment, sediment size fractions, pore fluids, the exchangeable fraction, and selected mineral phases of a 70 m vadose zone core at the Hanford Site, Washington, to estimate the mineral weathering rates and understand uranium distributions in the vadose zone. These measurements were performed using a Micromass IsoProbe multicollector ICP-MS at the Center for Isotope Geochemistry. A reactive transport model, aimed at comparing the U-series kinetics to those predicted by a multi-component thermodynamic model, is being constructed to further evaluate the results.

ACCOMPLISHMENTS

The measured $^{234}$U/$^{238}$U ratios for the vadose zone core yield weathering rates that are in general agreement with estimates based on other methods: approximately $10^{6.4}$ yr$^{-1}$ (Figure 1). These are the first measurements of uranium isotope compositions of the vadose zone pore waters and solid phases, and the first attempt to use these measurements to estimate weathering rates in the vadose zone.

SIGNIFICANCE OF FINDINGS

This study is the first to quantify reaction kinetics in the vadose zone. Perhaps the most significant contribution of this work is the development of an in situ method for determining precipitation/dissolution rates that, when coupled with other geochemical data, may help to decipher the mechanisms that control weathering in natural systems.
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Figure 1. (a) U isotope data from the 299-W22-48 core, Hanford, Washington. (b) Comparison of estimated weathering rates derived from Sr and U isotope studies.
**Detection and Identification of Unexploded Ordnance**

Frank Morrison, Alex Becker, Erika Gasperikova, and Torquil Smith

Contact: Erika Gasperikova, 510/486-4930, egasperikova@lbl.gov

**Research Objectives**

A recent Task Force Report lists some 1,500 sites comprising approximately 15 million acres that potentially contain unexploded ordnance (UXO). In practice, the major costs in cleanup are excavation and removal, but at present, 90% of the objects detected are non-UXO, and 75% of the cost of excavation is for these non-UXO objects. Existing systems can detect metallic objects in the ground, but cannot discriminate between the generally cylindrical and symmetric intact UXO and the scraps or fragments of exploded UXO that are harmless (Figure 1). It is the objective of this research to design and fabricate an optimum active electromagnetic (AEM) system that can extract from the measurements the best possible estimates of the location, size, shape, and metal content of a buried metallic object—in the presence of interfering responses from the ground and non-UXO metallic objects.

**Approach**

These objectives are being realized through simulators: numerical models of the electromagnetic response, produced by an arbitrary target in the ground, to an arbitrary configuration of transmitters and receivers. The simulators are then used for the forward calculations required in inverse solutions for (a) the depth, size, and aspect ratio of a target and (b) the configuration of the transmitters and receivers to optimize the calculations in (a).

**Accomplishments**

We have found that the depth, size, and principal moments (any target can be represented by three orthogonal principal dipole moments) can be derived from the response of a system consisting of three orthogonal transmitters and five sensitive induction-coil sensors mounted within a $1 \times 1$ m frame. Because of these findings, the project emphasis has shifted to making magnetic field sensors and instrumentation that can achieve measurement bandwidths (or time windows) that meet the specifications of the simulations. Since optimum determination of depth and orientation requires multiple-point sensors (arrays of compact sensors), we have developed small induction sensors to replace the large open-loop sensors currently used in all AEM systems.

![Figure 1. Conceptual representation of UXO in presence of clutter and geological noise](image)

**Significance of Findings**

We have designed a new generation of multisensor electromagnetic systems that can significantly extend the depth of UXO detection and, more importantly, determine key parameters of the object that will differentiate it from harmless scrap metal.
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Seismic Wave Scattering by Heterogeneous Fractures and Faults
Seiji Nakagawa, Aoife C. Toomey, and Larry R. Myer
Contact: Seiji Nakagawa, 510/486-7894, snakagawa@lbl.gov

Research Objectives
The conventional seismic displacement discontinuity (SDD) model for seismic wave scattering by single fractures and faults assumes a linear relationship between the wave-introduced, small relative displacement and the stress across a fracture. This relationship is represented by a material parameter called fracture compliance. Theoretical studies based upon the SDD model are usually limited to, or assume, fractures with a homogeneous distribution of fracture compliance on the fracture plane. Naturally occurring fractures and faults are, however, heterogeneous, with the microscale properties varying along the fracture plane. This variation gives rise to fracture compliance that is spatially heterogeneous and, possibly, auto-correlated. Since the heterogeneity of a fracture has a great impact on the hydraulic and mechanical properties of the fracture, understanding the effect of heterogeneity on the scattering of elastic waves can provide valuable tools for geophysical and nondestructive characterization of fracture properties.

Approach
The dynamic behavior of a real fracture and a fault can be modeled using an interface with a heterogeneous distribution of compliance, measured locally at some length scale much smaller than the seismic (elastic-wave) wavelengths. Analytical and numerical techniques to examine elastic-wave scattering by heterogeneous fractures and faults can be developed based on these “local” SDD boundary conditions and the plane-wave theory. This is achieved by simply applying a spatial Fourier transform to the conventional SDD conditions with the “local” fracture compliance. For this reason, the method is called the wavenumber-domain seismic-displacement-discontinuity (wd-SDD) method.

Accomplishments
An analytical model of the wd-SDD method was developed, and a numerical algorithm was written to simulate elastic-wave scattering by heterogeneous fractures and faults. The heterogeneity is quantitatively represented as a spatially correlated, random distribution of the fracture compliance on a fracture or fault plane. Some of the advantages of this method are that (1) wave scattering for a wide range of frequencies can be examined, (2) all mode-converted waves can be modeled (Figure 1), and (3) only a small computer is needed for the numerical simulations.

Significance of Findings
Using the developed method, we examined the scattering-induced, frequency-dependent behavior of average fracture compliance determined from the scattered waves measured in the far field. Our results showed that, for a spatially correlated, heterogeneous fracture-compliance distribution with a finite correlation length, the average compliance increases as a function of frequency at low frequencies, and then decreases at high frequencies. The transition frequency between the low and high frequency regimes can be related to the correlation length of the distribution. In contrast, for a self-affine (fractal) compliance distribution that does not have characteristic length scale, the numerical simulations show little or no peak in the compliance spectra. Also, these frequency-dependent compliances have a complex value, which can be misinterpreted as the viscoelastic property of the fracture.
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Figure 1. A computed three-dimensional snapshot (z-direction displacements) of plane elastic waves scattered by a fracture (shown as a green line at the center of the cube) with a heterogeneous compliance distribution. The propagation direction of the incident wave is \( (x, y, z) = (1, 1, 1) \). The symbols in the plot indicate Tp, transmitted compressional wave; Rp, reflected compressional wave; Ts, transmitted shear wave; Rs, reflected shear wave; and H, fracture head waves.
IMAGING ATTENUATION IN ROCK WITH HETEROGENEOUS MULTIPHASE FLUIDS

Kurt T. Nihei, S. Nakagawa, and T. Watanabe
Contact: Kurt T. Nihei, 510/486-5349, ktnihei@lbl.gov

RESEARCH OBJECTIVES

At the center of this project is a fundamental investigation of scattering and intrinsic attenuation of seismic waves in rock with heterogeneous distributions of fluids and gas. This research represents a departure from past rock-physics studies on seismic attenuation, in that the emphasis here is not on a detailed study of a specific attenuation mechanism. Rather, the emphasis is on investigating theoretical and laboratory methods for obtaining separate estimates of scattering and intrinsic attenuation in rock with heterogeneous pore-fluid distributions. We anticipate that methods for obtaining separate estimates of intrinsic and scattering attenuation may lead to higher-resolution methods for monitoring the movement of fluids in the subsurface.

APPROACH

During the first two years of this project, we have adopted a deterministic approach to the problem of attenuation imaging. The approach is to use full-waveform viscoelastic nonlinear inversion to image the frequency-dependent viscoelastic properties of the subsurface. The complex moduli determined from this inversion provide estimates of the frequency-dependent bulk and shear moduli and the P- and S-wave intrinsic attenuation. In principle, if the finite-difference modeling code used in the full-waveform inversion scheme correctly simulates wave propagation in a heterogeneous, viscoelastic medium, and the source-receiver coverage around the medium being probed is adequate, then the apparent attenuation caused by scattering off heterogeneities is removed in the inversion process. The attenuation estimated from the inverted complex moduli will be the intrinsic attenuation. However, in practice, it is expected that cumulative scattering off subwavelength heterogeneities (e.g., layering) may also effectively remove energy from the dominant arrivals. This research will use numerical modeling with heterogeneity to investigate these issues.

ACCOMPLISHMENTS

One key component of full-waveform viscoelastic imaging is its efficient numerical algorithm for computing the seismic response at the receiver locations for multiple sources. We have found that a faster finite-difference solution for time harmonic problems can be computed with an explicit (i.e., time-domain) method rather than an iterative implicit (i.e., frequency-domain) method. In this time-domain approach to frequency-domain modeling, a time-domain finite-difference code is run with harmonic waves out to steady state (Figure 1). The magnitude and phase at each location (x,z) are extracted from the time harmonic data using a phase-sensitive detection (PSD) algorithm. Tests performed using this algorithm demonstrate that it requires a simple summation over several cycles to obtain accurate magnitude and phase estimates. Tests have also shown that the algorithm works when multiple frequencies are present in the wavefield.

SIGNIFICANCE OF FINDINGS

Based on these results, a 2-D viscoelastic, anisotropic, frequency-domain, full-waveform inversion code is being built around a 2-D viscoelastic, anisotropic, time-domain, staggered-grid finite-difference code. We anticipate that this code will be significantly faster than, and capable of solving larger problems than, current viscoelastic frequency-domain inversion codes that utilize frequency-domain forward-modeling routines. We plan on completing and testing this inversion code later in 2003.
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Clay Mineral Surface Geochemistry: Structure of Water Adsorbed on a Mica Surface
Sung-Ho Park and Garrison Sposito
Contact: Sung-Ho Park, 510/643-372, sungho_park@lbl.gov

RESEARCH OBJECTIVES

The objective of this project is to obtain the detailed structural properties of hydration water on a micaeous mineral surface.

APPROACH

Our approach uses Monte Carlo simulations as implemented in the program MONTE. The Muscovite model formula, K_{16}Al_{23}(Al_{16}Si_{48}O_{160})(OH)_{32} was used with 256 water molecules in a simulation cell. This cell was then replicated infinitely in three dimensions to mimic a macrosopic mica-water interface system. The model potential functions used to represent water-water, counterion-water, counterion-counterion, counterion-mineral, and water-mineral interactions have been tested extensively and successfully for 2:1 clay-mineral hydrates. Our simulations were performed in a constant (NpT) ensemble, in which absolute temperature (T) and pressure applied normal to the mineral layers (s) are maintained at 300 K and 100 kPa, respectively.

ACCOMPLISHMENTS

We have ascertained the detailed molecular structure of the mica-water interface. Figure 1 compares the water O (oxygen) density profile we obtained by Monte Carlo simulation with that derived from x-ray reflectivity measurements (Cheng et al., 2001). The match between their profile and ours (within 4 Å from the surface O) is excellent, encouraging a direct interpretation of the two principal features in terms of adsorbed water species, as predicted by our simulation. The first peak in the O density profile describes the water molecules adsorbed near ditrigonal cavities, while the second peak corresponds to adsorbed water molecules distributed laterally at approximately 1.3 per surface cavity, as also reported by Cheng et al. (Figure 1). Visualization showed that most of these water molecules are oriented with one of their OH groups pointing toward the mineral surface O, which is consistent with hydrogen bond formation.

SIGNIFICANCE OF FINDINGS

Our simulation results were consistent with liquid-like disorder for the hydrate as a whole (Cheng et al., 2001) on the basis of their water O density profile tending to approach the bulk liquid limit after only a few oscillations (Figure 1). Overall, the structure of water adsorbed by micaeous minerals appears to be significantly more disordered than that of ice Ih. Our Monte Carlo results may also help to clarify the molecular interpretation of recent surface-force balance experiments involving hydration water between mica surfaces (Reviv et al., 2001). These experiments indicate that K+ counterions are displaced into the hydration layers, in agreement with our simulation results; that a single layer of strongly adsorbed water may exist at the mica surface, in agreement with Figure 1; and that hydration water films thicker than about 4 Å are liquid-like.
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INTERCOMPARISON OF SIMULATION CODES FOR GEOLOGIC SEQUESTRATION OF CO₂

Karsten Pruess
Contact: 415/486-6732, k_pruess@lbl.gov

RESEARCH OBJECTIVES

Mathematical models and numerical simulation tools play an important role in evaluating the feasibility of CO₂ storage in subsurface reservoirs, such as brine aquifers, producing or depleted oil and gas reservoirs, and coalbeds. We have designed and performed a code intercomparison study to explore the capabilities of numerical simulators to accurately and reliably model the important physical and chemical processes that would be taking place in CO₂ disposal systems. The overall objective of the study is to document and advance the state of the art in modeling CO₂ injection into subsurface reservoirs, and to establish credibility for currently available modeling approaches.

APPROACH

Berkeley Lab designed and directed the code intercomparison study. A set of eight test problems was assembled to examine flow processes during CO₂ injection into brine formations, depleted gas reservoirs, and oil reservoirs. Key issues addressed in these problems include (1) the thermodynamics of sub- and supercritical CO₂ and PVT properties of mixtures of CO₂ with other fluids, including (saline) water, oil, and natural gas; (2) the fluid mechanics of single and multiphase flow when CO₂ is injected into aquifers, oil reservoirs, and natural gas reservoirs; (3) coupled hydrochemical effects caused by interactions among CO₂, reservoir fluids, and primary mineral assemblages; (4) coupled hydromechanical effects, such as porosity and permeability change, caused by increased fluid pressures from CO₂ injection; and (5) space and time discretization effects. The test problems were distributed to interested groups of scientists and engineers, and the Internet was used as a convenient vehicle to help organize this effort.

ACCOMPLISHMENTS

Ten groups from six countries participated in the study, including Berkeley Lab, Stanford University, Lawrence Livermore National Laboratory, Los Alamos National Laboratory, Pacific Northwest National Laboratory, Alberta Research Council (Canada), Industrial Research Ltd. (New Zealand), CSIRO Petroleum (Australia), University of Stuttgart (Germany), and the Institut Français de Pétrol (France).

In the course of the study, a number of bugs were found and corrected in several simulation codes. Substantial agreement was achieved between results predicted from different simulators, but there exist areas with only fair agreement, as well as some significant discrepancies. Most discrepancies could be traced to differences in fluid property descriptions, an area that will clearly require continuing efforts by code developers to assure that realistic results can be obtained. Some disagreements were caused by effects from space and time discretization, while occasionally discrepancies were noted for which no rational explanation could be found.

A full presentation and discussion of results submitted by all groups are given in a laboratory report (Pruess et al., 2002). A separate report with a more detailed presentation of Berkeley Lab results for the saline-brine-formation problems is also available (Pruess and García, 2002). These reports, as well as other related materials, are available on the Web at http://www-esd.lbl.gov/GEOSSEQ/.

SIGNIFICANCE OF FINDINGS

Although code development work undoubtedly must continue, this work has shown that codes are available now that can robustly model the complex phenomena accompanying geologic storage of CO₂, and with quantitatively similar results.
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INVESTIGATION OF THE EFFECTS OF EVAPORATION AND INFILTRATION ON VADOSE ZONE PORO-FLUID $\delta^{18}$O VALUES AT HANFORD, USING TOUGHREACT

Michael J. Singleton, Eric L. Sonnenthal, Donald J. DePaolo, and Mark E. Conrad
Contact: Michael Singleton, 510/486-5241, mjsingleton@lbl.gov

RESEARCH OBJECTIVES

The fraction of rainfall that percolates deep into the vadose zone in arid regions is difficult to predict, but important for understanding groundwater recharge and contaminant transport. At Hanford, where a large amount of radionuclide contamination is present in the vadose zone above the water table, it is especially important to know the water infiltration flux, because this determines how rapidly radionuclides will reach groundwater. This study is aimed at evaluating the use of numerical models in conjunction with water isotope data to measure infiltration flux in arid regions.

APPROACH

The vadose zone hydrological processes that control infiltration also generate variations in the ratios of stable isotopes (i.e., $^{18}$O/$^{16}$O and $^2$H/$^1$H) in water and water vapor. A numerical modeling approach is needed to account for the interplay between evapotranspiration, advection, and diffusion. We implemented the temperature-dependent equilibration of stable isotopic species between water and water vapor, and their differing diffusive transport properties, into the thermodynamic database of the reactive transport code TOUGHREACT, developed at Berkeley Lab. This allows for the simulation of stable isotope fractionation in tandem with multiphase unsaturated flow, heat transport, mineral-water-gas reactions, and the transport of other gaseous and aqueous species.

ACCOMPLISHMENTS

TOUGHREACT simulations with isotope fractionation provide new insights into the behavior of water isotopes in unsaturated zone pore waters in semi-arid climates. Preliminary results (Figure 1) emphasize the effects of alternating wet and dry seasons, which lead to annual fluctuations in moisture content, capillary pressure, and stable isotope compositions in the vadose zone. The effective depths of evaporation and wetting events are primarily controlled by soil properties and infiltration rate. Repeated annual cycles of wet and dry seasons in a semi-arid climate lead to a consistent shift in the isotopic composition of deep vadose zone pore waters, which is proportional to the amount of infiltration.

SIGNIFICANCE OF FINDINGS

Stable isotope profiles provide a dynamic record of evaporation and infiltration in the unsaturated zone. For the range of infiltration rates measured at the Hanford Site (5–200 mm/yr), stable isotope profiles are affected by surface conditions on annual-to-decadal time scales, and therefore can provide a record of recent events such as dumped or spilled waste water, soil removal, and devegetation by brush fires. Numerical simulations of transport and isotope fractionation using TOUGHREACT provide a method to quantitatively interpret the relationship of stable isotope depth profiles to infiltration rate.
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Figure 1. Model results for a vertical Hanford Site vadose zone profile of oxygen isotope compositions with different infiltration rates ($q$), compared with pore-water samples taken just after the wet season from a lysimeter where the infiltration rate is known to be 55 mm/year.
URANIUM DIFFUSION
Tetsu K. Tokunaga, Jiamin Wan, Jasquelin Pena, Stephen R. Sutton¹, and Matt Newville¹
¹University of Chicago
Contact: Tetsu Tokunaga, 510/486-7176, ttktokunaga.lbl.gov

RESEARCH OBJECTIVES
Transport of uranium (U) in contaminated soils and sediments is of great concern. Environments affected by U contamination can be very challenging to understand because extreme disequilibrium is likely in such environments, especially during early stages of waste migration, when solutions are still often either highly acidic or highly alkaline. The impact of diffusion is especially important when large fractions of the subsurface have low hydraulic conductivities relative to a small fraction of interconnected preferential flow paths, and where hydraulic gradients are low. In this study, we are concerned with diffusion of U(VI) species, since these are commonly much more soluble and mobile than U(IV) species. Because U(VI) forms a variety of strongly pH-dependent solution complexes and surface complexes, its sorption—and thus its mobility—is strongly pH-dependent. Experiments are being conducted to test various models for predicting transient U(VI) diffusion.

APPROACH
Measurements were obtained on U(VI) diffusion into two different soil types, one neutral and the other slightly alkaline. To each of these soil types, we applied U(VI) solutions, one acidic and the other alkaline. Periodic measurements of redox potential profiles within the soil columns, and of pH and U concentrations in the boundary reservoirs, were obtained. Profiles of the total U and U(VI) distribution in the sediment column were obtained by micro-x-ray absorption near-edge structure (micro-XANES) spectroscopy. Measured U profiles were compared with various model predictions.

ACCOMPLISHMENTS
Micro-XANES analyses confirm that U remains in oxidized U(VI) forms within systems having low organic carbon availability. Strong pH-dependent apparent U(VI) diffusivities are obtained in transient experiments. These apparent diffusivities are in fair agreement with predictions based on aqueous-phase U(VI) diffusivities, soil porosities, and pH-dependent sorption isotherms. Ongoing sorption studies (Zheng et al., 2003) are being conducted through a related NABIR-supported project.

SIGNIFICANCE OF FINDINGS
Predicting the mobility of U in soils and sediments requires an understanding of its diffusive transport. Such understanding is being provided in this study, through direct measurements of U(VI) diffusion profiles and comparisons with U(VI) sorption isotherms.
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Figure 1. Micro-XANES profiles at day 150, for U(VI) diffusing into Oak Ridge soil from initially acidic (left) and initially alkaline (right) solutions. Neutralization of the alkaline system resulted in strong U(VI) sorption and retardation of the diffusion front. Model calculations are based on measured porosities, aqueous-phase U(VI) diffusivities, and pH-dependent U(VI) sorption.
Vanishing of Capillary Hysteresis in Porous Media
Tetsu K. Tokunaga, Keith R. Olson, and Jiamin Wan
Contact: Tetsu K. Tokunaga, 510-486-7176, tktokunaga@lbl.gov

RESEARCH OBJECTIVES
The degree of water saturation (S) exerts strong influences on water flow, transport of solutes and heat, and mechanical properties of porous media. The monotonic decrease of the matric potential (ψ) with decreased saturation reflects the combination of capillary and adsorptive influences in lowering the free energy of soil water. In the early decades of soil physics, it was assumed that the S(ψ) relation in a given system represented a series of unique equilibrium conditions. Since the classic 1930 paper of Haines, hysteresis in S(ψ) has been regarded as a basic aspect of interactions between water and variably saturated porous media. At any given potential, the equilibrium saturation level obtained by draining a system is greater than or equal to that obtained by wetting an initially dry system to the same potential. In an attempt to gain a better understanding of the hysteresis phenomenon, we consider conditions that lead to its disappearance.

APPROACH
Capillary models and Miller-Miller unsaturated hydraulic scaling were used to predict conditions necessary for removal of hysteresis. Disappearance of hysteresis was tested through suction plate measurements of drainage and wetting curves for sands and gravels, with grain sizes ranging from 0.2 to 14 mm. The influence of surface tension was tested through measurements of S(ψ) in 7 mm gravel, with and without a surfactant—sodium dodecylbenzenesulfonate (SDBS).

ACCOMPLISHMENTS
Calculations based on a simple pore-size model lead to the predicted disappearance of hysteresis in the grain-size range of 8 to 15 mm. A more constrained predicted grain-size limit of 10.4 ± 0.5 mm was obtained by applying Miller-Miller scaling to a conceptual model of Haines. More generally, hysteresis is also predicted to depend on surface tension, fluid densities, and acceleration. Laboratory measurements showed that hysteresis loops remain well defined for grain sizes up to 7 mm. At a grain size of 9 mm, hysteresis is barely detectable. For grain sizes equal to or greater than 10 mm, hysteresis is not observed. Measurements of S(ψ) on 7 mm gravels exhibited hysteresis without SDBS, but did not exhibit hysteresis with it. These results support our general analysis, which predicted elimination of hysteresis based on fluid densities, acceleration, grain size, and surface tension. These parameters combine to yield the dimensionless Haines number, with a critical value of 14.8 ± 1.4. Above this value, capillary hysteresis is not possible.

SIGNIFICANCE OF FINDINGS
The experiments completed in this project support the predicted grain-size and surface-tension dependence of capillary hysteresis, and show that hysteresis is not a fundamental feature of unsaturated porous media. Lack of previous awareness of nonhysteretic S(ψ) appears to result from the fact that the considered combinations of grain size, surface tension, fluid densities, and acceleration were within the realm in which capillary rise is greater than the grain size. Studies on unsaturated media conducted with surfactants and/or in centrifuges may benefit from this work.

Figure 1. The Haines number is comprised of fluid-fluid density differences and surface tension, acceleration, and grain-size. Grain-size dependence of the Haines number for (a) standard conditions (air-water, ordinary gravity), (b) low surface tension (surfactant solution, ordinary gravity), (c) much higher body force (air-water, 1,000g centrifuge), and (d) an oil-water system conditions (ordinary gravity). The horizontal line at H = 16 separates systems that do and that do not exhibit hysteresis.
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HELIUM ISOTOPE RATIOS IN SOUTH SISTER VOLCANO VICINITY, COLD SPRINGS
Matthijs C. van Soest, B. Mack Kennedy, William C. Evans\textsuperscript{1}, Robert H. Mariner\textsuperscript{2}, and Mariek E. Schmidt\textsuperscript{2}
\textsuperscript{1}U.S. Geological Survey, Menlo Park, California
\textsuperscript{2}Department of Geosciences, Oregon State University, Corvallis, Oregon
Contact: Matthijs C. van Soest, 510/486-5659, mcvansoest@lbl.gov

RESEARCH OBJECTIVES
As part of a geochemical monitoring project at Oregon’s South Sister volcano—a volcano that is undergoing strong uplift (Wicks et al., 2002)—we are carrying out a detailed study of helium isotope ratios in cold and hot springs in the Separation Creek drainage area. Through this study, we hope to determine the occurrence of any changes in spring chemistry that could be related to the ongoing uplift.

APPROACH
Helium isotope ratios (\(^{3}\text{He}/^{4}\text{He}\)) in fluids from volcanic areas are useful indicators for the presence of a magmatic component in those fluids. Moreover, in combination with other geochemical indicators, these ratios are indicative of a magma source and subsequent chemical processing of the fluids. The approach of this project was two-fold: (1) to establish a baseline of helium isotope ratios for springs within the zone of uplift and the surrounding area, and (2) to establish a chemical and isotopic monitoring program for selected springs within the area.

ACCOMPLISHMENTS
Helium isotope data from the Three Sisters area are shown in Figure 1a. All the springs in the area, hot or cold, show a significant magmatic helium component. The most remarkable results are that two cold springs with a free gas phase, one close to the center of the uplift zone and the other close to the volcanic edifice itself, gave helium isotope ratios that are indistinguishable from pristine upper-mantle-derived helium (8 ± 1 times RA, where RA is the ratio in air and used for normalization). For the rest of the area, the data show a general trend of decreasing helium isotope ratios with distance from the zone of uplift (Figure 1b). This trend reflects dilution of the magmatic helium component with crustal fluids that typically are rich in radiogenic \(^{4}\text{He}\) (\(^{3}\text{He}/^{4}\text{He} \sim 0.02\) RA). During the time this study was conducted, none of the monitored springs showed any significant changes (Figure 1a) in helium isotopic composition. To further understand the system, we are continuing the monitoring program.

SIGNIFICANCE OF FINDINGS
Geochemical explorations for deep hot fluids, of economic interest as a potential energy source, generally focus on hot springs to the exclusion of nonthermal waters. The surprisingly very high helium isotopic compositions observed in two of the cold springs suggests that cold springs should not be overlooked, because they may contain helium isotope signatures reflecting deep processes, such as magma intrusion, that precede thermal and/or chemical pulses at the surface.
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Nanoparticles in Subsurface Environments: Abundance and Transport of the Mobile Fraction
Jiamin Wan, Guilin Han, Jasquelín Pena, Xiang-Yun Song, and Tetsu Tokunaga
Contact: Jiamin Wan, 510/486-6004, jmwan@lbl.gov

Research Objectives
The earth science community has identified environmental nanoscience as an important emerging field. This project provides the first survey of mobile nanoparticle inventories for sediments from a variety of subsurface environments. The research will also provide systematic studies of subsurface nanoparticle transport and its dependence on nanoparticle, sediment, solution, and hydraulic characteristics.

Approach
Quantification of the potentially mobile nanoparticle inventory requires separation of nanoparticle size fractions. In this study, particles in the <100 nm size range are defined as nanoparticles. Methods such as flow-through columns, batch extractions in water, and batch extractions with a dispersant (sodium hexametaphosphate) are used. In these ways, operationally defined measures of mass and specific surface areas associated with different particle fractions will be obtained in several sediment types from DOE facilities across the country. Nanoparticle transport quantification will be performed through laboratory column experiments with three types of variables. These are (1) natural versus synthetic (glass bead) sediments, (2) natural versus synthetic (polystyrene latex) particles, and saturated versus unsaturated conditions. Through these experiments, the validity of filtration theory predictions for nanoparticles will be tested.

Accomplishments
Mobile nanoparticle inventories for two types of sediments were studied, one from the Hanford Site and another from Oak Ridge National Laboratory. Our results show that the release of mobile nanoparticles depends strongly on solution chemistry, including pH, ionic strength, and anions. The maximum particle release occurred at the lowest ionic strength condition. Alkaline pH favors particle release. For example, in the Oak Ridge sediments, the measured nanoparticle fractions (<0.1 μm) were 0.98% at pH 12.0, and the maximum release obtained with hexametaphosphate solution was 1.72%. The nanoparticle fraction is about 7% of the total clay fraction (<2.0 μm) released in this sediment. We have also discovered that some U(VI) nanoparticles are relatively stable in the pore solutions of contaminated Hanford sediment (as shown in Figure 1). Uranium(IV) nanoparticles have been found in the mine drainage waters as a result of microbial reduction. This species has previously been considered highly soluble under our test conditions, and thus we did not expect to find U(VI) nanoparticles in this contaminated Hanford system.

Significance of Findings
This research provides the first survey of mobile nanoparticle inventories for sediments from a variety of subsurface environments. It will also provide systematic studies of subsurface nanoparticle transport and its dependence on nanoparticle, sediment, solution, and hydraulic characteristics. The transport experiments will also be the first to test the validity of filtration theory for nanoparticles in the subsurface.
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Figure 1. U(VI) nanoparticles (marked by arrows and circles) obtained from a pore solution of U-contaminated sediment. Based on lattice fringe (by TEM) and elemental composition (by EDX) analyses, the particles are identified as sodium uranium oxide phosphate hydrate, Na₄U₃O₈(PO₄)₁·6H₂O (Wan et al., unpublished).
COMPARISON OF THE WET HEMATITE AND CORUNDUM (0001) SURFACE STRUCTURES DETERMINED BY SYNCHROTRON X-RAY CTR ANALYSIS

Glenn Waychunas, Thomas Trainor¹, Peter Eng¹, and Gordon Brown²
¹University of Chicago and Advanced Photon Source, Argonne National Laboratory
²Stanford University, Stanford, California
Contact: Glenn Waychunas, 510/495-2225, gawaychunas@lbl.gov

RESEARCH OBJECTIVES

The surfaces of crystalline minerals generally differ from the bulk structure due to atomic relaxation, expansion, or rearrangement. These changes can have profound effects on the reactivity of the mineral, especially with regard to toxic sorption, catalytic activity, and dissolution. Although modern thermodynamic calculations and structural simulations are now well developed, these still rest on the fundamental underpinning of the experimental determination of the true surface structure. Here we focus on two isostructural phases that behave quite differently in the environment. Hematite is a primary soil mineral with much greater reactivity than corundum. Though itself not found in soils, the corundum (0001) surface structure is a much-used analog for the alumina layers in clays, which also have relatively low reactivity. The aim is to uncover a structural basis for the differences in reactivity.

APPROACH

We use crystal truncation rod (CTR) surface x-ray diffraction to probe the atomic positions at the surfaces of highly perfect corundum and hematite (0001) crystals under water solutions. Current work utilizes near-neutral water, but will also examine the effect of pH on surface structure. The technique is based on the fact that the crystal surface termination produces streaks (or “rods”) in diffraction space perpendicular to the surface. Though they are of low intensity, equivalent to the scattering of a half-plane of atoms, these rods can be quantitatively measured by synchrotron x-ray diffraction. Small changes in the atomic occupations or positions can have large effects on the rod intensities at different positions in diffraction space, and hence the rod measurements can be refined to reveal the atomic structure of the surface.

ACCOMPLISHMENTS

Our original CTR analysis of the corundum (0001) surface (Eng et al., 2000) shows considerable relaxations of surface atoms down more than 6 atomic layers. The most important aspect is the shift in the aluminum metal ions near the surface towards the gibbsite (AlO(OH)) structure. An organized layer of sorbed water is also present. Finally, the surface is perfectly terminated by oxygen ions and the water layer. In the hematite (0001) surface, the results are similar (see Figure 1), but individual iron ions with surrounding oxygens form islands on the surface. These islands allow for lower-coordination attachment points for reacting species, unlike the smooth corundum surface that presents only fully coordinated (saturated) metal sites. This sort of result may be a general reason for enhanced reactivity at particular metal oxide mineral surfaces. Analogous work on sorption on the same mineral surfaces using GIXAFS techniques (Waychunas, 2002) supports and confirms our results.

SIGNIFICANCE OF FINDINGS

Besides the important and fundamental connection of reactivity to structure, the work helps to improve our simulation capability for model-reactive-metal-oxide mineral surfaces. The interatomic potentials used for such simulations—usually molecular dynamics—can be adjusted so that computer results closely approximate the experimental surface structures. Then the simulations can be applied with greater confidence to other mineral-water systems, such as goethite-water.
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MANGANESE VALENCE AND MINERAL SURFACE STRUCTURE DETERMINED WITH IN SITU SOFT X-RAY SPECTROSCOPY
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RESEARCH OBJECTIVES
Manganese (Mn) minerals have high surface reactivity, redox potentials that can either reduce or oxidize adsorbed species, and high surface areas (fine grain sizes). These aspects make them extremely significant players in metal sequestration due to strong sorption and alteration in valence states (and hence solubility products) of solution species. Our goals are to determine how much information about Mn valence states and surface structure (i.e., surface mineral phase) can be extracted from K-edge oxygen and L-edge manganese x-ray fluorescence spectra, measured at the Advanced Light Source (ALS) at Berkeley Lab.

APPROACH
Experiments are designed to investigate both dry ultra-high-vacuum (UHV) mineral surfaces and surfaces in equilibrium with ambient water pressures. Fifteen different Mn mineral samples (both synthetic and natural) were examined at ALS Beam Line 9.3.2, using both photon yield and photoelectron yield, allowing simultaneous analysis of bulk and surface (5 nm) chemistry and structure.

ACCOMPLISHMENTS
Some representative spectra from our work are shown in Figure 1. Each valence state of Mn has well-defined features on the L-edge as well as a progressive shift in edge position. Accurate measurement (to about 1% relative) of valence ratios are possible for these models when two valence states are present. All phases showed the same bulk and surface valences, except for manganite (nominally Mn$^{3+}$ with composition MnOOH), which has an oxidized surface.

The structure of the Mn phase has less effect on the Mn L spectra than it does on the O K-edge spectra. This is because the Mn L-edge transitions are mainly crystal field transitions, while the O K-edge transitions include multiple scattering, extended x-ray absorption fine structure (EXAFS), and valence-shell bound state features. This allows the two types of spectra, which can be collected in the same spectroscopy scans, to be used complementarily. For example, the manganite surface coating, less than 5 nm thick, appears to be mainly ramsdellite-like.

SIGNIFICANCE OF FINDINGS
These spectroscopy tools can be used to determine the precise chemical reactions at Mn mineral surfaces and whether redox reactions are occurring. Redox reactions can alter the solubility and thus transportability of any surface-sorbed contaminant. In many waste situations, for example at Yucca Mountain, Nevada, small amounts of Mn phases can have large effects on contaminant sequestration. Hence, this type of analysis is crucial to a complete understanding of the ultimate fate of contaminants in Mn mineral-containing environments.
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Figure 1. Mn L-edge fluorescence spectra for Mn minerals with different structures and valences. The differences in the Mn (II) spectra result from the varied coordination environments of Mn in each mineral (rhodochrosite—6 coordinated; spessartite—8 coordinated; rhodonite—5 and 6 coordinated). Both features and energy positions are characteristic of the Mn valence state.
**SUM-FREQUENCY SPECTROSCOPIC STUDIES OF MINERAL–WATER INTERFACES**

*Glenn A Waychunas, Victor Ostroverkhov, and Y. Ron Shen*
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**RESEARCH OBJECTIVES**

Interactions of water and aqueous solutions with mineral surfaces play an important role in a variety of environmental processes. These processes include soil formation, cycling of chemical elements in nature, mobility of heavy metals and other contaminants as well as nutrients, and surface growth of microorganisms (Brown et al., 1999). Such interactions are affected by solution pH, the presence of dissolved ions, and the surface structure of the solid. The objective of this project is to use available experimental techniques and theoretical approaches to develop a comprehensive microscopic picture of how water and solutes interact with mineral surfaces.

**APPROACH**

To study the structure of water at a mineral surface, we use sum-frequency vibrational spectroscopy—a surface-specific technique with monolayer sensitivity that can be applied under ambient conditions (Shen, 1989). The technique is based on sum-frequency generation (SFG), a second-order nonlinear optical process in which two intense input laser beams focused on the medium produce an output beam at the frequency $\omega = \omega_1 + \omega_2$. The process is electric-dipole allowed only in noncentrosymmetric media, and thus it is capable of probing the molecular ordering at the interface caused by the breaking of centrosymmetry at the surface. One of the input beam frequencies is tunable in the range of system vibrational resonances (e.g., water molecule vibrations or metal-oxygen stretching vibrations). Hence, spectroscopic information is obtained from the water layer just at the surface, from which the orientational distribution and structural type of molecular species can be extracted.

**ACCOMPLISHMENTS**

In the past, SFG has been used to observe ice-like ordering of water molecules on a vitreous silica surface (Du et al., 1994). Here, for the first time we implement sum-frequency vibrational spectroscopy to extend the study to the interface of liquid water and a well-characterized surface (0001) of crystalline quartz ($\alpha$-SiO$_2$)—one of the most abundant minerals. We have developed an experimental technique to differentiate a weak SFG signal from a strong background SFG generated in the bulk of quartz crystal (a well-known nonlinear crystal) by use of special experiment geometry and light polarization combinations. Sets of interface water vibrational spectra as a function of pH have been obtained (Figure 1). Comparison with the case of vitreous silica shows that the crystallinity of the surface results in a higher degree of ordering in the interfacial layers of water at a given pH. This is shown by a pronounced red-shifting of the peak associated with the symmetrically (ice-like) coordinated species in the hydrogen bond network of water. With increasing pH, this peak also increases in intensity in both series, reflecting increasing surface negative charge. The data suggest that differing crystallographic surfaces may induce specific variations in water structure in the first few layers, as well as modification of response to pH and sorbing species.

**SIGNIFICANCE OF FINDINGS**

The measurements provide important information on the microscopic behavior of water in contact with the surface of α-quartz under ambient conditions, and suggest that water on specific mineral surfaces may differ in structural details. This could in part explain the variations of reaction rates on particular mineral surfaces. The study also provides additional constraints for potentials used in molecular-dynamic simulations of water on mineral surfaces, and has allowed enhanced interpretation of sum-frequency spectral features.
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The role of ESD’s Nuclear Waste Program (NWP) is to assist the U.S. Department of Energy, the United States, and other countries in solving the problem of the safe disposal of high-level radioactive waste—by means of high-quality scientific analyses and technology development. The major portion of this program involves investigating the feasibility and potential of the Yucca Mountain site in Nevada for permanent storage of high-level nuclear waste. The NWP has also collaborated on nuclear-waste disposal issues with such countries as Japan, Switzerland, Sweden, China, Romania, and others.

The Yucca Mountain site is located about 120 km northwest of Las Vegas in a semi-arid region. The proposed repository will be located about 350 m below ground surface within a thick unsaturated zone (UZ). Subsurface rocks at Yucca Mountain consist primarily of fractured volcanic tuffs that vary in degree of welding. To date, a total of about 60 deep surface boreholes have been drilled in the area. In 1996, an 8 km long underground tunnel, the Exploratory Studies Facility (ESF), was completed at Yucca Mountain to facilitate more extensive subsurface testing.

NWP’s work at Yucca Mountain consists of solving many problems related to multiphase, nonisothermal flow and transport through the UZ. Some of the key questions addressed by NWP scientists include:

- How much water percolates through the UZ to the repository at Yucca Mountain?
- What fraction of the water flows in fractures and what fraction flows through the rock matrix blocks?
- How much of this water will seep into the emplacement drifts (tunnels)?
- How will radionuclides migrate from the repository to the water table?
- How will coupled TH (thermal-hydrological), THC (thermal-hydrological-chemical) and THM (thermal-hydrological-mechanical) processes affect flow and transport?

To address these questions, the NWP is organized into the Ambient Testing, Thermal Testing, and Modeling groups, with support from geophysical studies.

**AMBIENT TESTING GROUP**

The Ambient Testing group investigates how water flows through the mountain and how much of this water will seep into the emplacement drifts. This group has performed various tests within the ESF, including fracture-matrix interaction tests, drift-to-drift tests, the Paintbrush unit test (PTn test), and niche (short drift) testing. Fracture-matrix interaction tests are relatively small-scale tests (i.e., covering a few meters) that focus on the components of water flow in fractures and matrix blocks and on the interaction between the two continua. The drift-to-drift tests address the same issues, but on a much larger spatial scale (10–20 m). The test in the Paintbrush unit, which is an unwelded tuff unit, addresses issues of episodic flow, effects of faults and large-scale features, and lateral continuity of flow and transport. This mostly unfractured unit, directly above the potential repository, is key to dispersing fracture flow from the fractured units above it, and buffering the transient behavior of episodic flow. The niche studies address perhaps the most crucial problem of Yucca Mountain, i.e., determining the fraction of water that will flow into the emplacement drifts. The niche studies are carried out by introducing water into boreholes above the drift opening and measuring what fraction actually seeps into the opening.

**THERMAL TESTING GROUP**

The Thermal Testing group works in collaboration with other national laboratories to evaluate the effects of heat on thermodynamic conditions, fluid flow and transport, and permanent property changes in the fractured tuff at and near the emplacement drifts. The Yucca Mountain Project has completed the first in situ heater test, called the Single Heater Test. The project is now conducting a large-scale heater test in a 50 m long drift. This second test, called the Drift Scale Test (DST), is intended to resemble the actual conditions that would exist.
when the high-level radioactive waste is placed in the emplacement drifts. NWP’s roles in the heater tests are to characterize the heater-test rock block (area) prior to testing; to monitor potential changes in fracture and matrix saturations through air injections, tracer testing, and ground-penetrating radar measurements; and to perform predictive TH, THC, and THM calculations.

The initial characterizations of the heater test areas were performed with air-injection tests that yield the 3D permeability structure of the fracture network. Continued air-injection testing during heating yielded changes that can be attributed to changes in fracture saturations or mechanical effects. Crosshole radar tomography has also yielded very promising results regarding change in global saturations of the system caused by heating. Laboratory scientists are also involved with measurements of the isotopic compositions of gases and condensate water collected in instrumented boreholes. Detailed 3D TH, THC, and THM calculations were used to predict the behavior of the tests.

**MODELING GROUP**

Berkeley Lab has the primary responsibility for the development of the UZ Flow and Transport Model. This is a comprehensive, 3D, dual-permeability numerical model that represents the entire UZ at and near Yucca Mountain. The model is intended to integrate, within a single computational framework, all of the relevant geological, hydrological, geochemical, and other observations that have been made at the surface, in boreholes, and in tunnels at Yucca Mountain. The model is calibrated against pneumatic moisture tension, matrix potential, temperature, geochemical, perched water, and other data from the UZ. The model is then used to predict all of these variables in new boreholes and new drifts to be drilled. The degree of agreement between model predictions and subsequent field observations indicates the reliability of the model, and provides guidance as to what additional data need to be collected and incorporated.

A very important submodel of the UZ model is the seepage model, which is on a tens-of-meters scale, versus the UZ model’s hundreds-of-thousands-of-meters scale. The seepage model, similar to the UZ model, predicts the results of the niche tests, which are subsequently modified to match the actual observations. Another submodel of the UZ model is the coupled-process THC model, calibrated using the heater test data and used to estimate the chemistry of water and gas entering the drifts. All these models—the UZ model, the seepage model, and the THC model—are key to the Total System Performance Assessment of Yucca Mountain, since performance of the potential repository is only as reliable as these underlying key models.
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EVALUATION OF SEEPAGE DURING THE THERMAL PERIOD AT YUCCA MOUNTAIN

Jens T. Birkholzer
Contact: 510/486-7134, jtbirkholzer@lbl.gov

RESEARCH OBJECTIVES

Predicting the amount of water that may seep into waste emplacement tunnels (drifts) is essential for assessing the performance of the geologic nuclear waste repository at Yucca Mountain, Nevada. At ambient temperatures, seepage from the unsaturated fractured tuff into the drifts is reduced by the capillary barrier behavior at the rock-drift interface. In addition, the fractured rock in the drift vicinity will be heated to maximum temperatures of more than 130°C, caused by the radioactive decay of the nuclear waste, and water percolating down towards the repository will be subject to vigorous boiling during the first several hundred years following waste emplacement. Thus, the superheated fractured rock forms a vaporization barrier that may further limit the potential for seepage. To study the impact of the drift-scale thermal-hydrological (TH) perturbations, a TOUGH2 simulation model was developed for the prediction of “thermal seepage” (i.e., seepage during the time that flow is perturbed due to heating).

APPROACH

The future TH conditions in the vicinity of waste emplacement drifts at Yucca Mountain are evaluated with a heterogeneous dual-permeability process model. The conceptual framework for describing the TH processes is based on models that accurately represent the thermal response of large in situ heater tests. The specific simulation framework for seepage is consistent with the modeling method employed in ambient seepage studies, which was developed based on model comparisons with liquid-release seepage testing. The key elements in this method—small-scale fracture permeability heterogeneity, relatively weak capillary strength, and the effect of discrete fractures at the drift wall—have all been included in the thermal seepage model. Several simulation cases are performed that cover the expected range of TH conditions at Yucca Mountain. Transient seepage rates during the period of enhanced temperatures are directly calculated from the model and compared to the respective seepage rates at ambient conditions.

ACCOMPANISHMENTS

Simulation results demonstrate that the thermal perturbation of the flow field—giving rise to increased downward flux from the condensation zone towards the drifts—is strongest during the first few hundred years after waste emplacement, corresponding to the period when rock temperature is highest and the vaporization barrier is most effective (Birkholzer et al., 2003). Even for high percolation fluxes into the model domain, and strong flow channeling as a result of fracture heterogeneity, water is not predicted to penetrate far into the superheated rock during the time that rock temperature is above boiling, and model results show no seepage (Figure 1). At the time when temperature has returned to below-boiling conditions and fractures start rewetting at the drift, the capillary barrier at the drift wall continues to reduce (or prevent) water seepage into the drift. Seepage is predicted to occur for such simulation cases that feature strongly heterogeneous fracture permeability fields, weak fracture capillary strength in the drift vicinity, and high percolation fluxes. In these cases, water starts to seep several hundred to a few thousand years after the rock temperature has returned to below boiling, the delay caused by the slow saturation buildup in fractures. Seepage amounts increase with time and asymptotically approach seepage rates estimated for long-term ambient conditions.

SIGNIFICANCE OF FINDINGS

The model results consistently demonstrate that (1) seepage does not occur under above-boiling conditions near the drifts, and (2) seepage under below-boiling conditions does not exceed the amount of ambient seepage. These findings are very important for the performance of the nuclear waste repository; they are currently being implemented into the performance assessment supporting the license application process.
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SYSTEMATIC HYDROLOGICAL CHARACTERIZATION
OF THE TOPOPAH SPRING LOWER LITHOPHYSAL UNIT

Paul Cook and Yvonne Tsang
Contact: Paul Cook, 510/486-6110, pjcook@lbl.gov

RESEARCH OBJECTIVES

Over 80% of the proposed repository for the permanent disposal of high-level radioactive nuclear waste will be situated in the lower lithophysal unit of the Topopah Spring welded tuff, Yucca Mountain, Nevada. Within the Exploratory Studies Facility at Yucca Mountain, a 5 m diameter drift (tunnel), called the East-West Cross Drift, traverses this lower lithophysal unit. The welded tuff is intersected by many submeter fractures and interspersed with lithophysal cavities ranging from 15 to 100 cm in diameter. The size and spacing of both these features (fractures and cavities) varies appreciably. This indicates that hydrological characteristics at one particular location may not be representative of the entire lower lithophysal unit. Therefore, systematic testing at regular intervals, unbiased by the knowledge of specific features, is in progress, with the objective of gaining a greater understanding of the hydrological characteristics and associated heterogeneity of this potential repository unit.

APPROACH

Liquid-release (seepage) tests determine the ability of the open drift to act as a capillary barrier that diverts water around itself. Seepage into drifts increases the potential for corrosion of waste canisters and subsequent release of radionuclides. Seepage tests through this highly heterogeneous rock are being performed every 30 m along an 800 m stretch of the 5 m diameter drift. Water is released steadily into a series of 20 m boreholes drilled upward at a 15° angle along the drift crown. Water that then seeps through the rock is measured by a drip capture system, and evaporation area is estimated using time-lapse photography. Seepage and evaporation are subtracted from the water released to determine how much water has been diverted.

Figure 1 shows a series of time-lapse photos taken of the drift crown as water from a test seeps through. These photos were taken about 6 days apart and show a gradual decrease in the rate of wetting. The photos show the evaporation pan with its white umbrella, which prevents seepage from accidentally filling the pan. The wire mesh (also shown) has a 7.5 cm spacing, which is used to estimate the size of the wet patch. Multiplying this size by the flux from the pan yields the amount of evaporation from the crown. The photos also help determine when the first seep occurs after initiation of water release and how the flow first intersects the drift, whether it be by fractures, through cavities, or in the matrix itself. In addition, these photos help pinpoint whether a threshold water-release-rate value exists, below which no water enters the drift.

ACCOMPLISHMENTS AND SIGNIFICANCE OF FINDINGS

Testing has progressed through the fifth of the series of boreholes along the drift. As the systematic hydrological testing progresses, a catalogue of flow characteristics for the drift is being developed. Not only can the various flow characteristics themselves be logged, but the distances for which they persist along the drift can now also be measured. Length scales from 1 to 23 m, with flow characteristics up to 100% impermeability and 100% diversion, have now become apparent, because of the expansive coverage of drift that can be tested with the systematic approach.

ACKNOWLEDGMENTS

This work was supported by the Director, Office of Civilian Radioactive Waste Management, U.S. Department of Energy, through Memorandum Purchase Order EA9013MC5X between Bechtel SAIC Company, LLC, and the Ernest Orlando Lawrence Berkeley National Laboratory (Berkeley Lab). The support is provided to Berkeley Lab through the U.S. Department of Energy Contract No. DE-AC03-76SF0098.

Figure 1. Time-lapse photos of the drift crown under a section of borehole being tested.
INVESTIGATING HOW THE MULTISCALE HETEROGENEITY OF HYDROGEOLOGIC PROPERTIES AFFECTS FLOW AND TRANSPORT AT YUCCA MOUNTAIN, NEVADA

Paul Cook and Joe Wang
Contact: Paul Cook, 510/486-6110, pjcook@lbl.gov

RESEARCH OBJECTIVES

Much of the exposed rock within the underground tunnels at the proposed repository site for disposal of high-level radioactive nuclear waste at Yucca Mountain, Nevada, has been mapped for fractures and cavities. It is thought that such features (the fractures and cavities) would be the most likely pathways for possible hydrological flow. Yet surface feature mapping gives very little indication as to the capability of these features to transmit fluids. An ongoing effort to dynamically “map” potential hydrological features of this type, using pneumatic testing at the Yucca Mountain Exploratory Studies Facility (ESF), has been under way as part of the systematic testing program there. Systematic testing at regular intervals, the choice of which is unbiased by previous knowledge of specific features (such as large fractures or an extra abundance of fractures/cavities), is in progress. This type of testing is crucial for understanding the overall hydrological characteristics and associated heterogeneity of the proposed repository units.

APPROACH

Pre-existing 4 m boreholes, drilled at regular intervals every 5 to 10 m along a 500 m “rib” (wall) of the ESF Main Drift, facilitate a series of pneumatic tests utilizing a borehole packer. Using this packer with pneumatic flow control and pressure measurement equipment enables an air-permeability profile to be developed for each of these boreholes. The spatial resolution of these profiles can be adjusted from the length of the whole borehole down to 0.33 m, allowing different scales of features inside the holes to be measured for air permeability. A statistical understanding of the size of impermeable blocks within the holes and of the frequency and spacing of high-flow features is being developed.

ACCOMPLISHMENTS AND SIGNIFICANCE OF FINDINGS

Testing has progressed through 29 of the series of boreholes. Figure 1 shows the permeability profiles at the 0.33 m resolution in the 29 boreholes along a 230 m section of the drift. There is one borehole longer than the others that is thought to intersect the Sundance Fault of Yucca Mountain. A higher permeability at that location (caused by the fault) may account for the higher peak in the profile seen towards the end of that borehole. That some boreholes have extremely low permeability near the rib is somewhat counterintuitive, when considering that the atmospheric boundary at the rib might bias the measurement to a higher value. The presence of the drift itself, however, may cause existing features, particularly if near-horizontal, to close under load, lowering their permeability. As the systematic pneumatic testing progresses, a catalogue of flow characteristics for a growing length of drift is being developed in two dimensions, spanning a range of scales from the 0.33 m interval length, to borehole scale, to drift scale (obtained from borehole-to-borehole comparisons).
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Figure 1. The section of the ESF Main Drift that has been pneumatically profiled
GEOTHERMAL SYSTEMS AS NATURAL ANALOGUES FOR YUCCA MOUNTAIN COUPLED PROCESSES

Patrick Dobson and Timothy Kneafsey
Contact: Patrick Dobson, 510/486-5373, pfdobson@lbl.gov

RESEARCH OBJECTIVES

Geothermal systems provide an ideal opportunity for examining the long-term effects of coupled thermal-hydrological-chemical (THC) processes expected for the proposed radioactive waste repository at Yucca Mountain, Nevada. Active and fossil geothermal systems provide important insights into the consequences of processes such as boiling, condensation, fluid mixing, and water-rock interaction associated with fluid flow in matrix and fractures, and can be used to test coupled-process models. Geothermal systems also allow observation of the effects of processes over much larger volumes and longer time scales than would be possible in laboratory or field experiments. The objective of this study is to evaluate potential changes in fluid flow resulting from the thermal impacts of storing high-level radioactive waste in fractured ash flow tuffs through characterization of the effects of water-rock interaction in geothermal systems.

APPROACH

An extensive literature review was performed to identify well-characterized examples of THC processes in active and fossil geothermal systems. Special attention was given to processes such as heat and fluid flow, chemical transport, boiling and dryout, condensation and mineral dissolution, and mineral alteration and precipitation. In addition, a detailed examination of core samples from the Yellowstone geothermal system was conducted to evaluate the effects of lithology and hydrothermal alteration on porosity and permeability.

ACCOMPLISHMENTS

The review identified key THC processes in geothermal systems and evaluated their relevance to Yucca Mountain. Fluid flow in low-permeability rocks (such as the welded tuffs found at Yucca Mountain) occurs predominantly in fractures. Precipitation of minerals can be triggered by boiling, water-rock interaction, heating and cooling of fluids, and fluid mixing. Mineral solubilities, reaction-rate kinetics, and the flux, chemistry, and temperature of circulating fluids control the rates and volumes of mineralization. Mineral precipitation (typically silica, clays, zeolites, anhydrite, and calcite) occurring within fracture flow pathways can form effective permeability barriers. Self-sealing zones observed in core samples in the Yellowstone geothermal system appear to have resulted from boiling events that led to the development of supersaturated fluids (Figure 1).

Significance of Findings

Effects of THC processes such as boiling, condensation, dissolution, and precipitation for Yucca Mountain’s higher-temperature operating mode will be most significant in the near-field environment (near the proposed repository). However, unsaturated conditions, lower temperatures, and the much lower fluid flow rates predicted for the Yucca Mountain system (in comparison to geothermal systems) should result in less extensive water-rock interaction than is observed in geothermal systems. Current THC models for Yucca Mountain predict that while both amorphous silica and calcite will precipitate in the near-field environment, significant fracture sealing is unlikely.
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**DEVELOPMENT OF NUMERICAL GRIDS FOR UNSATURATED ZONE FLOW AND TRANSPORT MODELING**

Patrick Dobson, Lehua Pan, Yu-Shu Wu, and Randy Hedegaard  
Contact: Patrick Dobson, 510/486-5373, pfdobson@lbl.gov

**RESEARCH OBJECTIVES**

Numerical grid generation is an integral part of the development of numerical models used for simulating unsaturated zone (UZ) flow and transport at Yucca Mountain. Previous studies at Yucca Mountain have generated detailed information on the geologic and hydrological properties of the UZ. Information on the stratigraphy, orientation, and location of faults, presence of vitric and zeolitic subunits, hydrological properties of the different hydrogeologic units, the location of the water table, and the design and location of proposed repository drifts can be used to develop complex 3-D numerical grids. The objective of this work is to construct numerical grids that provide the necessary resolution for subsequent UZ hydrological-property and flow calibration and mountain-scale flow and transport simulations for the Yucca Mountain system.

**APPROACH**

Numerical grid generation is an iterative process that must achieve a proper balance between desired numerical accuracy (requiring more gridblocks) and short computational time (requiring fewer gridblocks). Fault and stratigraphic contact data obtained from the Yucca Mountain Geologic Framework Model were used in conjunction with hydrogeologic unit definitions to form the basis for the development of numerical grids. Other key input data included the location of calibration boreholes, the proposed repository layout, the water table surface (which forms the lower boundary of the UZ), and the location of zeolitic and vitric tuffs within the Calico Hills non-welded units. These data were used as input for the WinGridder software package to develop 1-D, 2-D, and 3-D numerical grids (Figure 1). The resulting grids were checked using visual inspection and test simulations to verify the accuracy of the mesh and gridblock connections. Fracture data were used along with the program 2kgrid8 for to transform the effective-continuum model 3-D grid into the dual-permeability 3-D numerical grid required for conducting flow and transport models in heterogeneous, fractured rocks.

**ACCOMPLISHMENTS**

A revised set of 1-D, 2-D, and 3-D numerical grids was generated for use in numerical modeling of UZ flow and transport at Yucca Mountain. These grids incorporated changes made to the Yucca Mountain Geologic Framework Model, the UZ Model area boundaries, the position of the water table, the proposed repository design, and the location of vitric and zeolitic subunits in the Calico Hills non-welded tuffs. The new grids also contained enhanced vertical resolution in selected units to better resolve processes such as lateral flow.

**SIGNIFICANCE OF FINDINGS**

The resulting numerical grids have been used for calibration of hydrogeologic unit properties and flow fields, testing of conceptual models of UZ flow and transport, and simulation of mountain-scale flow and transport behavior for the Yucca Mountain system under a variety of climatic and thermal-loading conditions.
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**Figure 1. East-west cross section from the UZ Model Grid. Model layers represent hydrogeologic units derived from the Yucca Mountain Geologic Framework Model. Numbered column pairs were used to compare contact elevations obtained from the UZ Model and the Geologic Framework Model.**
SCALING AND HIERARCHY OF MODELS FOR FLOW PROCESSES IN UNSATURATED FRACTURED ROCK

Boris Faybishenko, G.S. Bodvarsson, Jennifer Hinds¹, and Paul A. Witherspoon

¹University of Idaho, Moscow, Idaho

Contact: Boris Faybishenko, 510/486-4852, bafaybishenko@lbl.gov

RESEARCH OBJECTIVE

The goal of this research is to investigate whether a hierarchy of scales is needed to conduct measurements and develop models for an accurate description of the spatial-temporal behavior of flow and transport processes in unsaturated fractured rock.

APPROACH

The alternative approach to volume-averaging and scaling in unsaturated fractured rock is to use a hierarchy of scales. This approach is based on a system structure, i.e., the classification of a graded (ranked) series of system parts (subsystems). Each subsystem is dominant over those below it and dependent on those above it.

The concept of a hierarchy of scales in unsaturated fractured rock involves the following scales: elemental—for laboratory cores or a single fracture at a field site; small scale (approximately 0.1–1 m²)—for a single fracture, including fracture-matrix interaction, film flow, and dripping water phenomena; intermediate scale (approximately 10–100 m²)—for flow in the fracture network on a field scale, and large scale—for the fracture and fault network flow. Each of these scales should be investigated on a minimum of three hierarchical levels. For the level of interest, called Level 0, a hierarchy should include at least one hierarchical level above it, called Level +1, and at least one hierarchical level below it, called Level -1. The low-frequency behavior at Level +1 constrains the higher-frequency dynamics of Level 0 and thus determines the system boundary condition, constraining the system behavior over time. Because small-scale intrafracture flow processes are neither physically nor geometrically analogous to large-scale fracture-network processes, different conceptual approaches are required for modeling at different scales.

ACCOMPLISHMENTS

Figure 1 presents an example of a hierarchy of scales for flow processes in fractured tuff at the Yucca Mountain site. If Level 0 investigations are conducted to develop an intermediate-scale model (e.g., flow and transport processes in a fracture network around a tunnel, lateral flow at the interface between the Tiva Canyon and Paintbrush (PTn) hydrogeologic units, dispersion in the PTn unit, and a perched-water zone at the Topopah Spring and Calico Hill interface), Level -1 investigations include the study of small-scale processes taking place in small fractures and lithophysal zones (e.g., seepage, evaporation caused by tunnel ventilation, and intrafracture fingering). Level +1 investigations should be used to assign boundary conditions for the whole TSsw unit. We have found that a trace length of 2 m represents a critical fracture length separating small and intermediate scales. A length of 10 m represents a critical fracture length separating intermediate and large scales.

SIGNIFICANCE OF FINDINGS

The concept of a hierarchy of scales and models will improve predictions of both water seepage and chemical transport through unsaturated fractured rocks at different scales, and reduce uncertainty in predictions of such processes.
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EVAPORATION FROM A SEEPAGE FACE
Stefan Finsterle, Teamrat A. Ghezzehei, Rob C. Trautz, C.F. (Rick) Ahlers, and Paul J. Cook
Contact: Stefan Finsterle, 510/486-5205, safinsterle@lbl.gov

RESEARCH OBJECTIVES
Dripping of water into waste emplacement drifts may critically affect the integrity of waste packages and the mobilization of radionuclides. To characterize seepage from fractured rocks, we release water from boreholes drilled above an underground opening, and collect it as it drips into the cavity. These seepage data are often influenced by evaporation effects caused by drift ventilation.

The objectives of this research are (1) to understand the evaporation mechanism at a rock surface, (2) to study the coupling between near-surface flow in fractured rock and evaporation, (3) to examine the effect of evaporation on seepage, (4) to develop effective simulation capabilities for unsaturated flow and seepage under evaporative conditions, (5) to analyze evaporation and liquid-release experiments, and (6) to predict seepage into ventilated waste emplacement drifts.

APPROACH
The research objectives are achieved by (1) monitoring relative humidity and ventilation conditions, (2) measuring evaporation potential, (3) observing wetting patterns at the drift ceiling during liquid-release tests, (4) implementing an evaporation boundary condition into an unsaturated flow simulator, (5) calibrating the model against evaporation and seepage data, and (6) using the calibrated model to estimate total evaporation rates and relating them to other terms affecting seepage.

ACCOMPLISHMENTS
We incorporated evaporation effects into the numerical simulator by modeling them as a saturation-dependent Fickian diffusion process. The evaporation boundary-layer thickness was then estimated based on data from free-water evaporation experiments conducted under known relative humidity, temperature, and ventilation conditions. A three-dimensional, heterogeneous fracture continuum model was developed to simulate liquid-release tests. The figure shows the saturation distribution under natural percolation conditions. Despite continuous downward flow of water, a dryout zone develops around the cavity (caused by the reduced relative humidity in the opening), preventing seepage from occurring and affecting the onset of dripping once water is injected from the borehole. The transient release of water from the borehole was simulated along with time-dependent changes in relative humidity. Seepage-relevant parameters were estimated by calibrating the model against the cumulative seepage amount observed in the opening. The modeling results indicate that evaporation effects in a ventilated tunnel are significant, i.e., they have to be accounted for during model calibration and predictive calculations.

SIGNIFICANCE OF FINDINGS
Compared to previous models that neglected the effect of evaporation, this new approach shows significant improvement in capturing observed seepage fluctuations into ventilated underground openings. Accounting for evaporation effects reduces the potential bias in the estimation of seepage-relevant parameters. It also allows for a better understanding of the mass balance during liquid-release tests, and thus provides more confidence in the use of the calibrated model for simulations of seepage under different ventilation conditions.
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RESEARCH OBJECTIVES

In the safety assessment of nuclear waste disposal, the influence of heat convection on the groundwater flow field cannot be neglected. This influence should be estimated by conducting a thermal-hydrological (TH) numerical analysis at the site characterization stage. However, as a first step, it is worthwhile to estimate the influence of heat convection using only the thermodynamic parameters obtained from existing data.

The objective of this research is to estimate the influence of heat convection on the natural groundwater flow system, employing a dimensionless parameter from case studies using a TH coupled model.

APPROACH

For this sensitivity study, the coupled heat and hydraulic simulation code TOUGH2 is applied to a vertical two-dimensional model with an area 10,000 m long and 3,000 m deep. Induced convection is generated by the hydraulic gradient (0.01) dictated by the assigned topography. The model is saturated with water, with a constant pressure at the upper boundary and impermeable lower and side boundaries. The upper and lower boundaries are set at a constant temperature, while side boundaries are insulated.

In this study, we use representative physical properties of a sedimentary rock. The vertical temperature gradient is set at 0.02°C/m. Variable permeabilities within two orders of magnitude are assigned to the model. From the results of case studies, we extract the average velocity along the particle stream traces from six starting points and the maximum vertical velocity in the model, and use them as qualitative indicators to evaluate the relative influence of heat convection. For comparison, we carried out simulations with the same hydraulic properties and the initial temperature distribution without heat transfer as the uncoupled model for each respective case.

ACCOMPLISHMENTS

To estimate the influence of thermal convection, we used the Peclet number, which denotes the ratio between advection and thermal diffusion. Figure 1 shows representative results from three cases depicting temperature distributions and stream traces. From these results, we can see that when the permeability is large, the recharge zone becomes larger, and the low-temperature area also becomes larger because of the increasing recharge of low-temperature water. Both the average velocity along the stream traces and the maximum vertical velocity increase as the Peclet number increases. However, the velocity ratios of the TH coupled model to the uncoupled model both decrease when the Peclet number exceeds 2.0.

In a high-permeability condition, the flow of cold water from the surface dominates the temperature distribution, and almost the entire area becomes a low-temperature zone. On the other hand, if the Peclet number is less than 0.2, the velocity ratio is less than 1.1, which means that the error in the uncoupled model is only about 10%.

Figure 1. The temperature distribution and stream traces from three representative cases of coupled TH simulations with induced convection.

SIGNIFICANCE OF FINDINGS

It was shown that the Peclet number is a useful indicator for predicting the influence of thermal convection on groundwater flow. When the Peclet number is small, the influence of heat convection is small because of the slow velocity. There is a critical Peclet number (a function of the topography) above which the influence of heat convection becomes significant.
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INVESTIGATION OF UNCERTAINTY IN HYDROGEOLOGIC MODELING OF FLOW AND
TRANSPORT IN A LARGE, SATURATED GRANITIC ROCK MASS
Kenzi Karasaki, Christine Doughty, and Kazumasa Ito
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RESEARCH OBJECTIVES
The objectives of this project are: (1) to evaluate the uncertainty involved in modeling flow and transport in a large granitic rock mass, and (2) to seek ways of reducing that uncertainty.

APPROACH
A number of international research organizations are participating in this project. Each has been building a model and conducting simulations of groundwater flow and transport using the same set of information from a site in the Tono area of Gifu, Japan. The base data set is an accumulation of the past several years’ field investigations and include geological, hydrological, geophysical, and geochemical data. As a new set of data becomes available, predicted flow rates and particle travel times through the model are compared among the different models. So far, flow rates and travel times differ by three to four orders of magnitude. One focus of the study is to find the cause of these differences among the models. Another focus is to evaluate how much the model improves as new data become available.

In our conceptual model, we use stochastic permeability and porosity distributions to represent fractured rock as an effective continuum. Only large-scale features such as fault zones, lithologic layering, natural boundaries, and surface topography are incorporated deterministically. Because the effective porosity of a large rock mass cannot be measured directly, it has to be estimated indirectly from several different types of data, using scientific judgment. Another large uncertainty stems from the hydraulic properties of faults, although some inferences can be made from measured hydraulic heads.

ACCOMPLISHMENTS
We have built and continuously updated a model that generally satisfies the observed pressure-head data. We have made use of temperature measurements to distinguish between two plausible boundary conditions for the model. The most recent update to the model was made using large-scale dynamic-pressure-disturbance data, which prompted us to increase the effective porosity value by fifty fold. We also expanded the boundary of our 4 km × 6 km × 3 km model to build a 9 km × 9 km × 2 km model. The latter appears to better define a hydrological basin. We used an inversion program, iTOUGH2, to estimate the permeability of a major fault by matching the steady-state head distribution.

SIGNIFICANCE OF FINDINGS
Our findings indicate that the hydraulic structure of the fault likely resembles a sandwich, with a low-permeability core and high-permeability zones on both sides of the core. This structure may generally describe reverse faults in a crystalline rock. Also, borehole temperature data may be used to reduce the uncertainties of a hydrological model. Finally, large-scale pressure disturbance data may be used to infer the effective permeability and porosity of a large fractured rock mass.

Figure 1. Three-dimensional perspective view of the model used for the TOUGH2 and iTOUGH2 simulations of the 9 km × 9 km × 2 km region. Material types are color-coded.
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FRACTURE SEALING BY MINERAL DISSOLUTION AND PRECIPITATION AT YUCCA MOUNTAIN

Timothy J. Kneafsey, Patrick F. Dobson, Eric L. Sonnenthal, John A. Apps, and Nicolas Spycher
Contact: Timothy J. Kneafsey, 486-4414, tjkneafsey@lbl.gov

RESEARCH OBJECTIVES

The emplacement of heat-generating waste at the proposed Yucca Mountain repository site will induce several processes to occur. Water naturally present in the rock will evaporate or boil, and this vapor will condense at a distance from the proposed repository, where the rock is cooler. The condensate will dissolve the host rock (tuff), and the dissolved constituents will precipitate if the water is boiled away. Mineral precipitation in fractures above the proposed repository could plug flow paths and reduce the probability of water seeping into the repository. Our research objectives are to provide a better understanding of (1) tuff dissolution under conditions expected in the proposed repository, (2) mineral precipitation in fractures, and (3) how these processes might affect the performance of such a proposed repository.

APPROACH

Our approach was to experimentally and numerically investigate tuff dissolution caused by water condensation in fractures and mineral precipitation in fractures subjected to a thermal gradient with a boiling region. We used anticipated temperature and pressure conditions in the proposed repository.

ACCOMPLISHMENTS

We replicated mineral dissolution by vapor condensate in fractured tuff by flowing water through crushed Yucca Mountain tuff at 94°C. We monitored the chemistry of the water passing through the crushed tuff to provide information on tuff dissolution. The steady-state fluid composition had a total-dissolved-solids content of about 140 mg/L, and silica was the dominant dissolved constituent. We flowed a portion of this mineral-laden water into a vertically oriented planar (saw cut) fracture in a block of welded Topopah Spring Tuff that was maintained at 80°C at the top and 130°C at the bottom. In the boiling region, the precipitation of amorphous silica from the water began to seal the fracture within 5 days. Upon opening the fracture, we observed the structure of the precipitate: precipitate coated the fracture walls and formed bridging structures that plugged the aperture. On the right side of Figure 1, we see bridging structures extending out from the fracture wall, and in the cross-cutting fracture shown on the left, both the fracture coating and bridging structures are visible.

A one-dimensional plug-flow numerical model was used to simulate mineral dissolution, and a similar model was developed to simulate the flow of mineralized water through a planar fracture, where boiling conditions led to mineral precipitation. Predicted concentrations of the major dissolved constituents for the tuff dissolution were within a factor of 2 of the measured average steady-state compositions. The mineral precipitation simulations predicted the precipitation of amorphous silica at the base of the boiling front, leading to a greater than 50-fold decrease in fracture permeability in 5 days, consistent with the laboratory experiment. These results help validate the use of a numerical model to simulate thermal-hydrological-chemical processes at Yucca Mountain.

SIGNIFICANCE OF FINDINGS

The experiment and simulations indicated that precipitation of amorphous silica could cause significant reductions in fracture porosity and permeability on a local scale. However, differences in fluid flow rates and thermal gradients between the experimental setup and anticipated conditions at Yucca Mountain need to be factored into scaling of the results.

RELATED PUBLICATION


ACKNOWLEDGMENTS

This work was supported by the Director, Office of Civilian Radioactive Waste Management, U.S. Department of Energy, through Memorandum Purchase Order EA9013MC5X between Bechtel SAIC, LLC, and the Ernest Orlando Lawrence Berkeley National Laboratory (Berkeley Lab). The support is provided to Berkeley Lab through the US Department of Energy Contract No. DEAC03-76SF00098.
SCALE DEPENDENCY OF THE EFFECTIVE MATRIX DIFFUSION COEFFICIENT
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RESEARCH OBJECTIVES

The exchange of solute mass (through molecular diffusion) between fluid in fractures and fluid in rock matrix is called matrix diffusion. Owing to the order-of-magnitude slower flow velocity in the matrix compared to fractures, matrix diffusion can significantly retard contaminant transport in fractured rock. The effective matrix diffusion coefficient is an important parameter for describing this matrix diffusion, in that it largely determines overall contaminant transport behavior in fractured rock (in many cases). Such diffusion coefficient values measured from small-scale rock samples in the laboratory have been directly used for modeling large-scale radionuclide transport at the proposed Yucca Mountain nuclear waste repository site (and many other sites). However, some preliminary studies have indicated that field-scale matrix diffusion coefficient values are different from local values. The major objective of this work is to determine if a relationship exists between the effective matrix diffusion coefficient and test scales.

APPROACH

A number of field-scale tracer tests in fractured rocks have been conducted and interpreted by different research groups worldwide. Effective matrix diffusion coefficients, published in the literature and estimated from the relevant tracer tests, were surveyed. To detect the potential scale-dependence of the effective matrix diffusion coefficient, we compiled the ratio of an estimated effective matrix diffusion coefficient to its local value (corresponding to a small core sample) as a function of test scale (Figure 1).

ACCOMPLISHMENTS

As demonstrated in Figure 1, the effective matrix diffusion coefficient may be scale-dependent and generally increases with test scale. The mechanisms behind this surprising scale-dependency behavior are not totally clear. We offered a preliminary explanation based on the hypothesis that solute travel paths within a fracture network are fractals (Liu et al., 2003). We believe that the scale dependency of the effective matrix diffusion coefficient actually results from the scale dependency of the fracture-matrix interface area (as a result of fractal solute-travel paths).

SIGNIFICANCE OF FINDINGS

While the scale dependency of permeability and dispersivity has been known for many years in the subsurface hydrology community, we demonstrate—for the first time—that the effective matrix diffusion coefficient may also be scale-dependent, specifically increasing with test scale. This finding has many important implications for problems involving matrix diffusion. For example, the simulated radionuclide travel time within the unsaturated zone of Yucca Mountain may be significantly underestimated when this scale-dependent behavior is not considered. However, more carefully designed field tests and numerical experiments are still needed to confirm this scale-dependent behavior and to develop more rigorous theoretical explanations.
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**RESEARCH OBJECTIVES**

Continuum approaches are commonly used for modeling flow and transport in unsaturated fractured rocks. A traditional continuum approach assumes uniformly distributed flow patterns at a subgrid scale and therefore cannot be used for representing gravity-driven fingering flow and transport in fracture networks. In an effort to incorporate this fingering flow behavior into the continuum approach, Liu et al. (1998) developed the active fracture model (AFM), which assumes that only a portion of fractures in a connected unsaturated fracture network contributes to liquid water flow. The major objective of this work is to provide a further evaluation of the AFM, based on both theoretical arguments and field observations (Liu et al., 2003).

**APPROACH**

A flow system exhibits so-called fractal flow behavior when the corresponding flow patterns can be characterized by fractals. Many laboratory and field experiments have shown that complex fingering flow patterns in unsaturated porous media are fractal patterns. We used a box-counting approach to detect fractal flow patterns from spatial distributions within coated fractures (a sign of water flow within fractures) in the Yucca Mountain unsaturated zone (Figure 1). The theoretical relationship between the AFM and fractal flow patterns was also explored. AFM-based simulation results were then compared to C-14 and fracture coating data to check the validity of the AFM.

**ACCOMPLISHMENTS**

We demonstrated that flow patterns in unsaturated fractured rock, like those in unsaturated porous media, are fractal (Figure 1). While the AFM was initially developed as an empirical model, a rigorous theoretical relation between AFM and the fractal flow pattern was established. Comparisons between model simulations and the relevant field observations support the validity of the AFM.

**SIGNIFICANCE OF FINDINGS**

The inadequacy of numerical models in predicting fast flow and transport processes has been a significant problem for many unsaturated systems. In this work, we showed that complex unsaturated flow patterns in both porous media and fractured rock are fractal patterns, and that the AFM can capture this important behavior at the subgrid scale. Because of the relative simplicity of fractal-based characterizations, we believe that the fast flow behavior in unsaturated systems can be successfully captured by the improved large-scale continuum approach. This is partially supported by the consistency between simulation results based on the AFM and field observations from the Yucca Mountain unsaturated zone. Future work will focus on the possibility of extending the AFM to unsaturated porous media.
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IMPLICATIONS OF HALIDE LEACHING ON CHLORINE-36 STUDIES AT YUCCA MOUNTAIN
Guoping Lu, Eric L. Sonnenthal, and Guðmundur S. Bodvarsson
Contact: Guoping Lu, 510/495-2359, gplu@lbl.gov

RESEARCH OBJECTIVES

Chlorine-36 generated from worldwide nuclear tests in the 1950s and 1960s has been used to identify fast flow paths at Yucca Mountain, Nevada, the proposed site for a national high-level nuclear waste repository. Fast flow refers to preferential transport of water through faults or fractures in surrounding rock media with relatively low permeability. Bomb-pulse $^{36}$Cl carried into the subsurface by infiltrating rainwater presumably resides along fracture surfaces. However, leaching a rock sample to extract this salt inevitably extracts pore-water chloride (Cl) and rock chloride from the matrix as well. The work described here contributes to the understanding of leaching processes for the ongoing validation study of $^{36}$Cl at Yucca Mountain.

![Figure 1. Model results indicating effects of chip size, leaching time, and rock pore water composition on $^{36}$Cl/Cl for leachate at 1 hour and 48 hours simulated leaching time presented for rock samples from TCw, PTn, and TSw](image)

Figure 1. Model results indicating effects of chip size, leaching time, and rock pore water composition on $^{36}$Cl/Cl for leachate at 1 hour and 48 hours simulated leaching time presented for rock samples from TCw, PTn, and TSw

APPROACH

In this work, we developed both a conceptual and numerical model (as well as a mathematical solution) for leaching processes. First, an analytical solution for diffusion of Cl and $^{36}$Cl in composite media (rock matrix and water) was derived to accommodate variable diffusivity. Second, a leaching model was developed to take into account various Cl sources, including matrix pore water and less-easily-leached components (isolated fluid inclusion and mineral boundary salts). Third, the leaching model was applied to samples from Yucca Mountain stratigraphic units—the Tiva Canyon welded tuff (TCw), the Paintbrush nonwelded tuff (PTn), and the Topopah Spring welded tuff (TSw).

ACCOMPLISHMENTS

Our models successfully examined the role of sample leaching in the $^{36}$Cl studies at Yucca Mountain. They simulated the effect of leaching time, sample size, and active and passive leaching. Model results show that the probability of detecting a $^{36}$Cl/Cl bomb-pulse signal was severely diminished at longer leaching times and with smaller rock fragment sizes (Figure 1). Bomb-pulse signals in the TSw welded tuff were the least suppressed, because of lower concentrations in the pore water. However, bomb-pulse signals at TCw and PTn were “masked” (had limited detectability) because of higher matrix-pore-water Cl concentrations. Leaching times of 1 to 10 hours were more likely to reveal detectable bomb-pulse signals (if they were present). Bomb-pulse $^{36}$Cl/Cl ratios were also more likely to be obtained when pore-water Cl concentrations were initially low.

SIGNIFICANCE OF FINDINGS

These research results demonstrate the effects of various factors in leaching experiments and provide much-needed theoretical guidelines for leaching protocols of $^{36}$Cl study. The findings are expected to shed a great deal of light on the reproducibility debate in current $^{36}$Cl validation studies.
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3-D Studies of Mountain-Scale Radionuclide Transport in the Unsaturated Zone at Yucca Mountain, Nevada
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RESEARCH OBJECTIVES

The U.S. Department of Energy is actively investigating the technical feasibility of permanently disposing high-level nuclear waste in an appropriate repository proposed for the unsaturated zone (UZ) at Yucca Mountain, Nevada. The objectives of this study are to evaluate the transport of radioactive solutes and colloids under ambient conditions, from the proposed repository horizon to the water table, and to determine processes and geohydrological features that significantly affect radionuclide transport.

APPROACH

The radionuclide transport model considers the site hydrology and spatial distribution effects of hydraulic and transport properties in the Yucca Mountain subsurface. The migration and retardation of radionuclides are analyzed using EOS9nT (Moridis et al., 1999) and T2R3D (Wu et al., 1996), both of which are members of the TOUGH2 family of codes (Pruess, 1991). These models can describe the complex processes of flow and transport in the Yucca Mountain subsurface, including advection, diffusion, hydrodynamic dispersion, sorption, radioactive decay and tracking of daughters, colloid straining and physical-chemical filtration, and colloid-assisted solute transport. The mountain-scale grid for these 3-D studies of UZ transport consisted of 245,000 elements. A dual-permeability conceptualization was used to describe the fracture-matrix system in the UZ. The radioactive species were released directly into the fractures of the elements corresponding to the proposed repository. We investigated (a) instantaneous release, describing a single catastrophic event, and (b) continuous release, describing a plausible long-term scenario involving the breaching of the waste-containing canisters and the slow discharge of their contents. A total of eleven instantaneously released radionuclides were investigated, in addition to continuously released radioactive species that included four parents, two chains, and four colloids.

RESULTS

The results of the study indicate that the most important factors affecting radionuclide transport are the subsurface geology and site hydrology—i.e., the presence of faults (they dominate and control transport), fractures (the main migration pathways), and the relative distribution of zeolitic and vitric tuffs. Diffusion from the fractures into, and subsequent sorption onto, the matrix are the main retardation processes. Arrival times at the water table increase with the sorption distribution coefficients of the various species. For certain radionuclides such as 239Pu, the contributions of the decay daughters to the total arrivals at the water table can be very significant. Changes in future climatic conditions can have a significant effect on transport, since increasing infiltration leads to faster transport to the water table. The transport of colloids is strongly influenced by their size (as it affects diffusion into the matrix, straining at hydroteologic unit interfaces, and transport velocity).

SIGNIFICANCE OF FINDINGS

Based on these studies, cumulative breakthrough curves for the radionuclides of interest were obtained. Note that because of the extremely conservative approach involved in this study, these curves describe the lower bound of arrival times at the water table.
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A MODELING STUDY OF FLOW DIVERSION AND FOCUSING IN UNSATURATED FRACTURED ROCKS
Lehua Pan, Yu-Shu Wu, and Keni Zhang
Contact: Lehua Pan, 510/495-2360, lpan@lbl.gov

RESEARCH OBJECTIVES

In a complex subsurface system with multiple layers, faults, and spatially varied alteration of rock properties, flow diversion and focusing are natural phenomena. However, quantitatively describing the magnitude and the spatial patterns of flow diversion and focusing is a challenge for both measurements and modeling. The objective of this study is to develop a systematic modeling approach, taking the Yucca Mountain unsaturated zone (UZ) as an example, to analyze and describe flow diversion and focusing in unsaturated fractured rocks, under ambient steady-state flow conditions.

![Figure 1. Comparison of pressure-head profiles in the PTn23 layer, calculated using analytical and numerical solutions](image)

APPROACH

We first approximated the fractured tuffs of Yucca Mountain using the effective continuum model (ECM). For this, we used analytical solutions to identify the critical layers and layer interfaces in terms of flow diversion and to estimate the potential magnitudes of such diversion at typical locations. Then, we approximated the fractured tuffs as dual-permeability media and developed a large 3-D numerical grid (over one million gridblocks) to incorporate the site-specific data (including the knowledge obtained from the analytical solutions). The parallel-computing version of TOUGH2 was used to perform the numerical modeling, and the 3-D numerical modeling results were partly verified with field measurements.

ACCOMPLISHMENTS

We extended the analytical solutions of capillary barriers derived by Warrick et al. (1997) for porous media to the case of fractured media (under the ECM approximation) represented by specific geological units (and layers within those units) at Yucca Mountain. The analytical solutions show that, under present-day ambient conditions, capillary diversion occurs primarily within nonwelded units (i.e., units where matrix flow is dominant), like the Paintbrush nonwelded tuff (PTn) unit at Yucca Mountain. Among the critical rock layers within that unit, PTn21, PTn23, and vitric Calico Hills-1 (CH1) conduct the most down-dip diversionary flow, whereas PTn22, PTn24, and vitric CH2 act as capillary barriers to the downward percolation flux. Under dry, ambient conditions, the analytical solutions are good approximations of the capillary barrier system of fractured tuffs (Figure 1).

The 3-D numerical flow model developed in this study is (up to now) the most detailed site-scale model of the Yucca Mountain UZ over several decades of site study. The numerical simulations show that, although the net infiltration rate at the surface depends on various factors, including topography, soil thickness, vegetation, and rock type, the percolation flow patterns are considerably modified during transit through the thick unsaturated zone and are primarily controlled by a few critical rock layers and faults.

SIGNIFICANCE OF FINDINGS

The results show that:
1. The analysis that combines analytical solutions with large-scale numerical modeling is effective for analyzing and describing flow diversion and focusing in unsaturated rock.
2. Large-scale lateral flow could take place in the UZ at Yucca Mountain under ambient conditions. The combined effects of horizontal and vertical barriers result in generally reduced percolation flow through the proposed repository horizon, but also in flow focused downward along penetrating faults.
3. Because lateral flow occurs within a few layers and often turns into focused vertical flow via faults in the models, more detailed information about them is critical to fully understand and describe flow diversion and focusing in the UZ.
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NEW IMPROVEMENTS TO WINGRIDDER:
AN INTERACTIVE GRID GENERATOR FOR TOUGH2
Lehua Pan
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RESEARCH OBJECTIVES

The objective of this study is to enhance the WinGriddrer software program, which acts as a grid generator for TOUGH2, a software program used worldwide as a simulation code for multiphase, multicomponent flow and heat transfer. The main objectives are (1) to add the capability of handling a repository with multiple subregions and specified drifts, (2) to incorporate an interpolation method (instead of picking the nearest point) in calculating the geological data from a given digital geological model, (3) to add the capability of generating multiple continuum grids (MINC grids), and (4) to enhance searching and other capabilities.

APPROACH

The following approaches were adopted:
1. Taking advantage of the object-oriented-programming used in WinGriddrer coding, we modified the REPOSITORY object to include subobjects, labeled REGIONS and DRIFTS, to represent subregions and emplacement drifts. In this way, WinGriddrer could handle a repository with multiple subregions, with each region having specified drifts. As a byproduct, additional grid cells representing any user-specified drifts could be embedded into an existing 3-D grid.
2. A modified bilinear interpolation method (allowing for special treatment in the neighborhood of a fault) has been implemented in the member function of the LAYER object, which calculates the geological data (e.g., layer thickness or elevation).
3. The MINC grid generated by WinGriddrer is similar in principle to that of the dual-continuum grid. The difference is that the matrix cell in a dual-continuum grid is split into N (a number specified by the user) connected subcells in the corresponding MINC grid. The fracture configurations (e.g., fracture porosity, fracture-matrix interface area per rock volume, fracture aperture and spacing) are provided by the user in a text file. (This functionality is only available in WinGriddrer V2.1 (beta)).
4. The Save Submesh functionality has been enhanced to save any user-selected subgrid as an independent grid project. Many other tools have been added.

ACCOMPLISHMENTS

WinGriddrer V2.0 and V2.1 (beta) have been developed, and WinGriddrer V2.0 has been qualified for the Yucca Mountain Project. V2.0 has been successfully used to design and generate 1-D, 2-D, and 3-D meshes for numerical modeling of flow and transport at Yucca Mountain and at the Berkeley Lab site.

SIGNIFICANCE OF FINDINGS

The main advantages of this grid-generation software are its user-friendly graphical interfaces, flexible grid-design capabilities, efficient grid generation, and powerful searching and postprocessing capability, especially for large size grids (e.g., grids composed of a million grid cells or more). This software has been increasingly applied around the world (so far, multiple users in the U.S., Asia, and Europe).

Figure 1. The main window of the WinGriddrer.
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COUPLED THERMAL-HYDROLOGICAL-MECHANICAL ANALYSIS WITH TOUGH-FLAC
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RESEARCH OBJECTIVES
The objective of this work is to develop a numerical simulator for coupled thermal-hydrological-mechanical (THM) analysis of complex geological media under multiphase flow conditions, with possible coupling to reactive transport modeling.

APPROACH
Two existing computer codes—TOUGH2 and FLAC-3D—were joined to develop a numerical simulator (named TOUGH-FLAC) for analysis of coupled THM processes in complex geological media under multiphase flow conditions. Both codes are well established and widely used in their respective fields. The TOUGH2 code is designed for geohydrological analysis of multiphase, multicomponent fluid flow and heat transport, whereas the FLAC-3D code is designed for rock and soil mechanics with thermomechanical and hydromechanical interactions. The two codes are executed on two separate meshes and joined with two coupling modules (Figure 1). A set of coupling modules can be exchanged with another set, depending on the type of rock and the studied problem.

ACCOMPLISHMENTS
A set of TOUGH-FLAC coupling modules has been developed for various applications. Recent applications of the TOUGH-FLAC simulator include:
- A study of caprock hydromechanical changes associated with CO₂ injection into a brine aquifer
- A study of the impact of coupled THM processes on the performance of the proposed nuclear waste repository at Yucca Mountain, Nevada, including drift-scale and mountain-scale coupled THM processes
- Coupled THM analysis of the Yucca Mountain Drift Scale Test
- Analysis of surface uplift during volcanic episodes
- A study of fault slip during underground injection CO₂ (ongoing)

SIGNIFICANCE OF FINDINGS
A coupled THM numerical simulator for multiphase flow conditions has been successfully constructed and its use demonstrated. The results from these simulations will be important for the performance assessments of geological disposal of CO₂ and spent nuclear fuel, and are also valuable in other applications (such as geothermal energy extraction and oil and gas reservoir engineering).
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FLOW AND TRANSPORT THROUGH A FAULT EMBEDDED IN FRACUTURED ROCK
Rohit Salve, Hui-Hai Liu, Paul Cook, Atlantis Czarnomski, and Joseph S.Y. Wang
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RESEARCH OBJECTIVES

The overall objective of this investigation is to study flow and transport through a 20 m vertical section of a fault located in the fractured welded tuff of the Topopah Spring welded tuff unit at Yucca Mountain, Nevada (Figure 1), the proposed site for a high-level nuclear waste geologic repository.

![Figure 1. Location of the test bed between the Cross Drift and Main Drift in the Exploratory Studies facility. Shaded plane is located along presumed location of fault.](image)

APPROACH

This investigation involved the release of approximately 82,000 liters of water along a horizontal section of the fault, under ponded conditions over a period of thirteen months and then under reduced fluxes for another six months. When quasi-steady-state seepage was observed at the lower end of the test bed, two tracers with different molecular diffusion coefficients were introduced into the ponded water infiltrating the fault. After tracer-laced water had been released into the fault, more tracer-free water was released. As water was released into the fault, changes in moisture content were monitored in the formation, while a large cavity excavated below the test bed was visually inspected for seepage. Water percolating through the fault and into the excavated cavity was continuously monitored with an automated, remotely accessed water collection system.

ACCOMPLISHMENTS

We observed that water (introduced along the fault) followed the fault as the primary vertical flow path, while the adjacent fractured matrix served to move water laterally and vertically. Unlike primary flow paths along the fault, flow was not persistent along the secondary flow paths under similar boundary conditions. The field experiment showed the existence of a capillary barrier and confirmed the dynamic nature of flow through the fault. Further, observations of bromide concentrations in seepage water during the early stages of the experiment, and of bromide and pentfluoride benzoic acid (PFBA) concentrations in the seepage water, indicate the significant influence of matrix diffusion on transport through a fault embedded in fractured, non-welded rock.

SIGNIFICANCE OF FINDINGS

Field tests involving both flow and transport within a fault under unsaturated conditions are rare. This test has provided insights into mechanisms that come into play when water with tracers is introduced into a fault located in this unsaturated environment. This information is being used to develop conceptual models of flow and transport through Yucca Mountain.
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A Numerical Study of Unsaturated Flow and Transport through a Fractured Meter-Sized Rock Block
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RESEARCH OBJECTIVES

Our work involves study of a meter-sized block of fractured rock to obtain experimental evidence in support of the active fracture concept (AFC). This concept assumes that only a portion of fractures in a connected unsaturated fracture network contributes to liquid water flow. Prior to this experimental evaluation, however, we needed to perform a preliminary numerical simulation in which we incorporated the AFC into a dual-continuum model (DCM) to create an enhanced DCM. Through this integration, we intend to identify the most effective way to quantify the AFC parameter in the laboratory.

APPROACH

The DCM was developed and then compared to a discrete fracture network model (DFNM) representing the meter-sized rock block, to see whether the DCM could accurately simulate flow and transport in the block. The DFNM, which contained an artificially generated 2-D fracture network, is based on statistical information from field observations at Yucca Mountain, Nevada (including fracture density, ranges of aperture and trace length, distribution of orientation, flow rate, and tracer transport data). As a preliminary step, DCM results obtained without incorporating the AFC were calibrated against the DFNM data. The AFC model was then integrated into the DCM to examine whether adding the AFC model could improve DCM predictions of discrete flow behavior.

ACCOMPLISHMENTS

At transient states, the DFNM showed distinctive preferential flow patterns, such as stepwise increases in water effluent flow rates and high water saturation along predominant flow paths (i.e., fractures). The DCM breakthrough curves did not initially capture the DFNM results because of their conceptual differences. But after the incorporation of the AFC, DCM predictions for flow-rate breakthrough curves were significantly improved. The flow rates from the AFC-enhanced DCM were calibrated against those of the DFNM to estimate the effect of including the AFC parameter.

SIGNIFICANCE OF FINDINGS

These numerical simulations imply that laboratory experiments incorporating a transient state in the flow field would provide a more sensitive approach for estimating the AFC parameter than steady-state experiments. Additionally, water breakthrough curves at low (rather than high) injection rates may be more appropriate for laboratory tests to determine the AFC parameter. The results also suggest that the DCM-AFC approach improves the prediction of unsaturated flow and transport, but may not be well suited for the current two-dimensional meter-scale model. Three-dimensional studies with detailed characterization of fracture networks have been proposed for more accurate estimation of the AFC parameter.

RELATED PUBLICATIONS


Figure 1. Distribution of water saturation in the DFNM, showing preferential flow patterns developed along major fractures in the transient state of the flow domain.
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Effects of Water-Rock Interaction of Unsaturated Flow in Heterogeneous Fractured Rock

Eric Sonnenthal, Nicolas Spycher, Charles Haukwa, and Tianfu Xu
Contact: Eric Sonnenthal, (510) 486-5866, elsonnenthal@lbl.gov

Research Objectives

Evaluation of coupled thermal, hydrological, and chemical processes associated with the proposed high-level nuclear waste repository at Yucca Mountain, Nevada, requires consideration of the effects of permeability heterogeneity on reaction-transport processes. The primary objective of this work is to examine the relationship of fracture flow and fracture-matrix interaction to permeability and capillary pressure modification during mineral precipitation and dissolution in unsaturated fractured tuff under boiling conditions.

Approach

In this analysis, we relate the reactive surface area to the fracture-matrix interaction area, based on a modified form of the Active Fracture Model for flow in unsaturated fractured rock. In most experimental and natural systems, permeability reductions to values near zero occur at porosities significantly greater than zero. This generally is the result of mineral precipitation preferentially closing the narrower interconnecting apertures. The hydraulic aperture, calculated from the fracture spacing and permeability (as determined through air-permeability measurements) assuming a cubic law relation, was used to develop a much stronger relationship between permeability and porosity. Based on air-permeability measurements, 2-D heterogeneous fracture permeability fields were generated having a range of four orders of magnitude. Reaction-transport simulations were performed using TOUGHREACT, which included coupling between heat, water, and vapor flow; aqueous and gaseous species transport; and kinetic and equilibrium mineral-water reactions. Changes in unsaturated flow take place through coupling of porosity, permeability, and capillary pressure to mineral precipitation/dissolution.

Significance of Findings

Modeling of water-rock interaction in boiling, unsaturated, heterogeneous fractured rock exemplifies the strong feed-backs between water-rock interaction and unsaturated flow. In particular, increased liquid saturation, as a result of higher capillary pressures in smaller aperture fractures, leads to increased rates of reaction and further reductions in permeability. This work indicates that the evolution of preferential flow paths in unsaturated systems undergoing water-rock interaction may progress from the smaller features to the larger ones, in contrast to saturated systems that tend to start with the most permeable features.
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RESEARCH OBJECTIVES

As part of a multilaboratory team, Berkeley Lab is conducting a large-scale in situ thermal test, the Drift Scale Test (DST), in an underground facility at Yucca Mountain, Nevada, the site for a proposed national high-level nuclear waste repository. The test is presently in the second year of the natural cooling phase following four years of heating, during which an approximate heating rate of 185 kW was supplied by nine canister heaters (placed in a drift 47.5 m in length and 5 m in diameter) and fifty 11 meter long rod heaters installed in boreholes drilled perpendicular to the drift. The heating thus provided set in motion coupled thermal (T), hydrological (H), chemical (C), and mechanical (M) processes of the type that would be generated from heating in the proposed repository during its postclosure performance period. The objective of this test is to gain an in-depth understanding of THMC coupled processes within fractured welded volcanic tuff situated above the water table.

APPROACH

The DST has involved a close integration of measurements and numerical modeling. Thousands of sensors installed in nearly 100 boreholes, within a rock block of \(60 \times 60 \times 60\) m\(^3\), continuously monitor the temperature, relative humidity, and mechanical displacement. Geophysical and air-permeability measurements have been performed at quarterly intervals to track moisture redistribution resulting from boiling, vapor transport, and condensation. Water and gas samples have also been collected periodically from the test block for chemical and isotopic analyses. In addition, TH, THC, and THM processes have been simulated using numerical models that realistically incorporate the three-dimensional test configuration and the complex multiple processes. Model predictions have been compared to the aforementioned extensive set of measured data.

ACCOMPLISHMENTS

Manifestations of coupled THMC processes in the rich set of measured data agree well with TH, THC, and THM model predictions. During the heating phase, expanding zones of reduced liquid saturation in the rock matrix around the heaters predicted by TH simulations were consistent with zones of drying shown in neutron logging data, crosshole radar tomograms, and electrical resistivity tomography data. During (the ongoing) cooling, the geophysical data has indicated slow rewetting at the edge of the drying zone, consistent with model predictions. Simulated fracture liquid-saturation has indicated that little water is likely to be collected during the cooling phase, as has been the case. Figure 1 shows the simulated and measured temperatures at the end of the heating phase and after six months of cooling in three boreholes. The plateau at the nominal boiling temperature of \(97^\circ\)C indicates a liquid and vapor two-phase zone that is a good candidate for water collection. Note the disappearance of these two-phase zones during the cooling phase. Air-permeability measurements confirm modeled predictions of TH processes (drying and wetting in fractures) and THM processes (closing and opening of fractures).

SIGNIFICANCE OF FINDINGS

A close integration of measurements and sophisticated simulations carried out in this large-scale and long-term test has contributed much toward the understanding of THMC coupled processes in fractured rock of the unsaturated zone.

RELATED PUBLICATION
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RESEARCH OBJECTIVES

Large-scale 3-D flow models have played a critical role in characterizing and assessing the effects of hydrogeologic, thermal, and geochemical conditions in the unsaturated zone (UZ) at Yucca Mountain, Nevada, the proposed site of the future U.S. nuclear waste repository. Our work involves developing and refining the current mountain-scale UZ flow model developed for use in the current Total System Performance Assessment for License Application (TSPA-LA) in connection with Yucca Mountain.

APPROACH

The methodology employed in the ongoing development of the mountain-scale UZ flow model, based on the conceptual model (Figure 1), follows an iterative approach:

- Design a proper 3-D grid that incorporates complicated geological features of the site.
- Incorporate all available field data collected from the UZ.
- Calibrate the model using field-measured hydrological, pneumatic, thermal, and geochemical data.
- Conduct predictive studies and sensitivity analyses.

The modeling approach used in the UZ flow model is a dual-continuum mathematical formulation of coupled multiphase fluid and tracer transport through fractured porous rock, developed with the TOUGH2 code (a simulation code for multiphase, multicomponent flow and heat transfer).

ACCOMPLISHMENTS

Site-scale UZ flow models and submodels have shown the ability to match various types of field data on the model scale, including matrix liquid saturation and water potential, perched-water elevations, pneumatic data, geothermal gradients, and chloride data. The model has been used to (1) integrate all the available data from the UZ system into a single, comprehensive, and calibrated 3-D model for simulating the hydrological, thermal, and geochemical conditions at Yucca Mountain—for use in predicting system responses to ambient and future climate conditions; (2) quantify the moisture flow through the UZ, under present-day and estimated future climate scenarios; and (3) calculate times of radionuclide transport from the proposed repository level to the water table.

The site-scale UZ model has been successfully used to simulate past, present, and future hydrogeological, geothermal, and geochemical conditions and physical processes within the Yucca Mountain UZ. This model can be used to support various TSPA-LA activities.

SIGNIFICANCE OF FINDINGS

The mountain-scale UZ flow model generates 18 three-dimensional steady-state UZ flow fields, which have been used in direct calculations of radionuclide transport from the proposed repository to the water table, to support the TSPA-LA efforts. In addition, the UZ model results provide input parameters to various small-scale models and studies, such as drift-scale models, the mountain-scale thermal-hydrological model, and the UZ radionuclide transport model.
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A NUMERICAL INVESTIGATION OF FLOW FOCUSING IN UNSATURATED FRACTURE NETWORKS
Keni Zhang, Yu-Shu Wu, G. S. Bodvarsson, and Hui-Hai Liu
Contact: Keni Zhang, 510/486-7393, kzhang@lbl.gov

RESEARCH OBJECTIVES

The primary objective of this work is to develop numerical models to improve our understanding of discrete flow paths through unsaturated fracture networks. These fracture networks are modeled using fracture data collected from the Topopah Spring welded tuff unit (TSw) of Yucca Mountain, Nevada, the site of the proposed national nuclear waste repository. We try to answer the following questions: How do flow paths develop in the randomly distributed fracture network? How do rock matrix and infiltration rate (on the top boundary) influence flow patterns in the fracture networks? And finally, what is the relation between flow focusing and boundary conditions?

APPROACH

A two-dimensional fracture network was constructed using field fracture-mapping data, including fracture density, length range, and fracture orientations measured at the site. Each fracture in the network is randomly distributed; however, the random distribution is governed by statistical information derived from field-measured fracture data. Statistically, the generated fracture network should correspond to actual fracture distribution in the study domain. Figure 1 shows a fracture network consisting of those fractures intersecting globally connected paths. Isolated fractures are neglected in the simulation. The simulation domain is considered to be combined media, consisting of a fracture network superimposed on a porous matrix.

ACCOMPLISHMENTS

Five simulation cases were run with different matrix rock permeabilities and different infiltration rates. These cases may reflect the influence of matrix rock on flow focusing and the influence of infiltration rate on the flow pattern of the fracture network. The modeling results demonstrate that focused flow paths through fractures are generally vertical (Figure 1). Simulation results suggest that the average spacing between flow paths in a layered system tends to increase with depth as long as flow is gravity-driven. In addition, flow paths are found to consist primarily of long trace fractures in lower fracture-density domains. In higher fracture-density domains, long and short trace fractures both contribute to the development of flow paths.

SIGNIFICANCE OF FINDINGS

The majority of fluxes along flow paths have low normalized fluxes (ranging from 0 to 2). The higher normalized flux is caused by the higher degree of focusing into several fracture paths. Simulation results indicate that lower matrix-rock permeability will lead to a larger flow-focusing phenomenon. Flow focuses into only a few fractures and forms two main flow paths. Each flow path spreads over a range of several meters. Simulation results thus indicate that the impact of infiltration rate on flow focusing may be insignificant for unsaturated flow in a fracture network.

RELATED PUBLICATIONS


Figure 1. Simulated steady-state flux distribution in the fracture network, matrix permeability = 0; infiltration rate = 500 mm/year. Flux magnitude is represented by four different colors (in decreasing sequence): blue, green, red and grey. Each color represents a one-order-of-magnitude difference in flux.
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MULTISCALE HETEROGENEITY EFFECTS AT YUCCA MOUNTAIN
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RESEARCH OBJECTIVES

The objectives of this work are to characterize the multi-scale variability of fracture and matrix hydrogeological properties, and to investigate the effects of multiscale heterogeneity on unsaturated flow and transport at Yucca Mountain, Nevada, the proposed site for the national high-level nuclear waste repository.

APPROACH

We developed a model for the Yucca Mountain unsaturated zone that represented complex heterogeneity at two different scales: (1) layer scale, corresponding to geological layering, and (2) local scale, corresponding to measurement scale. The horizontal variability of layer-scale properties was calibrated based on the available measurements collected in multiple deep boreholes. Vertical and horizontal correlation lengths were obtained using local-scale permeability and porosity data. Random fields of the three most sensitive hydrogeologic properties for a two-dimensional, vertical cross section of the site were generated by combining the average layer-scale matrix and fracture properties with local-scale perturbations (generated using a stochastic simulation method).

Unsaturated water flow and conservative tracer transport were simulated throughout the cross section. The effects of multiscale heterogeneity were investigated by comparison to the homogeneous layer-wise rock properties used for mountain-scale flow and transport modeling at Yucca Mountain.

ACCOMPLISHMENTS

In addition to local-scale perturbations, the Yucca Mountain multiscale heterogeneity characterization captured the significant lateral and vertical variability in layer-scale matrix and fracture properties. This indicates that the multiscale heterogeneity of matrix and fracture properties has a considerable effect on unsaturated flow processes, leading to fast flow paths in fractures and the matrix. These paths shorten the travel time of a conservative tracer from a source (repository horizon) in the unsaturated zone to the water table. As a result, multiscale heterogeneity would seem to have a significant effect on local and global tracer-transport processes, especially for the early arrival of tracer mass. However, the effect on global transport is not significant at later times—for example, after 20% of tracer mass reaches the water table.

SIGNIFICANCE OF FINDINGS

This work has produced a useful approach for characterizing subsurface heterogeneity at different scales. It showed that multiscale heterogeneity has a significant effect on local and global flow and transport. Consequently, it improves and confirms our conceptual understanding of how rock heterogeneity affects nuclear waste disposal.
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The Energy Resources Program (ER) is responsible for two major program areas: Oil and Gas Exploration and Development, and Geothermal Energy Development.

**OIL AND GAS EXPLORATION AND DEVELOPMENT**

Multidisciplinary research is being conducted in reservoir characterization and monitoring, optimization of reservoir performance, and environmental protection. Using basic research studies as a source of innovative concepts, ER researchers seek to transform these concepts into tangible products of use to industry within a time-frame consistent with today’s rapid growth in technology. Reservoir characterization and monitoring involve development of new seismic and electromagnetic techniques focused at the inter-well scale. Field acquisition, laboratory measurements, and numerical simulation play important roles in the development activities. Optimization of reservoir performance is focused on simulation-based methods for enhancing reservoir management strategies. Emphasis is placed on the integration of geophysical data, production data, and reservoir simulation. The next major step in research will focus on methods to optimize performance through integration of monitored geophysical data, production data, and reservoir simulation.

International and national concern about the variable climatic effects of greenhouse gases produced by burning of fossil fuels is increasing, while it is also recognized that these fuels will remain a significant energy source well into the next century. In response to these concerns, ER has initiated research focused on development of technologies that will minimize the impact of fossil-fuel usage on the environment. Methane hydrates constitute a huge potential fuel source with lower carbon emissions than coal or oil. ER researchers are developing and evaluating possible methods for producing gas from such deposits. Geophysical data acquisition and inversion methods developed in the ER program are also being applied in a new project on geologic sequestration of CO₂ carried out in the Climate Variability and Carbon Management Program within the Earth Sciences Division.

Principal research activities include:
- Development of single-well and crosswell seismic technology, including instrumentation, acquisition and processing
- Applications of seismic methods for characterization of fractured reservoirs
- Laboratory measurement of the seismic properties of poorly consolidated sands
- Development of efficient 3D elastic-wave propagation codes
- Improved inversion methods for reservoir characterization, with a focus on combining production and geophysical data
- Application of x-ray CT and NMR imaging to study multiphase flow processes
- Pore-to-laboratory-scale study of physical properties and processes, with a focus on controlling phase mobility, predicting multiphase flow properties and drilling efficiency
- Development of reservoir process-control methods
- Development of new methods to mitigate environmental effects of petroleum refining and use
- Enhancement of refining processes using biological technologies
- Numerical simulation of subsurface methane hydrate systems

Since 1994, the major part of the Oil and Gas Exploration and Development program has been funded through the Natural Gas and Oil Technology Partnership Program. Begun in 1989, the partnership was expanded in 1994 and again in
1995 to include all nine Department of Energy multiprogram laboratories, and has grown over the years to become an important part of the DOE Oil and Gas Technologies program for the national laboratories. Partnership goals are to develop and transfer to the domestic oil industry the new technologies needed to produce more oil and gas from the nation’s aging, mature domestic oil fields, while safeguarding the environment.

Partnership technology areas are:
- Oil and gas recovery technology
- Diagnostics and imaging technology
- Drilling, completion, and stimulation
- Environmental technologies
- Downstream technologies

Projects are typically multiyear, are reviewed and reprioritized annually by industry panels, and are collaborations between national laboratories and industry

GEOTHERMAL ENERGY DEVELOPMENT

The main objective of ER’s geothermal energy development program is to reduce uncertainties associated with finding, characterizing, and evaluating geothermal resources. The ultimate purpose is to lower the cost of geothermal energy for electrical generation or direct uses (e.g., agricultural and industrial applications, aquaculture, balneology). The program encompasses theoretical, laboratory, and field studies, with an emphasis on a multidisciplinary approach to solving the problems at hand. Existing tools and methodologies are upgraded, and new techniques and instrumentation are developed for use in the areas of geology, geophysics, geochemistry, and reservoir engineering. Cooperative work with industry, universities, and government agencies draws from Berkeley Lab’s 25 years of experience in the area of geothermal research and development.

In recent years, DOE’s geothermal program has become more industry-driven, and the Berkeley Lab effort has been directed toward technology transfer and furthering our understanding of the nature and dynamics of geothermal resources under production, such as The Geysers geothermal field in northern California, which has begun to show the effects of overexploitation.

At present, the main research activities of the program include:
- Geothermal Reservoir Dynamics: development and enhancement of computer codes for modeling heat and mass transfer in porous and fractured rocks, with specific projects such as modeling the migration of phase-partitioning tracers in boiling geothermal systems; modeling of mineral dissolution and precipitation during natural evolution, production, and injection operations; and geophysical-signature prediction of reservoir conditions and processes
- Isotope Geochemistry: identification of past and present heat and fluid sources, development of natural tracers for monitoring fluids re-injected into geothermal reservoirs, better understanding of the transition from magmatic to geothermal production fluids, and enhancement of reservoir-simulation methods and models by providing isotopic and chemical constraints on fluid source, mixing, and flow paths
- Multicomponent 3D Seismic Imaging: development and implementation of 3D surface and borehole methods for defining permeable pathways in geothermal reservoirs
- Geochemical Baseline Studies: documentation of geothermal-fluid behavior under commercial production and injection operations (e.g., field case studies), with specific emphasis on The Geysers field
- Electromagnetic Methods for Geothermal Exploration: development of efficient numerical codes for mapping high-permeability zones, using single-hole electromagnetic data

Future research will concentrate on the development of innovative techniques for geothermal exploration and assisting in a reassessment of geothermal power potential in the U.S. The emphasis will be on expanding existing fields, prolonging their productive life, and finding new “blind” geothermal systems, i.e., those that do not have any surface manifestations, such as hot springs, fumaroles, etc., that suggest the presence of deeper hydrothermal systems.

FUNDING

Within ER, The Oil and Gas Exploration and Development program receives support from the Assistant Secretary for Fossil Energy, Office of Natural Gas and Petroleum Technology, through the National Energy Technology Laboratory, the National Petroleum Technology Office, and the Natural Gas and Oil Technology Partnership, under U.S. Department of Energy Contract No. DE-AC03-76SF00098. Support is also provided from industry and other sources through the Berkeley Lab Work for Others program. Industrial collaboration is an important component of DOE Fossil Energy projects.

Fractured reservoirs are more difficult to model and typically less well understood than porous reservoirs. These problems lead to greater expense in resource exploration/development and in environmental characterization and cleanup. We are coupling state-of-the-art fractured-media modeling codes to allow investigation of the seismic response to fluid-induced changes in reservoir properties, such as pore pressure and permeability. This research could lead to improvements in remote sensing and time-lapse monitoring of dynamic processes in fractured reservoirs.

**Approach**

We have coupled two previously independent modeling codes, a hydromechanical finite-element code and a 3-D seismic finite-difference, elastic, anisotropic modeling code. In both codes, fractures are defined by their mechanical stiffness, which is in turn linked to permeability and seismic response by recently developed theoretical relationships. Using the hydromechanical code, we simulate injecting fluid into or withdrawing fluid from a reservoir for a length of time. This creates fluid-pressure gradients that act to change the fracture stiffness. Conceptually, the spatially variable fluid pressure causes fractures to open or close inhomogeneously. In a dynamic process, as fracture stiffness changes, fracture permeability and fluid pressure distribution change, which then influence the next change in fracture stiffness.

At any given time, we can apply spatially variable fracture-stiffness values to model the seismic response of the reservoir. These stiffness values are used to calculate anisotropic elastic constants, which control seismic wave propagation. In general, the reservoir has a unique set of elastic constants for each finite-element cell or finite-difference grid point. The seismic response of the reservoir can be used to spatially map the variations in elastic constants, which can then be related to variations in fracture stiffness and, in turn, to pore-pressure and permeability variations in the reservoir. In this manner, time-lapse seismic surveys can monitor reservoir changes.

**Accomplishments**

We have successfully coupled the hydromechanical and wave-propagation modeling codes. The initial study considered a 3-D vertically fractured reservoir layer sandwiched between two homogeneous, relatively impermeable nonfractured layers. The layer is assumed to have a single dominant fracture direction. For two months, fluid is injected into the center of the reservoir via a vertical well at 80 liters per minute over the 60 m thick reservoir. A 3-D, three-component surface seismic survey was modeled at various times. Figure 1 shows the response at pre-injection (left) and at 2 months post-injection (right). A distinct change is seen in reservoir seismic reflectivity. This change is most evident in the amplitude and time of a P- to S-wave converted reflection polarized normal to the fractures. This change in seismic response is caused by the fluid injection changing fracture stiffness.

**Significance of Findings**

Understanding fractured reservoirs is important for many problems facing the U.S. Department of Energy (and the U.S. in general), including resource development (oil and gas production), underground storage of high-level waste, remediation of contaminated aquifers, geologic sequestration of CO₂, and groundwater exploration and storage. Currently, fluid flow modeling and seismic imaging are considered separately. Linking these fields through a consistent conceptual and theoretical framework will allow improved understanding of coupled processes, and may lead to improved monitoring of reservoir conditions.
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A PORTABLE X-RAY COMPUTED TOMOGRAPHY SYSTEM
Barry M. Freifeld, Timothy J. Kneafsey, Jacob Pruess, and Liviu Tomutsa
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RESEARCH OBJECTIVES

Drilling boreholes is an expensive activity, whether conducted for environmental monitoring, resource extraction, or scientific purposes. Retrieving geologic samples (core) from the ground adds significantly to this expense, potentially doubling or tripling drilling costs. Beyond a geologist’s visual inspection, much of the core often goes untouched. Frequently, core is subsampled for use in subsequent tests (such as oil/gas/water relative permeability). Some samples, such as those containing gas hydrates, change rapidly upon retrieval. In these cores, on-site core examination and evaluation is critical. Our objective in developing a portable x-ray computed tomography (CT) system is to (1) provide personnel in the field with a real-time comprehensive picture of core structure and (2) provide a tool for selecting subsamples.

Figure 1. Berkeley Lab’s portable scanner has sailed the high seas and endured arctic cold, imaging more than 2,000 feet of core along the way.

APPROACH

Soil scientists and petroleum engineers have used x-ray CT to perform measurements on recovered core. The bulk of this work has been conducted using large medical scanners designed for imaging humans. These large, immobile systems, often costing a million dollars or more, are used in a laboratory and require water-cooling systems and air-conditioned lead-lined rooms. Our portable system had to be rugged, compact, lightweight, and fast. We were able to eliminate most of the weight by producing a novel multicomponent lead-shielding arrangement that reduced the footprint of the system and eliminated the need for a dedicated room. Special collimators and filters, optimized for geologic core, enabled us to use off-the-shelf industrial imagers and obtain results that rivaled the performance of expensive scientific instruments. As a result, our final product costs significantly less than the baseline medical technology that we set our sights on.

ACCOMPLISHMENTS

This unique portable x-ray CT scanner was fabricated in July 2002. Its first deployment was on Ocean Drilling Program (ODP) Leg 204 off the Oregon Coast, a research cruise to investigate methane-hydrate-bearing cores retrieved from Cascadia Ridge. Afterwards, the scanner was transported to the ODP Gulf Coast Core Repository, where it was used for follow-up studies. It was briefly back at Berkeley Lab to image hydrate dissociation experiments, before heading off for two months (March–April, 2003) to the Alaskan North Slope to image permafrost cores in another hydrate research project. The scanner will be used next for ODP Leg 210, a cruise to study the Newfoundland half of the Newfoundland-Iberia nonvolcanic rift.

SIGNIFICANCE OF FINDINGS

A portable x-ray CT system can provide geologists in the field with detailed information (such as density and macroporosity distribution) from recovered drill core. Additionally, subsamples can be selected knowing not just what is on the surface, but also the structure throughout the core. As a result of CT imaging, detailed structural information can be obtained quickly, and an electronic record can be generated. Ultimately, information will be extracted from recovered core quicker, with more precision, and at a lower cost.
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RESEARCH OBJECTIVES

The objective of this research is to study whether crosswell and single-well seismic techniques can be applied to monitor the sequestration of CO\textsubscript{2} in oil reservoirs. The advantage of injecting CO\textsubscript{2} into oil reservoirs is two-fold: (1) it offers one method of geologic carbon sequestration, while it (2) enhances the recovery of difficult-to-extract oil, which otherwise would remain locked in place.

Figure 1. Poisson ratio based on P- and S-wave velocity: (a) pre-injection ratio; (b) post-injection ratio; (c) result of differencing the pre-post injection ratios. The black dashes represent the projection of the CO\textsubscript{2} injection intervals onto the imaging plane, while the red line indicates the location of a fault in the reservoir. The high values in (c) correspond to regions of increased CO\textsubscript{2} concentration spatially correlating with the injection intervals.

APPROACH

The subsurface CO\textsubscript{2} injection program was operated by Chevron USA Production Company in the Lost Hills, California, oil field. We conducted a series of time-lapse seismic crosswell and single-well experiments in a diatomite reservoir to monitor the injection of CO\textsubscript{2} into a hydrofracture zone, based on seismic P- and S-wave data collected during pre- and post-CO\textsubscript{2} injection phases. Tomographic images of the differences in P- and S-wave velocities were constructed, because the differing of the data sets is particularly sensitive to time-lapse changes in the reservoir. Estimates of Poisson ratio were then calculated from the velocities to determine the state of the CO\textsubscript{2} in the reservoir.

Figure 1 shows three tomographic cross sections of Poisson ratio before and after injection, as well as a difference image of the two. The pre- and post-injection tomograms show the stratification and compaction of the reservoir rock with depth (decreasing Poisson values). The difference tomogram shows an increase in Poisson ratio throughout the imaged area, indicating an increase in pressure in the reservoir. This information, in conjunction with the P- and S-wave results, led to the conclusion that the injected CO\textsubscript{2} dissolved into the liquid phase, which was corroborated by in situ pressure measurements and reservoir simulations. The seismic single-well supported the crosswell results.

ACCOMPLISHMENTS

The experiment has shown that seismic crosswell time-lapse P- and S-wave data can be used to successfully monitor CO\textsubscript{2} injection and migration in oil reservoirs, and to determine the state of the injected gas. Single-well seismic measurements provide independent data that are useful in corroborating crosswell results without adding much data acquisition time in the field.

SIGNIFICANCE OF FINDINGS

The analysis of the CO\textsubscript{2} injection experiment revealed that both P- and S-wave data sets are essential in determining the migration and state of the injected gas in the reservoir, because one data set by itself would yield inconclusive results. The availability of time-lapse data reduces the effect of reservoir heterogeneity, which would be difficult to estimate in an absolute sense. Poisson ratio can be applied to determine whether the injected gas has dissolved into the liquid phase or remained in gas form. It also appears that seismic crosswell data are useful in delineating the structural features of the reservoir, whereas single-well seismic data are applicable in determining the location and possibly the properties of a hydrofracture zone.
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RESEARCH OBJECTIVES

The objective of the Joint Geophysical Imaging project is to ultimately develop formal joint geophysical imaging algorithms for simultaneously inverting different types of geophysical data—to find a common, self-consistent earth model. The initial stages of this work have concentrated on demonstrating a methodology for combining time-lapse changes in electric conductivity and compressional- and shear-wave velocity with a detailed rock-properties model, to produce quantitative estimates of the change in reservoir pressure and fluid saturations.

![Figure 1. Changes in CO2 dissolved in oil (a), changes in p-wave velocity (b), and changes in electrical conductivity (c). CO2 injected into different depths is shown as % CO2.](image)

These time-lapse changes in geophysical parameters were combined with the rock-properties model to produce changes in reservoir pressure and fluid saturations (including changes in hydrocarbon gas, water, and CO2 saturations).

A critical step was to first remove the effects of the reservoir-pressure and water-saturation changes by combining the EM and shear-wave velocity changes. Once the effects of reservoir pressure and water saturation changes were stripped off, the changes in acoustic velocity were used to map CO2 saturation changes within the reservoir.

ACCOMPLISHMENTS/ SIGNIFICANCE OF FINDINGS

The newly developed procedure for unraveling the combined effects of reservoir pressure and fluid saturation changes produced a predicted change in CO2 content in the reservoir oil. This change in CO2 content is substantially better that that which can be obtained by traditional predictions (based on changes in geophysical parameters alone). Figure 1 shows the changes in CO2 dissolved in oil compared to the changes in compressional velocity and electrical conductivity between the two observations wells used in the survey. There is a clear improvement in spatial resolution, along with accurate quantitative prediction of the CO2 volume in place.
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Gas-Hydrate Imaging Using X-Ray Computed Tomography
Timothy J. Kneafsey, Barry Freifeld, Liviu Tomutsa, and Jacob Pruess
Contact: Timothy J. Kneafsey, 510/486-4414, tkneafsey@lbl.gov

RESEARCH OBJECTIVES

Gas hydrates are ice-like crystalline solids formed from a mixture of water and natural gas at high pressures and temperatures near freezing. They are abundant in deep oceans and underlie vast stretches of permafrost. There is general scientific agreement that naturally occurring hydrates contain significantly more energy than is stored in traditional fossil fuel reserves. While gas-hydrate dissociation (the process of hydrate separating to gas and water or ice) is well understood, there is very little known about hydrate behavior in oceanic sediments or porous media. Our objective was to develop a technique capable of observing gas-hydrate dissociation in oceanic sediments or porous media, so that we may eventually extract the natural gas as an economic resource.

APPROACH

We used x-ray computed tomography (CT), coupled with physical measurements of temperature, pressure, and volume, to observe hydrate dissemination and monitor dissociation of synthetic samples. We compared the results from the physical measurements to the x-ray CT scanning to examine the effectiveness of using x-ray CT scanning in quantifying hydrate dissociation.

ACCOMPLISHMENTS

We have performed several experiments to accomplish our objective. In one experiment, we used a modified medical x-ray CT scanner to observe the changes in a hydrate/silica sand sample. The sample contained two different mixtures of hydrate and sand. We measured the temperature at the bottom of the sample, as well as the volume and composition of the produced gas. The sample warmed from top to bottom, and as dissociation occurred, methane gas was produced. Simultaneously, changes in x-ray attenuation were observed in the top of the sample. The location where the hydrate was dissociating was identifiable in the x-ray images as a horizontal front, and we were able to track the front from the sample top to the bottom. As expected, gas production ceased when the front reached the sample bottom.

We conducted another experiment using the Berkeley Lab portable x-ray CT scanner. In this experiment, we measured the pressure change and temperature as the sample, consisting of clean 1 mm sand as well as chunks of hydrate and ice (Figure 1), warmed from ~196°C. As in the first experiment, the x-ray CT images clearly show changes in the hydrate as dissociation occurs.

SIGNIFICANCE OF FINDINGS

We have shown that x-ray CT scanning is a valuable tool in examining samples containing hydrates, and can be used to track hydrate dissociation. The use of x-ray CT scanning at remote locations can be performed using the Berkeley Lab portable x-ray CT scanner, allowing examination of natural samples in their most representative condition. The x-ray CT results, combined with pressure and temperature measurements, provide clear indications of hydrate changes in samples.
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Figure 1. X-ray CT image of the sand/ice/hydrate sample
FRACTURE QUANTIFICATION IN NATURALLY FRAC TURED GAS RESERVOIRS

Ernest L. Majer
Contact: 510/486-6709, elmajer@lbl.gov

OBJECTIVE

The objective for this work is to apply high-resolution seismic-imaging fracture-identification methods (logging, single-well vertical seismic profiling [VSP]) to naturally fractured gas reservoirs, and to integrate the results with three-dimensional (3-D) surface imaging. The goal is to determine the optimum technique for not only locating fractures, but also quantifying their properties in a manner that allows the fractures controlling flow to be identified.

APPROACH

As part of the U.S. Department of Energy’s Natural Gas Program, Berkeley Lab is leading a multi-institutional project to develop methods for mapping the fractures that control flow in naturally fractured gas reservoirs. This project strives to extend surface information with current borehole methods (VSP, crosswell, and single-well seismic) to quantify fracture characteristics. The work has progressed from lab studies to controlled field studies, and now to a full-scale application in the San Juan Basin in New Mexico.

ACCOMPLISHMENTS

The project effort during 2002 focused on three areas: (1) modeling seismic wave propagation in fractured media, (2) acquisition of an extensive set of VSP data, well logs, and single-well data, and (3) initial processing of the field data.

The thrust of the modeling effort has been to model the actual field data that was processed in both 2-D and 3-D. Existing 3-D data from the 20-square-mile target area was reprocessed to apply processing that would enhance interpretation for fracture and fault identification. The result was an analysis of predicted well performance across the 20-square-mile area.

The objective of the field tests was to augment the existing data sets at both the borehole scale (logging and single-well seismic) and VSP scale. The objective of the interpretation and processing effort has been (and will be) to derive images that are indicative of fracture characteristics. Each method (surface seismic, VSP, crosswell, single well) has a different image produced at a different scale. The following data have been compiled:

- Multi-offset (approximately 70 source points per well) 3-D, 9-C VSP at 20 ft spacing (10 to 100 Hz)
- Single well with three component receivers at 10 ft spacing, using orbital source (50 to 400 Hz)
- Single well with hydrophones at 5 ft spacing, using piezoelectric source (200 to 4,000 Hz)
- FMI and dipole sonic (4,000 to 8,000 Hz)

Together with the reprocessed seismic data, this information will form the basis of a unique multiscale data set to process for fracture properties. To check the predictions, each well will be put on production after the seismic studies are completed.

SIGNIFICANCE OF FINDINGS

Overall, the project has made the anticipated progress towards the goal of developing and testing seismic methods for fracture quantification. The drilling of the well by ConocoPhillips (an over-$1.5 million investment alone) and the acquisition of the field data sets mark a significant milestone in this work—and in general a significant scientific contribution to the discipline of fracture imaging. The final phase of the project will involve additional work in modeling, data processing, and reservoir simulation.
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RESEARCH OBJECTIVES

Gas hydrates are solid (ice) crystalline compounds, inside the lattices of which gas molecules can be encased. Vast amounts of hydrocarbons are thus trapped in hydrate deposits. The objective of this study is the analysis and development of appropriate strategies for gas production from a wide range of natural hydrate accumulations. These strategies involve the three main hydrate dissociation mechanisms (depressurization, thermal stimulation, inhibitor effects), either individually or in combination. Selection of the appropriate strategy is strongly influenced by the geological setting and the conditions prevailing in the hydrate accumulation.

APPROACH

The TOUGH2 general-purpose simulator with the EOSHYDR2 module was used for the analysis. EOSHYDR2 models the nonisothermal gas release, phase behavior, and flow in binary hydrate-bearing porous and fractured media (involving methane and another hydrate-forming gas) by solving the coupled equations of mass and heat balance. This model can describe any combination of hydrate dissociation mechanisms—and can also account for up to four phases (gas phase, liquid phase, ice phase, and hydrate phase) and up to seven components (CH₄-hydrate, water, native methane, dissociated methane, native and dissociated components of a second hydrate-forming gas, salt, water-soluble inhibitors, and heat).

ACCOMPLISHMENTS

In terms of production strategy and behavior, hydrate accumulations are divided into three main classes. In Class 1, the permeable formation includes two zones: the hydrate interval and an underlying two-phase fluid zone with free (mobile) gas. In this class, the bottom of the hydrate stability zone occurs above the bottom of the permeable formation. Class 2 features a hydrate-bearing interval overlying a mobile water zone (e.g., an aquifer). Class 3 is characterized by the absence of a hydrate-free zone, and the permeable formation is thus composed of a single zone, the hydrate interval. In Classes 2 and 3, the entire hydrate interval may be well within the hydrate stability zone (i.e., the bottom of the hydrate interval does not necessarily indicate hydrate equilibrium).

The numerical simulations indicate that, in general, the appeal of depressurization decreases from Class 1 to Class 3, while that of thermal stimulation increases. Thus, simple depressurization appears to enjoy an advantage over other production strategies in Class 1 hydrate deposits. The most promising production strategy for Class 2 hydrates involves combinations of depressurization and thermal stimulation, and is clearly enhanced by multi-well production-injection systems (e.g., a five-spot configuration). Because of the very low permeability of hydrate-bearing sediments, the effectiveness of depressurization in Class 3 hydrates is limited, and thermal stimulation through single well systems seems to be the strategy of choice in such deposits (and especially so in high-hydrate-saturation regimes).

SIGNIFICANCE OF FINDINGS

This is the first-ever (a) classification of gas hydrate deposits and (b) development of general principles for gas production strategies based on the hydrate deposit classification.
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ANISOTROPIC PROPERTIES OF COMPACTED CLAY-RICH ROCKS
Kurt T. Nihei, F. Reverdy, and Larry R. Myer
Contact: Kurt T. Nihei, 510/486-5349, ktnihei@lbl.gov

RESEARCH OBJECTIVES
The principal objective of this work is to characterize the elastic anisotropic properties of clay-rich rocks for consolidation conditions simulating compaction at depth. A novel consolidation cell containing sets of ultrasonic transducers and a phased array has been designed to allow measurement of the five transverse isotropy (TI) elastic constants of a rock sample during compaction. During the testing phase of this project, we will conduct a series of laboratory anisotropy tests on clay-rich rock samples provided by our industry partners from basins worldwide.

APPROACH
The standard laboratory ultrasonic transmission method for measuring the five elastic constants of rock with TI requires a minimum of three oriented cores taken parallel, perpendicular, and at an angle to the bedding. This method is unsuitable for measuring the stress-induced TI elastic constants of clay-rich rocks during compaction because: (1) the process of unloading-recoring-reloading is time consuming, and (2) it is difficult to realize the same stress state in the sample cored at an angle to the bedding. The apparatus developed in this project utilizes a P-wave phased array and three sets of polarized ultrasonic transducers to recover the five TI constants during uniaxial strain consolidation.

ACCOMPLISHMENTS
A series of ultrasonic tests on clay-rich rocks provided by ChevronTexaco were performed to determine the attenuation of P- and S-waves in the 200 kHz to 2 MHz range. These tests were carried out on clay samples compacted under drained, uniaxial strain conditions to axial stresses of 2.5 MPa. Based on these results, the design of the compaction cell, the P-wave phased array, and the ultrasonic P- and S-wave transducers were finalized.

A schematic of the compaction cell, including the locations of the phased array and the ultrasonic transducers, is shown in Figure 1a. The cell accommodates an approximately 2 cm thick clay sample in a slot with the geometry and dimensions given in Figure 1b. A pair of 1 MHz P-wave transducers are used to directly measure c11—P(0°) in Figure 1b. Two sets of 40 kHz S-wave transducers with polarizations parallel and perpendicular to the bedding direction—SH(0°) and SV(0°), respectively, in Figure 1b—provide direct measurements of c44 and c66. A 1 MHz, 32-element P-wave phased array and a P-wave pinducer (Figure 1a) are used to obtain c33 and c13 from plane P-wave measurements made over a range of angles (0° to approximately 60°).

SIGNIFICANCE OF FINDINGS
The apparatus developed in this project utilizes a pair of P-wave transducers, two pairs of polarized S-wave transducers, and a P-wave phased array to recover the five TI constants during uniaxial strain consolidation. Because the measurements are performed during consolidation without the need for unloading-recoring-reloading, the apparatus can be used to investigate the development of stress-induced anisotropy in geomaterials such as clay-rich rocks and benthic sands. We anticipate that this apparatus will prove useful in investigations of the anisotropic properties of soft sediments relevant for oil and gas imaging in sedimentary basins, and for the characterization of the shallow sea floor.
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Figure 1. Schematic of the compaction cell for clay anisotropy measurements: (a) view in cross section showing the locations of the P-wave phased array and pinducer, and (b) plan view illustrating the location of the clay sample and the P- and S-wave transducers.
Simulation of Partitioning Tracers
Chao Shan and Karsten Pruess
Contact: Chao Shan, 510-486-5718, c_shan@lbl.gov

RESEARCH OBJECTIVES

Noble gases widely exist in nature, and except for radon, they are stable. Modern techniques can detect noble gases to relatively low concentrations and with great precision. In addition, different noble gases have different transport properties. These factors suggest that noble gases can be useful partitioning tracers for subsurface characterization. Previous research has shown that the solubility and dispersivity of a gas have strong temperature dependency, and that the dependency is gas-specific. We wanted to develop a numerical code that both simulates the transport of noble gases in the subsurface and also accounts for how temperature affects gas properties.

APPROACH

We base our code development on TOUGH2, a simulation code for multiphase, multicomponent, and heat flow. Among the many TOUGH2 modules, EOS7R specifically simulates two-phase, five-component flow and transport problems. The two phases are water and gas, and the five components are water, brine, air, and two radionuclides (Oldenburg and Pruess, 1995). For our studies, we added two subroutines to EOS7R and slightly modified the original code. One subroutine, called NOHEN, uses the laboratory-experiment-based Crovatto et al. (1982) model to calculate the Henry’s law coefficient; the other, called GADIF, uses the theoretical model given by Reid et al. (1987) to calculate noble gas diffusivity in the gas phase. At every time step and iteration, the program substitutes the most current temperature/pressure data to the two new subroutines to update the two coefficients for the next step of simulation.

ACCOMPLISHMENTS

A new fluid property module, EOSN, was developed for TOUGH2 to simulate transport of noble gases in the subsurface. Like most other sister modules, TOUGH2/EOSN can simulate nonisothermal multiphase flow and fully coupled transport in fractured porous media. In applying the new module, users need only to give the names of the two selected gases; all required thermodynamic properties are provided in an internal data bank. There are, however, options for users to overwrite internal molecular weights for modeling specific isotopes. Currently, six user-selectable gases are available: helium, neon, argon, krypton, xenon, and carbon dioxide. Radon may be added in the future; a capability to model radioactive decay by means of a half-life is already included in EOSN.

SIGNIFICANCE OF FINDINGS

Preliminary TOUGH2/EOSN simulations have shown that the temperature effect may play an important role in gas diffusion-dominant processes and in fluid exchange between matrix blocks and surrounding fractures. The difference in solubility and diffusivity between two different noble gases leads to a difference in resulting noble gas mass fractions (see Figure 1), which may provide additional information for subsurface studies. Vaporization and condensation of water may greatly affect mass fractions of gases, which is a factor to be considered in data analyses. The study of noble gases may be extended to any other noncondensable gases or even volatile organic chemicals (commonly referred to as VOCs).
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PHYSICS-BASED RECONSTRUCTION OF SEDIMENTARY ROCKS
Dmitriy Silin and Tad Patzek
Contact: Dmitriy Silin, 510/495-2215, dsilin@lbl.gov

RESEARCH OBJECTIVES

The relative permeability and capillary pressure functions define how much oil can be recovered from a reservoir. These parameters are the key input data for any reservoir simulation. The objective of this project is to develop methods of estimating the absolute permeability, capillary pressure, and relative permeability functions by analyzing 3-D images of the rock.

APPROACH

High-resolution images of rock are obtained both by electron-scanning microscopy of cores and by physics-based computer simulation of the sedimentary-rock formation process [Jin et al., 2003]. In either case, the geometry of the pore space is studied by applying methods of mathematical morphology to the digital images [Silin and Patzek, 2003; Silin et al., 2003].

ACCOMPLISHMENTS

A general approach for process-based reconstruction of sedimentary rocks has been developed [Jin et al., 2003]. The procedure includes dynamic grain sedimentation and compaction, followed by diagenesis. The results are confirmed by statistical comparison of computer-generated and natural images of sandstone cores. The mechanical properties of the natural rock, such as stress-strain curve, are also well reproduced in the computer-generated rock. Computer simulations provide an insight into rock-damage propagation as a system of coalescing microcracks.

A new, robust approach to studying the pore-space morphology of rocks from their 3-D digital images has been developed. An efficient and stable algorithm, which distinguishes between the pore bodies and pore throats and establishes their respective volumes and connectivity, has been proposed and tested. The output of this algorithm has been used to compute a dimensionless drainage-capillary-pressure curve, which simulates mercury injection. This curve is a robust descriptor of the pore-space geometry that can be used to determine the quality of natural-rock computer reconstruction (see Figure 1). An appropriate scaling of this image-analysis-based curve should enable prediction of the rock capillary pressure.

SIGNIFICANCE OF FINDINGS

Our approach provides a practical, inexpensive, and fast alternative to tedious core-flood experiments and allows the investigator to run many “what-if” scenarios. The predictive capability of the pore-scale calculations is especially important for imbibition experiments in mixed-wet rocks and in multiple drainage-imbibition cycles with two or three fluids present. For unconsolidated reservoir rock, analysis of computer-generated images, based on the known grain-size distribution, is virtually the only way to get insight into rock transport properties.

Figure 1. These 800+ dimensionless capillary pressure curves have been obtained for images of Fontainebleau sandstone. The porosity of the imaged rock samples varies between 11% and 22%.
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**Nanoscale Three-Dimensional Rock Imaging Using Focussed Ion Beam**

Liviu Tomutsa (ESD) and Velimir Radmilovic (NCEM)

Contact: Liviu Tomutsa, 510/486-5635, l.tomutsa@lbl.gov

**Research Objectives**

Computation of effective flow properties of fluids in porous media based on three-dimensional (3-D) pore-structure information has become more successful in the last few years, due to improvements in both input data and network models. Computed x-ray microtomography has been successful in 3-D pore imaging at micron scale, which is adequate for many sandstones. For other rocks of economic interest, such as chalk and diatomite, nanoscale resolution is needed to resolve the 3-D pore structure. To achieve such resolution, a new method of pore imaging using Focussed Ion Beam (FIB) technology is being developed.

**Approach**

To directly access the pore structure at nanoscale, the FIB is used to mill successive layers of the rock material. FIB mills layers as wide as 50 micrometers and as thin as 10 nanometers by sputtering of atoms from the sample surface. The FIB, consisting of gallium ions (Ga+) accelerated by potentials of up to 30 kV and currents up to 20,000 pA, yields very clean, flat surfaces in which the pore-grain boundaries appear in high contrast. No distortion of the pore boundaries caused by ion milling is apparent. After each milling step, as a new surface is exposed, a 2-D image of the surface is obtained using either the ion beam or the electron beam. While epoxy impregnation improves the contrast in the images, unimpregnated samples can yield excellent images (Figure 1). The high pore-matrix contrast is used next to binarize the 2-D images and, by stacking them, to reconstruct the 3-D structures of the pore space.

**Accomplishments**

The FIB method was used to generate, for the first time, 3-D images of the pore spaces of Belridge diatomite and North Sea Chalk. Both these rocks have pores and pore throats in the tens to hundreds of nanometer range.

**Significance of Findings**

Large oil reserves are present in both diatomite and chalk formations. By obtaining the 3-D pore structure of these rocks, we accomplished the first step in generating the input data needed for pore-network simulators. The 3-D pore images of complex fragile rocks, such as diatomite and chalk, are essential for the construction of idealized pore networks and the subsequent simulations of flow experiments for various displacement processes (drainage, imbibition, water-alternating gas, secondary drainage, etc.). Such experiments would be extremely difficult, if not impossible, to perform in the laboratory. The calculations provide scientific understanding of the pore-scale flow phenomena of mixed-wet rocks, which control large-scale hydrocarbon or carbon dioxide flow.
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Figure 1. (a) Ion-beam image of diatomite at 20,000x magnification, (b) Diatomite volume reconstructed from binarized successive images spaced at 0.2 micron intervals. The pore space is dark.
FINITE-DIFFERENCE MODELING OF 3-D ANISOTROPIC WAVE PROPAGATION USING VARIABLE GRID SPACING
Aoife Toomey and G. M. Hoversten
Contact: Aoife Toomey, 510/486-6091, actoomey@lbl.gov

RESEARCH OBJECTIVES

Finite-difference modeling is routinely carried out to aid interpretation of seismic data acquired during hydrocarbon exploration. Most hydrocarbon reservoirs are overlain by low-velocity sediments, whose effects on the wavefield must be considered in order to successfully image deeper structures. However, the computational expense associated with finite-difference modeling is greater for low-velocity materials than for high-velocity materials. Including the effects of anisotropy on the seismic wavefield further increases the computational expense. Three-dimensional anisotropic finite-difference modeling has thus been restricted to small-scale models, unrealistic velocity structures, or long wavelengths due to its demand on computer time and memory. This research overcomes these limitations by using parallel computation and improved computational algorithms, enabling larger and more realistic geological models to be tackled.

APPROACH

We are using a fourth-order staggered-grid finite-difference (FD) solution to the wave equation. In a fourth-order scheme, the wavefield must be sampled with at least five gridpoints per seismic wavelength to avoid numerical dispersion. Geological models containing low-velocity zones require fine discretization, and hence a large number of gridpoints, because of the shorter seismic wavelengths in these zones. When a uniform grid is used, oversampling of the wavefield occurs in high-velocity zones. Using variable grid spacing improves the efficiency of the FD method by partially avoiding this oversampling. We are using the variable-gridding scheme developed by Pitarka (1999). The grid spacing is adapted to the velocity structure using spatial differential operators designed for grids with nonuniform spacing. The coefficients to the spatial differential operators depend on the spacing between gridpoints and are calculated at the beginning of the simulation.

ACCOMPLISHMENTS

We have implemented the 3-D variable-gridding anisotropic FD code to run on a 30-processor Beowulf cluster using message passing interface (MPI). Pentium III processors with 2 GB RAM and speeds ranging between 1 GHz and 1.4 GHz were used. On a single processor machine, model sizes were limited to 200 \( \times \) 200 \( \times \) 200 gridpoints. This has increased to 620 \( \times \) 620 \( \times \) 620 on the cluster (a 30-fold increase).

The accuracy of the variable-gridding code was tested for a homogeneous anisotropic model with the elastic properties of shale (a transversely isotropic material). We used a mesh with a constant grid spacing of 6 m in the two horizontal directions. The vertical grid spacing decreased abruptly from 6 m to 3 m within a 300 m thick layer. A 20 Hz Ricker wavelet was used as a pressure source. Figure 1 shows a snapshot of the wavefield showing quasi-P- and -S-waves and a pure SH wave. Horizontal black lines mark the change in grid spacing, which clearly has no effect on the wavefield.

SIGNIFICANCE OF FINDINGS

Our results show that variable-gridding and parallel computation can be used to reduce the computational expense associated with finite-difference modeling without any sacrifice in accuracy. These tools will enable us to incorporate more realistic velocity structure and geological complexity in large-scale 3-D anisotropic finite-difference modeling.
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Changes in Noncondensible Gases in Steam from the Cerro Prieto Geothermal Field

Alfred H. Truesdale, Marcelo J. Lippmann, M. H. Rodríguez1, and A. Perez1
1Comisión Federal de Electricidad, Mexico
Contact: Marcelo Lippmann, 510/486-5035, mjlippmann@lbl.gov

RESEARCH OBJECTIVES

Changes in CO2 content and nitrogen/argon (N2/Ar) weight ratios in the steam produced by wells from the eastern parts of the Cerro Prieto geothermal field of Baja California, Mexico, were studied to determine the effects of the main active processes in the reservoir (i.e., boiling, condensation, groundwater recharge, and mixing) on the gases contained in the steam.

APPROACH

Comprehensive data sets have been collected on this >300°C liquid-dominated geothermal field since the beginning of the exploration phase of the project in the late 1950s. Electricity began to be produced in 1973. Chemical and production data for the period 1990–2000 were analyzed and plotted to determine changes in the distribution of CO2 concentrations and N2/Ar values with time. Only the physical aspects of the reservoir gases were studied, mainly in connection with earlier work on solute chemistry and enthalpy of well discharges.

ACCOMPLISHMENTS

The results of this study agree in general with our earlier understanding of the response of the Cerro Prieto reservoir to pressure drawdown due to large mass extraction rates. (About 14,000 tons/hour are extracted and some 3,500 tons/hour are injected back into the reservoir.) In areas of boiling, production enthalpy increased greatly, and CO2 content in steam increased two to three times. Nitrogen/argon ratios remained near that of air-saturated surface waters, but were lower in areas where boiling decreased and where production originated from gas-depleted brines residual to boiling. Newly drilled deeper wells also produced steam that was low in gas and N2/Ar ratios, suggesting that these zones were also affected by boiling and gas loss. Injection of highly evaporated, air-equilibrated brine seemed to have little effect on the gases in the steam. There is evidence of a 1990 short-term, high N2/Ar anomaly in the eastern part of the field (Figure 1), possibly from injection of air with the residual brine. There is also evidence that in 1995 and 1996, the northeastern region of the field produced steam with much higher N2/Ar ratios, perhaps reflecting a bubble of altered magmatic gas that entered the system at depth.

SIGNIFICANCE OF FINDINGS

The results show that it is possible to identify reservoir processes by studying the chemical and physical response of wells to large-scale exploitation. These studies are valuable for anticipating changes in fluid production behavior. The information helps design appropriate changes in the field management plan that may reduce any future negative impact on the field’s energy output. This is especially true at Cerro Prieto, since its electricity output satisfies the needs of about a million people (the present installed capacity is 720 MW). The work also seems to indicate that bubbles of magmatic gas are injected periodically into the geothermal reservoir as part of the recharge mechanism of the system. This hypothesis warrants further study.

Figure 1. Nitrogen/argon weight ratios in geothermal steam produced by eastern Cerro Prieto wells for the years 1990, 1995, and 2000. The shaded area corresponds to the intersection of the main fault in the field (normal Fault H) with the top of the deeper reservoir (Beta Reservoir) (distances in meters).
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3-D RESISTIVITY IMAGING OF SINGLE-HOLE EM DATA
Hung-Wen (Ocean) Tseng and Ki Ha Lee
Contact: Hung-Wen Tseng, 510/486-5502, hwtseng@lbl.gov

RESEARCH OBJECTIVES

Traditionally, electromagnetic (EM) induction logging has been widely used for directly measuring the formation conductivity surrounding uncased wells. Such a logging tool primarily consists of a magnetic dipole transmitter and a receiver in a coaxial configuration, in line with the borehole axis. As a result of this cylindrically symmetric nature of source and receiver, induction logging data offer no information about the 3-D conductivity distribution in the vicinity of the borehole. We can only characterize the 3-D conductivity structure surrounding a borehole if we can acquire multiple components of the magnetic fields resulting from various source polarizations. However, 3-D interpretations using such single-hole EM data are difficult because of the richness and complexity of the data and the very large number of discretized conductivity elements needed to construct a realistic earth model. Taking advantage of the computing efficiency of an algorithm based on a modified extended Born approximation (MEBA), we have developed an algorithm for simulating and interpreting EM data acquired in a single-hole environment.

APPROACH

Successful 3-D interpretation of geophysical EM single-hole data depends on the efficiency of a fast forward simulation as well as a sound inversion strategy. For EM simulations, scattered magnetic field at observing locations can be calculated, provided the total electric field in a confined conductivity inhomogeneity is known. This electric field can be derived using the integral equation method. However, this method quickly becomes impractical if the number of discretized cells making up the anomalous region exceeds a certain limit. Based on an approximation approach, the MEBA technique avoids this problem by calculating the total electric field in the electrical conductivity anomaly without solving any huge matrix equation. This methodology also provides an efficient way to calculate the Jacobian matrix for a 3-D inversion, which is based on a least-squares criteria and uses a conjugate gradient method for solving the system matrix equation.

ACCOMPLISHMENTS

We have verified the algorithm with simulation data. A set of single-hole data collected at a site for a pilot CO2 injection project in southern California was used for inversion. The inverted conductivity structure around a borehole is displayed in Figure 1. Electrical conductivity variation within 8 m around the borehole is clearly indicated—this could never have been achieved with logging data. The results conform well to induction logging data and a crosshole section.

SIGNIFICANCE OF FINDINGS

With multicomponent magnetic data, 3-D interpretation of geophysical EM single-hole data is now practical on PC-based computing platforms. Weightings of the data must be carefully selected because of the strong transmitter-receiver coupling between the transmitting and receiving units for coaxial and co-planar components.

RELATED PUBLICATION
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Figure 1. Inverted conductivity structure centered at a borehole in the CO2 injection project site. Transmitter-receiver separation was 5 m; transmitter operating frequency was 6 kHz. Because of a vertical source, all three magnetic-field components were used for the inversion. The induction logging data is also displayed at the center of each panel for comparison.
RAPID IMAGING OF INTERWELL FLUID SATURATIONS USING SEISMIC AND MULTIPHASE PRODUCTION DATA

Don Vasco and Akhil Datta-Gupta

1Texas A & M University

Contact: Don Vasco, 510/486-5206, dwvasco@lbl.gov

RESEARCH OBJECTIVES

Seismic imaging is a very powerful tool for obtaining high-resolution views of the subsurface. The current goal of this research project is to use seismic and fluid flow observations to estimate reservoir flow properties such as porosity and permeabilities.

APPROACH

This year, we have developed a method that maps estimates of reservoir pressure change, obtained from geophysical observations, into interwell permeability variations. This technique allows us to obtain high-resolution images of reservoir permeability in a reliable fashion. The method derives from the fact that if we fix the pressure in the equation for fluid flow, we have a linear first-order partial differential equation for permeability. Thus, we use the time-lapse data to estimate pressure variations in the reservoir. We then substitute these pressures in the flow equation and solve for permeability.

ACCOMPLISHMENTS

We have applied the imaging technique to a set of crosswell seismic and electromagnetic data gathered at the Lost Hills oil field. Time-lapse crosswell data were collected before and after the injection of CO$_2$. The data were first mapped into water and CO$_2$ saturation changes and pressure changes between the wells (Figure 1a). Based upon these changes, we then inferred reservoir permeability variations (Figure 1b).

SIGNIFICANCE OF FINDINGS

The results are significant because they enable us to estimate permeability directly from geophysical observations. Note specifically that reservoir simulation is not required in this approach. Furthermore, the inverse problem for permeability is linear in nature, and consequently the solution is more robust and less sensitive to an initial reservoir model. Also, we can estimate permeability in regions that have undergone pressure changes. Thus, we can estimate permeability for portions of the reservoir that have not yet been produced.

RELATED PUBLICATIONS


ACKNOWLEDGMENTS

This work was supported by the Assistant Secretary for Fossil Energy, Office of Oil Gas and Shale Technologies, of the U.S. Department of Energy under Contract No. DE-AC03-76SF00098. All computations were carried out at the Center for Computational Seismology of Berkeley Lab.
The Environmental Remediation Technology Program (ERTP) conducts multidisciplinary environmental research on characterization, monitoring, modeling, and remediation technologies. This research is directed primarily at U.S. Department of Energy and Department of Defense waste site problems, as well as pollution problems in California—especially those targeted by the CALFED program for the San Francisco Bay/Delta. Since many of the contaminants or closely related compounds found at these sites are also dominant at industrial waste sites, much of this research is also applicable to problems faced by the private sector and other government agencies. These projects are both basic and applied, and include everything from molecular studies to full-scale field deployments in all types of media (gas, water, sediment), in all types of environments (wetlands to deserts). This year’s major customers have been DOE Office of Environmental Management, DOE Office of Science, DOE National Nuclear Security Administration Chemical and Biological Non-Proliferation Program NN-22, Work for Others-DOD, Work for Others-USEPA, Work for Others-CALFED, and Work for Others (Industry and Other Government Agencies).

**DEMONSTRATIONS AND DEPLOYMENT**

ERTP supports DOE’s Office of Environmental Management (EM) in both the areas of Environmental Restoration and the Office of Science and Technology. Berkeley Lab ESD scientists directly supervise characterization, remediation, and monitoring, and provide regulatory and permitting support to Berkeley Lab’s Environmental Health and Safety Department for all environmental problems on site. During this past year, the program demonstrated and deployed technologies for thermally enhanced vapor extraction of volatile organic compounds (VOCs), constant-head well testing for characterization of low-yield porous materials, and groundwater flow models for complex geological structures.

This past year, ERTP has developed a new method, implemented in a code called ODA, to analyze the operation pumping rates for underground injection of liquid wastes for the U.S. Environmental Protection Agency. This represents a significant safety enhancement over normal injection practices. ERTP scientists have also shown how strontium isotopes can be used to determine vadose zone infiltration flux and how carbon isotopes can be used to measure biodegradation rates of buried waste by carbon dioxide analyses of soil gas. At DOE waste sites, they have also demonstrated how uranium isotope analysis can be used to determine source histories and migration rates. In addition, ERTP scientists have field-demonstrated a new crosswell high-frequency seismic method for determining nonaqueous-phase liquid (NAPL) contamination in groundwater aquifers. Since NAPL is the hardest contaminant source to detect and remediate, this method could save both time and money in characterization and monitoring during and after remediation.

ERTP also supports EM with technical expertise via the International Programs in Russia, Ukraine, and Argentina; Environmental Laboratory Council, EM Technical Assistance Program, the multi-agency DNAPL Technology Advisory Group, and the Hanford Vadose-Groundwater-River Integrated Program.

**FIELD AND LABORATORY STUDIES**

DOE’s Office of Science provides funding for several ERTP projects. The basic research projects funded in this area take advantage of the unique facilities at Berkeley Lab, such as the Advanced Light Source, where researchers look at the interactions between contaminants, water, and minerals at the microscale. ERTP scientists have also shown how humic acid
accelerates biodegradation of organic contaminants using synchrotron IR methods. Further, ERTP is conducting a project (funded by the Natural and Accelerated Bioremediation Research [NABIR] program) that looks at mesoscale biotransformation dynamics as the basis for predicting core-scale reactive transport of chromium and uranium. The Environmental Management Science Program (EMSP) funds projects on the geochemical evolution of highly alkaline and saline tank waste plumes in vadose zone sediments at DOE waste sites. DOE’s Initiatives for Proliferation Prevention program also funds ERTP for bioprospecting in the extreme environments of the Kamchatka Peninsula in Russia.

ERTP efforts have recently achieved numerous scientific breakthroughs and advancement in knowledge. ERTP scientists showed this year that biological treatment of mixed wastes represents a safer alternative to incineration. Using a drip-feed bioreactor, ERTP scientists were able to degrade mixed wastes containing acetonitrile and tritium, so that only the radioactive component remained without dilution. ERTP scientists also developed a new module for the TOUGH2 simulator that models landfill biodegradation processes—allowing landfill management of optimal biodegradation rates for faster and safer closure. Moreover, using EMSP funding, ERTP scientists have developed a new high-frequency electromagnetic impedance measurement system for characterization, monitoring, and verification for buried waste and landfills. ERTP scientists have also demonstrated new techniques for measuring microbial backgrounds in air, using DNA microarrays that can determine variations in community structure from site to site. The effects that perturbations might have on key organisms can thus be determined, as can the reliability of various detection systems.

**DEMONSTRATIONS AND TECHNICAL ASSISTANCE FOR INDUSTRY/OTHER AGENCIES**

ERTP has researched selenium transport in the Grassland Water District, California, for many years. Recent research has focused on better methods for compliance monitoring and management. The U.S. Bureau of Reclamation has sponsored this work in an effort to better manage selenium loading in the agricultural wastewater of the San Luis Drain. ERTP scientists showed that real-time management of dissolved oxygen in the San Joaquin River Deep Water Ship Channel was possible. The Sonoma County Water Agency has also funded ERTP scientists to model hydraulic conductivities along the Russian River in northern California, using groundwater temperature profiles. ERTP scientists have also developed a real-time sensor that can monitor suspended sediment loads and streams, and thus improve watershed management.

ERTP also provides technical consultation to private industry and other government agencies on implementing Berkeley Lab- and DOE-patented technologies at private and government-owned sites. Private industry must have a license to the technology for use at private sites, and all ERTP expenses are reimbursed by the company or another agency. Several contracts this year were executed for consultation regarding bioremediation and characterization.

**NABIR PROGRAM OFFICE**

ERTP continued to be the Natural and Accelerated Bioremediation Research (NABIR) Program Office for the Office of Science. The NABIR Program Office maintains the dynamic NABIR Web home page (www.lbl.gov/NABIR/) with links to investigators, program element managers, science team leaders, recent publications, annual meeting registration, calls for proposals, review documents, and other Web sites. In addition, the NABIR Program Office also organizes the NABIR annual investigators meeting, with more than 150 participants and sessions for posters, presentations, and breakout sessions. Moreover, the NABIR Program Office is producing a new NABIR bioremediation primer that will be available to the public in print or electronically on the NABIR home page. The NABIR program office also assisted DOE-HQ in reviewing and evaluating field-project implementation at the Field Research Center for the NABIR program at Oak Ridge National Laboratory.

**PARTNERS AND FUNDING**

ERTP receives support from DOE programs in the Offices of Science and Environmental Management. The EM programs include the Environmental Management Science Program (now in the Office of Science); the Subsurface Contaminants Focus Area; and the Characterization, Monitoring, and Sensor Technology Crosscutting Program. The Office of Science funds the NABIR Program Office at Berkeley Lab, and the Office of Science, Office of Biological and Environmental Research funds two environmental remediation projects. The DOE IPP and NN-22 also fund two biological monitoring and bioprospecting projects. Support is also provided by the Department of Defense, Cal-EPA, other DOE Labs, DHS, UC Berkeley, and the U.S. Bureau of Land Management.
DNA MICROARRAYS FOR CHARACTERIZATION OF MICROBIAL BACKGROUNDS
Gary Andersen, Todd DeSantis, and Sonya Murray
Contact: Gary Andersen, 510/495-2795, glandersen@lbl.gov

RESEARCH OBJECTIVES

The primary goal of this project is to understand the quantity and composition of background microorganisms in the environment and to define and predict their ability to interfere with DNA-based pathogen detection systems. By providing baseline knowledge of bacterial organisms in urban aerosols and other environmental samples, this work will make it possible to predict the sensitivity, accuracy, and reliability of DNA-based detection schemes under “real world” conditions. Characterization of bioaerosols is also important for determining the long-term effects of introducing engineered microorganisms for biopesticides and bioremediation on downwind environments.

APPROACH

Sequence variation within the 16S rRNA gene was used to provide an effective method for the identification of bacteria in environmental samples without the need for their cultivation. Taking advantage of the fact that all bacteria possess a 16S rRNA gene, we developed a high-density oligonucleotide microarray for simultaneous identification of all bacterial components in any complex environmental sample. Multiple, sequence-specific probes target sections of the gene that are unique to each species. The combinatorial power of multiple probes increases the confidence of correct species identification. Our latest design has 500,000 probes arrayed on a 1.3 cm² surface. The unique discriminatory power of this microarray allows, for the first time, a high-throughput method for fine-scale microbial species composition measurements. Thus, it is possible to measure, over time, the fate of hundreds of different species in a complex microbial community subject to meteorological or other variations.

ACCOMPLISHMENTS

We collected replicated aerosol samples from two biosurveillance studies targeting 12 U.S. cities and from an eight-site longitudinal transect comparing urban and rural bacterial community composition. Changes in microbial community composition were observed from city to city and from urban to rural areas. Information on bacterial species composition and relative amounts as determined by the strength of the hybridization interaction is being placed on a database. An information retrieval network is being established that will allow researchers to identify predominant organisms for specific cities, seasons, or other user-defined variables.

SIGNIFICANCE OF FINDINGS

Variations from site to site suggest that local reservoirs play a significant role in bacterial community composition. The increased diversity of urban sites over rural sites further strengthens this observation, with a greater number of distinctive habitats in the urban areas. The sequence-specific hybridization of 16S rRNA to a microarray allows the gathering of detailed information on microbial composition and diversity for any environmental sample. By comparing the microbial species composition before and after an environmental perturbation, key organisms may be identified.

RELATED PUBLICATIONS
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RESEARCH OBJECTIVES

Although Subtitle D landfills are permitted to contain only nonhazardous municipal solid waste (MSW), in fact they often include substances such as metals, solvents, halogenated organics and mercury. Currently, most landfills are “dry tombs” because moisture and air exposure are restricted, slowing biodegradation of the waste and increasing the time required for landfill stabilization. The time period over which the waste presents itself as a risk for contamination of air and water extends to decades, severely limiting land reuse options. In addition, landfill costs have more than doubled in the last 15 years, as the requirements for stabilization and containment of waste have become increasingly stringent, and obtaining a permit for a new landfill site has become more costly.

Smart Storage is the active control of the waste containment environment for accelerated degradation and stabilization of landfill waste. Smart Storage provides a framework for managing landfilled waste that includes long-term, cost-effective, and environmentally sustainable solutions based on bioreactor technology. Extreme heterogeneity and the large scale of landfills make comparison between the technologies difficult. This study directly compares identical MSW samples in controlled laboratory conditions to give relative rates of settlement, gas production, and leachate quality to support the decision-making process concerning aerobic and anaerobic strategies.

APPROACH

Mesoscale laboratory reactor systems (see Figure 1) filled with MSW were used to measure respiration rates, methane and carbon dioxide generation rates, subsidence, and leachate quality. Three treatments were applied to the bioreactors: (1) aerobic landfill (air injection with water addition and leachate recirculation), (2) anaerobic landfill (no air injection, water addition and leachate recirculation) and (3) no treatment (no air injection or leachate recirculation), which was converted to a wet, aerobic landfill (air injection with water addition and leachate recirculation).

ACCOMPLISHMENTS

Measurements of leachate quality and gas production clearly demonstrate that aerobic treatment of MSW creates a more stable and environmentally benign waste mass over a shorter treatment time than does anaerobic waste treatment. Comparison of carbon production from both aerobic and anaerobic reactors shows that in the 400-day test period, the aerobic tank produced 6 mol C/kg MSW, whereas the anaerobic bioreactor produced 4 mol C/kg waste. Thus, the aerobic tank was 50% more stabilized than the anaerobic bioreactor. Additionally, methane production was slowed in the anaerobic tank by excess ammonia production, potentially requiring an additional treatment step for removal. Elevated levels of several metals and biochemical oxygen demand were measured in the anaerobic leachate. These leachate quality issues associated with the anaerobic system would require additional investigation.

SIGNIFICANCE OF FINDINGS

This study directly compared identical MSW samples in controlled laboratory conditions to give relative rates of settlement, gas production, and leachate quality to support the decision-making process concerning aerobic and anaerobic strategies. The study shows that although both aerobic and anaerobic treatment is superior to dry-tomb landfill management, the aerobic treatment is a more sustainable and environmentally friendly solution.

RELATED PUBLICATION
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REAL-TIME SENSOR TO MONITOR SUSPENDED SEDIMENT LOADS IN STREAMS

Chris G. Campbell
Contact: 510/495-2953, cgcampbell@lbl.gov

RESEARCH OBJECTIVES

Throughout California and worldwide, water quality is negatively impacted by suspended sediments in surface water bodies. Not only is sediment itself a major pollutant, but additional contaminants in these environments, including heavy metals and organic compounds like polychlorinated biphenyls, dioxins, and pesticides, are likely to be adsorbed to suspended sediments. Unfortunately, current methods to measure the total mass of suspended sediment mobilized in storm water runoff are inadequate. As a result, it is impossible to accurately estimate the total load of either sediment or associated contaminants transported with sediments during storms.

In response to this challenge, our project developed a fiber-optic in-stream technology (FIT) for continuous measurements of suspended sediment load in surface waterways. Our research objectives were to:

1. Assemble and test the FIT for light absorbance measurements in suspended sediment solutions.
2. Address calibration issues.
3. Compare measurements to a commercially available turbidity probe.
4. Examine portable and stationary field measurement designs.

APPROACH

The FIT is based on optical light absorbance occurring between two linear fiber-optic arrays. Suspended sediment moving between the source and detector decreases the total light intensity reaching the detector. Light in the red spectra (around 680 nm) was selected to focus on sediment particles. Commercially available turbidity probes measure light scattering at a 90° angle, which is extremely sensitive to sediment geometry (e.g., particle size and shape). The increased sampling size, linear arrangement, and uniquely paired source and detectors make the FIT a superior device for estimating sediment loads.

ACCOMPLISHMENTS

Our proof-of-concept studies examined using a low-energy light source, a red light-emitting diode (LED), connected to a linear fiber-optic array, to measure suspended sediments in a specially designed storm water simulator. Tests examined sediment loads ranging from 1 to 10 g/L, with five particle size classes from 45 to 1,000 mm. We also compared the FIT to a commercially available turbidity probe. Applications of the FIT were successful, with a high signal-to-noise ratio. By adjusting the source-detector spacing, we showed that the linear measurement range may be optimized for a 1 to 10 g/L load (Figure 1). This linear relationship allows for simple device-calibration procedures.

The turbidity probe also measured a linear response to the suspended sediment, but reached a maximum measurement at 3.0 g/L (Figure 1). This maximum may be insufficient in streams that commonly reach maximum loads of 10 g/L during large storms. The variability in turbidity measurements is also much larger than the FIT, because of turbidity’s sensitivity to sediment geometry.

Figure 1. Measurements collected from the prototype FIT (circles) and a commercially available turbidity probe (squares) for suspended sediment loads of 1.0 to 10.0 g/L and for 5 different particle size classes. Data were collected in the laboratory using a specially designed storm water simulator. The Y-axis is the measurement value normalized between 0 and 1.

SIGNIFICANCE OF FINDINGS

The FIT is an accurate, simple to calibrate, inexpensive, and reliable alternative to turbidity measurements for real-time measurements of suspended sediment loads in streams. The application of devices like the FIT could provide information that would ultimately improve stream water quality.
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A Stochastic Integrated Approach to Parameter Estimation Using Geophysical Data
Jinsong Chen, Susan Hubbard, Michael G. Hoversten, and Ernest Majer
Contact: Jinsong Chen, 510/486-6842, jchen@lbl.gov

RESEARCH OBJECTIVES
Subsurface investigations often require characterizing hydrogeological and geochemical parameters. Well-log or core methods for collecting these data are invasive and laborious, and are therefore rarely acquired at a sufficient spacing for describing field conditions. Integrated approaches, which combine multiple sources of information such as wellbore and geophysical measurements, offer great potential for improved, minimally invasive, and cost-effective characterization. Deterministic integration methods, however, are limited because of their inability to solve for a large number of unknown parameters, or to find a global optimal solution, or to describe the uncertainty associated with those parameters. We have developed a stochastic integrated approach that overcomes these limitations, based on the Markov chain Monte Carlo (MCMC) method. This approach has been applied to two different data sets in order to demonstrate the benefits of the method for integrating multiple sources of information.

APPROACH
Our integration framework is based on a Bayesian estimation approach. Within this framework, all unknown quantities are considered as random variables, and observable parameters are considered as data with measurement errors. The unknown variables and the known data are linked by geophysical forward models, rock physical relationships, and the site-specific cross correlations between all the parameters. Those variables, data, and relationships together define a joint conditional probability function (or posterior probability function). Our goal was to obtain the marginal posterior probability function for each unknown variable by conditioning on all the available information. Since analytical methods are not tractable when the joint probability function includes such a large number of unknown variables and when the relationships are very complicated, we use the MCMC method to obtain many samples for each unknown random variable. Using the generated samples, the mean, variance, prediction intervals, and posterior probability function of the unknown variable can be calculated.

ACCOMPLISHMENTS
We employed the developed stochastic model with cross-hole ground-penetrating radar attenuation data to estimate sediment geochemical parameters at the South Oyster Bacterial Transport Site in Virginia (Figure 1). We also employed the method with crosshole seismic and electromagnetic data to estimate reservoir parameters, such as porosity and water saturation. Results from the two case studies showed that the developed method was more accurate, flexible, and efficient than deterministic approaches for integrating multiple sources of parameter-estimation information.

SIGNIFICANCE OF FINDINGS
We have developed a general framework that can be used to integrate various types of data sets for parameter estimation. This is the first effort to use minimally invasive and cost-effective geophysical data to aid in estimation of field-scale geochemical parameters. The methodology is particularly advantageous for use with data sets involving a large number of variables and complicated relationships between the variables.
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IDENTIFYING THE SOURCES OF SUBSURFACE URANIUM CONTAMINATION AT THE HANFORD SITE, WASHINGTON

John N. Christensen, P. Evan Dresel\(^1\), Mark Conrad, Kate Maher, and Donald J. DePaolo

\(^1\)Pacific Northwest National Laboratory (PNNL)

Contact: John N. Christensen, 510/486-6735, jnchristensen@lbl.gov

RESEARCH OBJECTIVES

In the mid-1990s, a groundwater plume of uranium (U) and other contaminants was recognized in monitoring wells in the B-BX-BY Waste Management Area (WMA) at the Hanford Site in Washington. This area had been used since the late 1940s to store high-level radioactive waste and other products of U fuel-rod processing. Consequently, within a small area there are a number of potential sources for contamination. Some records exist of inadvertent waste spills, and several locations of vadose zone contamination had been identified. Two of these plumes were cored in an effort to understand the extent and nature of the contamination. However, the pattern of U concentration in these cores did not fully resolve the source issue. We undertook a study of the variation in U isotopic composition within the vadose zone and groundwater U plumes to better understand the source and history of contamination, as well as its transport in the subsurface.

APPROACH

The isotopic composition of natural U contrasts with the variable isotopic composition of U from processed fuel rods. This variation can be used as a tracer and fingerprint of contamination. We applied a new technique using MC-ICP-MS to provide high-precision isotopic measurements of small U samples, generating \(^{234}\text{U}/^{238}\text{U}\) and \(^{235}\text{U}/^{238}\text{U}\) ratios. Samples were provided from two cores (E33-45 and E33-46; see inset to Figure 1) through vadose zone plumes of U contamination near two single-shelled tanks in the B-BX-BY WMA. Uranium from pore waters in the sediment samples were separated and analyzed for isotopic composition. Aliquots of groundwater samples taken from wells in the area (see inset to Figure 1) were also analyzed. These samples cover the known extent of the groundwater U contamination plume. The results of the isotopic analyses are evaluated and compared to each other to identify sources and the extent of mixing with background U.

ACCOMPLISHMENTS

Twenty-five samples from the two cores were analyzed, along with nine groundwater samples. The results of the analyses are displayed in Figure 1. The isotopic signature of the E33-45 core contamination plume matches the most contaminated groundwater samples. In addition, the isotopic variation of the groundwater samples can be explained by mixing between natural background U and the E33-45 contamination U. The vadose zone plume in the E33-46 core was probably not a significant source of groundwater contamination.

SIGNIFICANCE OF FINDINGS

A comparison of the U isotopic data to model histories of fuel rod isotopic compositions demonstrates that the E33-45 contamination is consistent with a large spill event in 1951, as had been suspected from historical records. The locus of this spill is about 150 m from the core of the groundwater plume, suggesting significant horizontal displacement of the contamination before it encountered the water table. Over 50 years separates the vadose zone plume and groundwater contamination detected in the mid-1990s, indicating a continuing large potential for contamination. Between 1993 and 2001, it appears that the groundwater U contamination migrated at an average of ~0.7 m/day. High-precision U isotopic measurements provide an improved tool for tracing and understanding the behavior of U contamination in the subsurface and groundwater.
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Figure 1. Uranium isotopic data for groundwater (red circles) samples, and sediment pore water from cores E33-45 (blue squares) and E33-46 (green squares). Left panel \(^{238}\text{U}/^{235}\text{U}\) vs. \(^{235}\text{U}/^{238}\text{U}\) and right panel \(^{234}\text{U}/^{238}\text{U}\) vs. \(^{235}\text{U}/^{238}\text{U}\). Inset in left panel is a map of analyzed sample well and core locations in the B-BX-BY Waste Management Area.
**ESTIMATION OF NATURAL BIODEGRADATION RATES OF ORGANICS IN BURIED WASTE AT INEEL**

Mark Conrad and Donald J. DePaolo

Contact: Mark Conrad, 510/486-6141, msconrad@lbl.gov

## RESEARCH OBJECTIVES

Radioactive waste resulting from U.S. Department of Energy activities is buried in shallow pits in the Subsurface Disposal Area (SDA) at the Radioactive Waste Management Complex (RWMC) of the Idaho National Engineering and Environmental Laboratory (INEEL). In addition to the radionuclides, the waste drums also contain significant amounts of chlorinated solvents mixed with lubricating oils. Leakage from the drums has resulted in a plume of vapor-phase contaminants in the vadose zone. The main objective of this study was to use measurement concentrations and isotopic compositions of CO₂ from the SDA to assess the potential for bioremediation of the organic contaminants at the site.

## APPROACH

Over a 2-year period, pore gas samples were collected from monitoring wells in and around the RWMC site. Gas sampling ports within the monitoring wells were designed for sampling discrete depth intervals. Sampling depths ranged from <1 m to 180 m. For each sample, the CO₂ concentration and stable carbon isotope ratios (δ¹³C values) were measured. In addition, the ¹⁴C contents of a subset of these samples were also measured.

![Figure 1. Concentrations of CO₂ versus sampling depth for samples from monitoring wells in the Subsurface Disposal Area (red circles) and from background wells (blue circles) adjacent to the site. The dashed orange line corresponds to CO₂ concentrations calculated for a 20 m thick production zone (the shaded area between 15 m and 35 m) with CO₂ concentrations averaging 0.9% (versus 0.2% in the background wells).](image)

## ACCOMPLISHMENTS

Carbon dioxide concentrations in pore gas samples from monitoring wells in the vicinity of the disposal pits were 3 to 5 times higher than the concentrations in nearby background wells. The δ¹³C values of CO₂ from the disposal pits averaged 2.4% less than CO₂ from the background wells, indicating that the elevated CO₂ concentrations around the pits were derived from source materials with δ¹³C values in the range of -24‰ to -29‰. These δ¹³C values are typical of lubricating oils, but higher than most solvents. The radiocarbon (¹⁴C) contents of CO₂ across most of the site were significantly elevated above modern concentrations because of reactor blocks buried in a subsurface vault at the site. However, several samples collected from the high-CO₂ zone on the far side of the RWMC from the reactor blocks had very low ¹⁴C contents (less than 0.13 times modern), confirming production from lubricating oils manufactured from fossil hydrocarbons.

## SIGNIFICANCE OF FINDINGS

The key aspects of the data collected for this project include the following:

- The higher concentrations of CO₂ in the pore gas samples from the vicinity of the disposal pits indicate elevated levels of subsurface microbial activity.
- The lower δ¹³C values of the CO₂ in the disposal area suggest that the source of the elevated CO₂ concentrations is organic carbon.
- ¹⁴C contents of less than 13% of modern indicate that biodegradation of fossil hydrocarbon compounds in the waste material is the primary source of the CO₂.

A simple 1-dimensional production-diffusion model of the CO₂ anomaly observed at the site is consistent with intrinsic biodegradation rates on the order of 0.5 to 2.0 metric tons of carbon per year. This represents degradation of approximately 1% per year of the lubricating oils buried in the disposal pits.
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DOE ENVIRONMENTAL MANAGEMENT INTERNATIONAL PROJECTS HIGHLIGHTS
Boris Faybishenko
Contact: 510/486-4852, bafaybishenko@lbl.gov

BACKGROUND AND OBJECTIVES

Berkeley Lab is involved in eight projects with Russia, Ukraine, and Argentina. The projects with Russia are conducted according to a "Memorandum of Cooperation in the Areas of Environmental Restoration and Waste Management" between DOE and the Ministry of Atomic Energy for the Russian Federation. The projects with Argentina are being conducted according to the “Implementing Arrangement” between DOE and the National Atomic Energy Commission of the Argentine Republic. The collaboration with Ukraine is provided in accordance with the agreement between the U.S. and Ukraine governments concerning the International Radioecology Laboratory of the International Chernobyl Center.

The overall goal of these projects is to assess and improve the capability of the DOE’s fate and transport models in predicting future environmental and human impacts of radioactive contaminant releases. The international sites chosen will benefit from application of the latest U.S. models, while DOE will benefit from access to long-term and detailed monitoring data sets of contaminant transport in a variety of contaminant, climatic, and geological settings.

APPROACH AND ACCOMPLISHMENTS

The projects with Russia include predictions of transport of radionuclides ($^{90}$Sr, $^{137}$Cs, $^{238}$U, and $^{239}$Pu) and nitrates in the groundwater at the Mayak and the Lake Karachay sites (which are among the most radioactively contaminated sites in the world). Models for deep well injection of liquid radiation waste have been developed for the Tomsk site. In addition, conceptual and numerical models have been developed for vadose zone flow and transport at two field sites (Novovoronezh and Tomsk), as well as comparison of modeling and experimental data for calibrating the numerical models.

The International Radioecology Laboratory in Ukraine provides services to researchers from Texas Tech University and the Savannah River Ecology Laboratory to conduct their research in the Chernobyl Exclusion Zone. A Special Issue of the International Journal of Environmental Sciences and Pollution Research (ESPR) devoted to problems arising from the Chernobyl Nuclear Power Plant accident of 1986 is being edited and prepared for publication, including manuscripts submitted from Ukraine, Canada, U.S., and Russia.

The projects with Argentina include: (1) numerical modeling and characterization of groundwater flow and contaminant transport at the Ezeiza nuclear waste disposal site, with recommendations for appropriate monitoring technologies; and (2) investigations of the physics of liquid flow and contaminant transport to develop improved conceptual and mathematical modeling for unsaturated fractured-porous media.

SIGNIFICANCE OF FINDINGS

These projects will allow DOE researchers, engineers, and managers to use international scientific resources to test and build confidence in DOE’s fate and contaminant transport models and remediation technologies, and to reduce the costs and increase the predictability of remediation technologies during long-term stewardship of DOE sites.
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NAPL CONTAMINANT LOCATION WITH HIGH-FREQUENCY CROSSWELL SEISMIC METHODS

Jil T. Geller, Ernest L. Majer, Jonathan Ajo-Franklin, Kenneth H. Williams, and John E. Peterson

Contact: Jil T. Geller, 510/486-7313, jtgeller@lbl.gov

RESEARCH OBJECTIVES

Our objectives are to develop, demonstrate, and evaluate, at appropriate field sites, the utility of high-frequency seismic imaging methods to detect and characterize nonaqueous-phase liquid (NAPL) contamination in groundwater aquifers.

APPROACH

This work is a new application of Berkeley Lab’s high-frequency crosswell seismic imaging system. Crosshole seismic data is obtained at sites known to have NAPL contamination to map the distribution of P-wave velocities and amplitudes between boreholes (tomograms). Several approaches are tested to distinguish anomalies arising from the presence of NAPL from those arising from lithological heterogeneities, including: (1) time-lapse measurements before and after remediation, (2) comparison of tomograms from the contaminated location with nearby clean locations, (3) calibration of field data with laboratory measurements on cores from the site with varying amounts of NAPL, and (4) constraint of seismic data with crosswell radar data.

ACCOMPLISHMENTS

We obtained baseline crosswell data (before remediation) at two contaminated sites where remediation is currently in progress. We also measured P-wave transmission on cores from one of the sites, as a function of NAPL/water saturation. At the northeast site of the former DOE Pinellas Plant in Florida, NAPL trichloroethylene (TCE), toluene, methylene chloride, weathered oils, and resins all contaminate the 30 ft deep surficial aquifer. In laboratory tests on core from selected survey boreholes, NAPL TCE and toluene caused significant reductions in P-wave velocity and increases in P-wave attenuation relative to water-saturated conditions. Our crosswell seismic and radar surveys, within and outside of the area identified as having NAPL, reveal continuous sedimentary layers where NAPL could be trapped. Regions of anomalously high P-wave attenuation occur throughout the surveyed region, which may arise from lithology, biogenic gas, NAPL, or a combination of these. At the Paducah Gaseous Diffusion Plant in Kentucky, we collected crosswell seismic data at the location of a historic TCE spill, estimated to be as large as 500,000 gallons, before beginning a demonstration of six-phase heating remediation. Crosswell data in a NAPL-free area showed generally consistent lithology, with measurable differences, compared to the contaminated site.

SIGNIFICANCE OF FINDINGS

The contrast in the acoustic velocities of many NAPL contaminants (such as TCE and toluene) in water significantly affect P-wave attributes in natural-aquifer core samples tested in the lab. Possible locations of NAPL areas were identified from comparing P-wave attributes in a nearby uncontaminated zone, but these are uncertain because of the unknown contribution of well-completion and lithology variations. Postremediation surveys will be essential to determine the visibility of NAPL contrasts with water and their signature at the field scale, as well as the efficacy of crosswell seismic imaging for monitoring the remediation of NAPL-contaminated sites.
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**RESEARCH OBJECTIVES**

Much of the subsurface agricultural drainage in the western San Joaquin Valley (SJV) is contaminated with selenate (50–1200 mg/L as Se) and nitrate (20–120 mg/L as N), in addition to high total dissolved solids and boron. This water is currently either discharged to sloughs that drain into the San Joaquin River and then to the San Joaquin Delta, or it is evaporated in terminal ponds. These means of disposal are problematic, since Se is a teratogen that bioaccumulates in the aquatic food web, and nitrate contaminates groundwater supplies and promotes eutrophication of surface waters. Nitrate also interferes with the reduction and removal of selenate $\text{SeO}_4^{2-}$, the most abundant form of Se found in western SJV drainage. Our objective is to develop reliable and economical treatment methods to remove these contaminants.

**APPROACH—PILOT FACILITY**

We have developed the algal-bacterial selenium removal (ABSR) Process to remove nitrate and selenium from drainage. A 75 m$^3$/day pilot-scale ABSR Facility has been used to study the mechanisms and rates of selenium and nitrate removal (Figure 1). Subsurface drainage is dosed with a carbon and energy source for bacteria (usually animal feed-grade molasses) and then injected into a baffled and covered anoxic reduction pond. In the reduction pond, bacteria denitrify and reduce selenate to selenite, elemental Se, and bacterial-associated organic Se. Much of the reduced Se settles in the pond. Settled bacterial biomass in the reduction pond undergoes anaerobic decomposition, so that the volume of solid residues increases very slowly. Removal of the selenium-containing solids should not be required for many years, possibly not even decades.

**ACCOMPLISHMENTS**

*Selenium Removal*

Over two years, the ABSR Facility at Panoche, California, removed 95% of the influent nitrogen load and 80% of the influent soluble selenium load. The addition of physical-chemical flotation and filtration processes to remove particulate Se has increased total Se removal to 87%. Dozens of bacterial species have been isolated from the ABSR Facility and identified by 16S rRNA sequencing, including the prevalent *Acinetobacter johnsonii* genospecies 7, *Pseudomonas mendocina*, and *Xanthomonas maltophilia*. Pure cultures of several of these bacteria have been proven to reduce selenite in the laboratory.

**Brine Treatment**

Planned “zero discharge” drainage management in the SJV will create brines that require treatment. The high salt concentration of brines may inhibit bacterial Se reduction. We have found that denitrification and selenate reduction are unaffected by NaCl concentrations augmented up to 22 g/L. Higher concentrations and other potential inhibitors such as sulfate will be studied during 2003–2004.

**SIGNIFICANCE OF FINDINGS**

With the ABSR facility at the Panoche Drainage District, we have demonstrated a promising, cost-effective process that will be used in planning full-scale facilities to remove nitrate and selenium from irrigation drainage.
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ACCELERATED BIODEGRADATION OF ORGANIC CONTAMINANTS BY HUMIC ACID
Hoi-Ying Holman, K. Nieman\textsuperscript{1}, D.L. Sorensen\textsuperscript{1}, C.D. Miller\textsuperscript{1}, and R.C. Sims\textsuperscript{1}
\textsuperscript{1}Utah State University, Logan, Utah
Contact: Hoi-Ying Holman, 510/486-5943, hyholman@lbl.gov

RESEARCH OBJECTIVES
The role of humic acid (HA) in the biodegradation of toxic polycyclic aromatic hydrocarbons (PAHs) has been the subject of controversy in the design of bioremediation strategy for polluted sites, particularly in unsaturated environments. To solve this controversy, we utilized our novel synchrotron infrared (SIR) spectromicroscopy technique to monitor, \textit{in situ} and over time, the influence of HA on the degradation of pyrene (a model PAH) by a bacterial colony on a magnetite surface.

APPROACH AND ACCOMPLISHMENTS
The pyrene-degrading bacterium used for this study is \textit{Mycobacterium} sp. JLS, a gram-positive, rod-shaped bacterium recently isolated from PAH-contaminated soil at the Libby Groundwater Superfund Site in Libby, Montana. We took time-course “snap shots” of actions of \textit{M}. sp. JLS at the same location on each pyrene-coated sample over more than a month. For comparison, we conducted similar experiments in the absence of either Elliott Soil Humic Acid (ESHA) or bacteria (i.e., abiotic experiments). We summarize in Figure 1 the time-course of pyrene degradation under different experimental conditions over more than a month. We found that, with only slow removal mechanisms, pyrene remains on the mineral surface. For samples occupied by \textit{M}. sp. JLS, ESHA dramatically shortens the onset time for pyrene biodegradation from 168 to 2 hours. Further analysis of spectral fingerprints showed that in the absence of ESHA, it takes the bacteria about 168 hours to produce sufficient glycolipids to solubilize pyrene and make it available for biodegradation. It is likely that the increased bioavailability of pyrene by HA accelerates bacteria-induced degradation.

SIGNIFICANCE OF FINDINGS
This is the first study that provides direct evidence that HA can accelerate PAH biodegradation through the mechanism of enhanced bioavailability, which will have significant implications for bioremediation of contaminated soils. We can obtain this type of important biogeochemical information because of our novel and powerful SIR spectromicroscopy technique. This technique enabled research to assess, in real time, the interactions between multiple constituents in contaminated soils.
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APPLICATION OF THERMALLY ENHANCED VAPOR EXTRACTION AT BERKELEY LAB
Iraj Javandel and Barry Freifeld
Contact: Iraj Javandel, 510/486-6106, ijavandel@lbl.gov

OBJECTIVE

A plume of contaminated groundwater was found near the site of the first Berkeley Lab cyclotron. Detailed investigations have identified the source area and determined the vertical and lateral extent of the contamination in the subsurface. The contaminants are chlorinated hydrocarbons consisting mainly of perchloroethene, trichloroethene, and carbon tetrachloride. The source area is located within heterogeneous geological materials consisting of both volcanic and sedimentary rocks. The hydraulic conductivity of these materials varies between $10^{-5}$ and $10^{-9}$ m/s. Various technologies are being tested to study their applicability for cleaning the source area. The objective of this study was to examine the effectiveness of thermally enhanced vapor extraction in removing contaminants from the source area.

APPROACH

In a pilot-scale test, we used a combination of soil heating and vapor extraction techniques to remove the chlorinated hydrocarbons from very-low-permeability geological materials of the source area. Three heaters, each of approximately 5.3 kilowatts capacity, were placed in three wells at 20 to 40 ft depth. Heater wells were drilled 6 ft apart, at the apexes of an equilateral triangle. Resistive heating raised soil temperature to a maximum of 200°C. Both liquid and vapor were extracted from a well at the center of the triangle. Two instrumented wells were installed within 5 ft of one of the heaters. Temperatures were measured along the heater well casings, the extraction well, and at various depths in the instrumented wells. In addition, soil gas probes and vacuum lysimeters were installed at various depths in the instrumented wells. Soil vapor and soil water from all sampling points were collected and tested periodically, while flow rate and chemical composition of soil gas samples collected at the top of the extraction well were measured. The test continued for about 18 months.

ACCOMPLISHMENTS

More than 500 kg of perchloroethene, trichloroethene, and carbon tetrachloride were removed from the source area. This estimate is based on the measured flow rates and concentrations of contaminants in the extracted air. Note that the total mass of dissolved chlorinated hydrocarbons in the groundwater plume before this experiment was estimated to be about 7 kilograms.

SIGNIFICANCE OF FINDINGS

- Thermally enhanced vapor extraction proves to be an excellent technique for removing dispersed nonaqueous-phase liquids from very-low-permeability heterogeneous geological materials.
- If the test were not properly designed, some of the chemicals volatilized may diffuse and condense into areas that were previously clean.
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HIGH-FREQUENCY ELECTROMAGNETIC IMPEDANCE MEASUREMENTS FOR CHARACTERIZATION, MONITORING, AND VERIFICATION EFFORTS

Ki Ha Lee, Alex Becker, and Hung-Wen Tseng
Contact: Ki Ha Lee, 510/486-7468, khlee@lbl.gov

RESEARCH OBJECTIVES

Noninvasive, high-resolution imaging of the shallow subsurface is needed for delineation of buried waste, detection of unexploded ordinance, verification and monitoring of containment structures, and other environmental applications. Electromagnetic (EM) measurements at frequencies between 1 and 100 MHz are important for such applications, because the induction number of many targets is small and the ability to determine the dielectric constant (in addition to the electrical conductivity) of the subsurface is possible. Earlier investigators were successful in developing systems for detecting anomalous areas, but no quantifiable information was accurately determined. For high-resolution imaging, accurate measurements are necessary, so that field data can be mapped into the space of the subsurface parameters. The objective of this project is to develop a noninvasive method for accurately mapping the electrical conductivity and dielectric constant of the shallow subsurface, using the EM impedance.

ACCOMPLISHMENTS

Success in achieving the overall objective of the HFI system depends on the accuracy of field measurements, especially in the electric field. All electronic components have been miniaturized and repackaged, and communication is now done via optical fibers. The other important improvement for the acquisition system has been the replacement of the lock-in amplifier with the HP network analyzer. This allows much wider operating bandwidth for the HFI system, well beyond 100 MHz with greatly improved efficiency (Lee et al., 2002). Along with the hardware, we developed a one-dimensional inversion scheme, INVEMID, in which the electrical conductivity and dielectric constant of an N-layered earth are simultaneously inverted. The key development has been the successful implementation of the analytically evaluated sensitivity function to the inversion code.

SIGNIFICANCE OF FINDINGS

The improved HFI system can be used to map shallow subsurface electrical conductivity and the dielectric constant simultaneously.
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THE ROLE OF BIOGEOCHEMICAL DYNAMICS IN THE FORMATION OF U(VI) SOLID PHASES

Tracy E. Letain, Terry C. Hazen, and Heino Nitsche
Contact: Tracy E. Letain, 510/486-6612, teletain@lbl.gov

RESEARCH OBJECTIVES

To assist the U.S. Department of Energy with long-term stewardship issues associated with bioremediation of uranium (U), we seek to define the mechanisms by which microorganisms facilitate the formation of U(VI) solid phases. Under anaerobic conditions, microbial reduction of U(VI) to U(IV) can potentially decrease groundwater U contamination by lowering solubility and by slowing migration through the soil. However, such biological alteration must be considered temporary unless long-term anaerobicity can be maintained. When aerobic conditions return, U(IV) will likely re-oxidize to U(VI), which is generally more soluble and potentially more mobile. The transformation to U(VI)-phosphate solids is of particular interest, since the U(VI) phosphates are the least soluble of the U(VI) solids found in nature.

APPROACH

Bacteria present in soils may play a role in the formation of U(VI)-phosphate solid phases, both because they serve as an available phosphate source and because the cell surface may act as a nucleation site for the reprecipitation of U. We are investigating the ability of some model microorganisms, such as the Gram-positive bacterium, Bacillus sphaericus, to complex with U(VI). Ability of B. sphaericus to sorb U(VI) has been tested for a wide pH range (pH 3–pH 7), with special attention to the sorption behavior at low concentrations of U, such as would be commonly found in contaminated waste sites. The cell surface group responsible for U(VI) complexation is identified by both laser-induced fluorescence spectroscopy (LiFS) and x-ray absorption spectroscopy (XAS).

ACCOMPLISHMENTS

We find B. sphaericus can remove even trace amounts of U(VI) from solution (to below the detection limit of 10-8 moles/L U(VI). Isotherm modeling of U(VI) sorbed onto B. sphaericus at pH 5 suggests the presence of greater than one bacterial cell surface site available for U complexation. Both LiFS and XAS yield data that are consistent with the cell surface organic phosphate functional group, called teichoic acid, being the dominant site for U(VI) complexation. U(VI) sorption by B. sphaericus is somewhat pH-dependent, with U(VI) sorption capacity increasing initially with increasing pH (from pH 3 to pH 5), and similar sorption capacity seen for pH 5–7.

SIGNIFICANCE OF FINDINGS

Up to this time, no other group has been able to determine U(VI) sorption onto bacteria at the very low and environmentally relevant concentrations of both U(VI) and bacteria used in this study (over 100-fold lower than previous studies). We are the only group testing U(VI) sorption at pH values greater than 5, partly due to the low solubility of U(VI) at higher pH values. Additionally, using a combination of LiFS and XAS to determine the cell surface functional group has led to the strongest evidence to date of organic phosphate serving as the dominant group responsible for U(VI) complexation.
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USE OF SR ISOTOPES TO DETERMINE LONG-TERM AVERAGE VADOSE ZONE INFILTRATION FLUX AT HANFORD 200W AREA

Katharine Maher, Donald J. DePaolo, and Mark S. Conrad

Contact: Katharine Maher, 510/642-9524, kmaher@eps.berkeley.edu

RESEARCH OBJECTIVES

Infiltration rates are an important variable in assessing contaminant transport at the Hanford Site, where the majority of the contaminants are contained in the upper 30 m of a thick (~70 m) vadose zone. The transit time to the aquifer for a given contaminant largely determines the remediation action, especially for mobile radioactive contaminants. Efforts to quantify infiltration rates at the Hanford Site have been hindered by the complexity of the hydrogeologic setting, the thick vadose zone, and recent anthropogenic disturbances. Independent estimates of infiltration rates range from 0.01 mm/yr to 200 mm/yr, depending on the method and surface cover.

Using variations in the natural strontium (Sr) isotopic compositions of vadose zone pore waters and sediments, the infiltration flux can be quantified using a simple one-dimensional reactive transport model. The strontium isotope ratio ($^{87}$Sr/$^{86}$Sr) of pore water is a very sensitive indicator of interaction with the rock matrix. Because of the relatively low concentration of Sr in the pore water relative to the sediments, even minor exchange between the solid and fluid phases will quickly shift the pore-water Sr isotope ratio towards that of the rock. The pore water $^{87}$Sr/$^{86}$Sr value is thus controlled by a balance between the infiltration flux and weathering of the sediments.

APPROACH

Strontium isotope ratios were measured in the pore water, acid extracts, mineral separates, and sediments of a 70 m vadose zone core in the 200W Area of the Hanford/DOE complex in eastern Washington State. Using an estimate of the bulk weathering rate for the sediments, the steady-state reactive transport model for Sr in the vadose zone was inverted to solve for the infiltration rate (see Maher et al., 2003). This method is currently being applied to other locations around the Hanford Site.

ACCOMPLISHMENTS

Given a range of weathering rates based on sediment mineralogy, the infiltration flux for the 200W Area is constrained at between 7 ± 3 mm/yr (Figure 1). Non-steady-state models spanning the last 15 kyr reveal that the profile is very close to steady state; therefore, these infiltration flux values are applicable over at least this time span. The transit time for meteoric water to percolate from surface to the water table is in the range of ~1,200 years.

SIGNIFICANCE OF FINDINGS

The method of inferring infiltration rates using Sr isotopes provides a novel method for quantifying fluid flow in the vadose zone. This method is advantageous in that it does not require disturbance of the site prior to measurement (e.g., lysimeters), it does not rely ab initio on assumptions regarding atmospheric and geochemical parameters (e.g., Cl mass balance), it can be applied to deep heterogeneous vadose zones, and it provides a long-term (~1–10 kyr) average of the infiltration flux.

Figure 1. Steady-state model best-fit trajectory and weathering rate profile: (a) the $^{87}$Sr/$^{86}$Sr values for the pore waters decrease systematically with depth, from a high value of 0.721 near the surface towards the bulk sediment average value of 0.711; (b) weathering rates required to fit the data for various infiltration rates, and the range of estimated rates based on soils data from White et al. (1996). The models suggest that the infiltration flux for the site is 5 to 10 mm/yr. The method shows potential for providing long-term in situ estimates of infiltration rates for deep heterogeneous vadose zones.
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RESEARCH OBJECTIVES

We have developed T2LBM, a module for the TOUGH2 simulator that implements a Landfill Bioreactor Model. This model can simulate processes of aerobic or anaerobic biodegradation of municipal solid waste (MSW) and the associated flow and transport of gas and liquid. We present an example study to verify the code against a laboratory experiment carried out in a parallel effort. The overall objective of our MSW landfill research is to investigate the advantages and disadvantages of different landfill treatment approaches.

APPROACH

We have enhanced an existing numerical reservoir simulator to include additional chemical components and biodegradation processes relevant to MSW. Our approach assumes that a single substrate component (acetic acid, CH₃COOH) serves as a proxy for all of the biodegradable fractions in MSW. T2LBM includes six chemical components (H₂O, CH₃COOH, CO₂, CH₄, O₂, N₂) and heat distributed in gaseous and aqueous phases with partitioning by Henry’s law. This approach further assumes, implicitly, that hydrolysis reactions occur to produce acetic acid. Gas and liquid containing the chemical components flow through the MSW refuse mass as governed by Darcy’s law. The focus of the process model is on biodegradation with nonisothermal effects and the associated gas production, along with liquid- and gas-phase flow through the refuse mass.

ACCOMPLISHMENTS

We have carried out tests of T2LBM and compared results against published studies of biodegradation. In addition, we have compared T2LBM results to the laboratory experiment of MSW biodegradation carried out in parallel with model development. Shown in Figure 1 are the volume fractions of oxygen (O₂) from the experiment and from a T2LBM simulation over a 40-day period. The event being examined is a respiration test in a system where air is blown into the MSW for 28 days to keep it aerobic, and then (for a short period) the air is turned off and the system is shut in. Over the period of shut in, we can observe the rate of O₂ consumption, i.e., respiration. During the shut-in period, the O₂ was rapidly consumed, and the system became anaerobic. At t = 31 days, the fan was turned back on, air addition continued, and the system became aerobic again. As shown in Figure 1, T2LBM was able to match the observed O₂ volume fraction data fairly well, using kinetic biodegradation parameters from the literature. We also plot the T2LBM CO₂ curve to show its relation to the transition from aerobic to anaerobic conditions.

SIGNIFICANCE OF FINDINGS

Our preliminary testing of T2LBM suggests that the simulator is capable of modeling fundamental aspects of MSW biodegradation processes. Further development and testing are needed to elucidate the capabilities and limitations of the model for simulating laboratory experiments and actual MSW landfills.
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Figure 1. Volume fractions of O₂ from the laboratory experiment and from T2LBM plotted along with volume fraction of CO₂ from T2LBM
TMVOC, A SIMULATOR FOR MULTIPLE VOLATILE ORGANIC CHEMICALS
Karsten Pruess and Alfredo Battistelli
1Aquater S.p.A., Italy
Contact: Karsten Pruess, 510/486-6732, k_pruess@lbl.gov

RESEARCH OBJECTIVES

Many environmental contamination problems involve volatile organic chemicals (VOCs), such as crude oil, gasoline, diesel, and/or organic solvents. When spilled into the unsaturated zone, these chemicals may form a separate nonaqueous phase, giving rise to three-phase flow of water, soil gas, and a nonaqueous phase liquid (NAPL). Such flows can be modeled with T2VOC, but that code is limited to conditions in which the VOC is a pure, single-component fluid. However, in many cases of interest, nonaqueous fluids released into the subsurface consist of a multicomponent mixture of several different chemicals. TMVOC is based on the M2NOTS code that was developed to model biodegradation is provided as well. Chief applications for which TMVOC is designed include analysis of NAPL spills and remediation alternatives in the vadose zone and below the water table.

A detailed self-contained user’s guide is available that provides a technical reference to the TMVOC formulation and includes seven example problems to illustrate code applications:
1. Demonstrating initialization of different phase conditions
2. One-dimensional Buckley-Leverett flow
3. Diffusion
4. Steam displacement of TCE
5. Steam displacement of a benzene-toluene mixture
6. Air displacement of NAPL
7. NAPL spill in the unsaturated zone

TMVOC is upwardly compatible with T2VOC; that is, T2VOC input files can be executed with TMVOC.

SIGNIFICANCE OF FINDINGS

The TMVOC code is available through DOE’s Energy Science and Technology Software Center (see http://www-ess.lbl.gov/TOUGH2/tmvoc.html).
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Real-Time Management of Dissolved Oxygen in the San Joaquin River Deep-Water Ship Channel

Nigel W.T. Quinn, William T. Stringfellow, and Jeremy Hanlon
Contact: Nigel W.T. Quinn, 510/486-7056, nwquinn@lbl.gov

Research Objectives

A decision support system (DSS) is under development within ESD as part of a CALFED-sponsored project to assist in management of episodes of low-dissolved-oxygen concentrations in the San Joaquin River (SJR) Deep-Water Ship Channel (DWSC). Biodegrading algae and organic sediments that settle in the DWSC remove oxygen from the water column. When dissolved oxygen concentrations dip below 5 mg/L, conditions adverse to the survival of juvenile salmon arise. ESD's science role in this project to date has been to develop an understanding of the relative algal contributions made by agriculture and managed seasonal wetlands, the fate of this algae in transit along the SJR, and its impact on dissolved oxygen in the DWSC.

Approach

Flow and water quality were measured at three paired stations to obtain representative total biochemical oxygen demand (BOD), carbonaceous biochemical oxygen demand (CBOD), and nitrogenous biochemical oxygen demand (NBOD) estimates for agricultural sources, privately owned wetlands, and public refuges. Total organic carbon (TOC), dissolved organic carbon (DOC), total suspended solids (TSS), and volatile suspended solids (VSS) were measured at each of the paired sites to further discriminate between the origin of the carbon that exerted the carbonaceous BOD. Ammonia, total phosphorous, and ortho-phosphate were also measured to determine the importance of these nutrients in potentially limiting the biodegradation rates of carbonaceous material. Chlorophyll a concentrations provided an estimate of algal concentrations at each of the sites. Algae loads were compared for each upstream and downstream paired site to determine algal growth rates within each of these major drainage conveyances to the SJR. These findings were used to complete a conceptual model of upper-watershed algal loading to the DWSC.

Accomplishments

The major west-side drainage conveyances, Mud Slough and Salt Slough, were shown to contribute approximately 35% of the BOD entering the SJR. This suggests that algal growth in the SJR and east-side drainage contributions are more important than previously suspected in their contribution to DWSC dissolved-oxygen deficits. In the Mud Slough sub-basin, we were able to differentiate drainage coming from managed wetlands and agricultural land. Our research also confirmed the importance of irrigation diversions in affecting algal loading to the DWSC. Sharp reductions in agricultural diversions at both water districts increased algal loading to the DWSC during the months of September and October, and coincided with reduced dissolved-oxygen levels starting in mid-October, suggesting a possible causal mechanism.

Significance of Findings

This study has identified a possible opportunity to reduce the amount of oxygen-demanding materials entering the SJR from this watershed. The conceptual model developed and tested in this investigation will assist in calibration of a hydrodynamic water quality model of the SJR and its contributing watersheds. This model will form the basis of a DSS to forecast and help manage dissolved-oxygen levels in the DWSC.
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BIOLOGICAL TREATMENT OF MIXED WASTES: A SAFER ALTERNATIVE TO INCINERATION

William T. Stringfellow, Tatsuyuki Komada, and Li-Yang Chang
Contact: Will Stringfellow, 510/486-7903, wstringfellow@lbl.gov

RESEARCH OBJECTIVES

The objective of this research was to develop a biological treatment process that could serve as an alternative to incineration for the treatment of mixed wastes. Mixed wastes are wastes that contain both radioactive materials and hazardous chemicals. Radioactive wastes are regulated under the Atomic Energy Act and are most safely disposed of in a secure landfill where the radioactivity is excluded from the biosphere. Hazardous wastes are regulated under the Resource Conservation and Recovery Act (RCRA) and are prohibited from disposal in landfills. Hazardous waste regulations take priority, and mixed wastes are typically incinerated. During incineration, radioactivity is released directly to the biosphere.

The advantage of biological treatment is that radioactivity can be contained during treatment of the hazardous waste component. Once the hazardous waste component is treated biologically, the waste is no longer regulated under RCRA, and the radioactivity can be kept from the biosphere.

APPROACH

To meet the objective of a completely contained treatment process, we developed a “Drip-Feed Bioreactor” (Figure 1). Unlike conventional biological treatment systems, in the drip-feed system the waste stream flows into the reactor, but no waste flows out. In the reactor, the waste is contacted with specially prepared bacterial cultures that completely destroy the hazardous waste to carbon dioxide and water. The radioactive waste is not treated by the bacteria, but is contained in the reactor for recovery and safe disposal.

ACCOMPLISHMENTS

The Drip-Feed Bioreactor was tested for the treatment of a mixed waste containing acetonitrile (the hazardous waste) and tritium (the radioactive waste). This type of waste is generated during biomedical research at universities and hospitals throughout the nation. Under the RCRA regulations, the acetonitrile must be reduced to below 1.0 mg/L before the waste is no longer considered hazardous. A surrogate (nonradioactive) waste was tested that contained acetonitrile at a concentration of approximately 10% by volume. Results of this trial are as follows: influent acetonitrile concentration, 88,000 mg/L; final acetonitrile concentration, less than 0.1 mg/L.

SIGNIFICANCE OF FINDINGS

This study demonstrated that the Drip-Feed Bioreactor could be used to treat mixed wastes containing acetonitrile to concentrations below 1.0 mg/L, the land disposal restriction for this compound. This study showed that mixed wastes can be treated without releasing radioactivity and that incineration should not be considered the only alternative for treatment of mixed wastes.

This study represents the first time that a highly concentrated hazardous waste has successfully been treated biologically without excessive dilution. The robust nature of the Drip-Feed Bioreactor suggests that this reactor could be used to treat other concentrated hazardous or toxic wastes, including scintillation cocktail and chemical agents.
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Estimates of Hydraulic Conductivities Along the Russian River Using Groundwater Temperature Profiles
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RESEARCH OBJECTIVES

Quantifying surface-groundwater exchanges has become an important component of water resources management, resulting from the increase in the conjunctive use of water resources. Reducing uncertainty in models used to select optimal operation management alternatives requires proper identification of the spatial and temporal variations in physical parameters, such as the hydraulic conductivity.

Recently, heat as a tracer has been demonstrated to be a robust method for quantifying surface-groundwater exchanges. Groundwater temperatures and water levels are routinely monitored in observation wells near streams, but temperature data are generally considered a water-quality parameter and are not used as an environmental tracer to characterize hydraulic parameters. The objective of this study is to quantify the spatial and temporal variations of the alluvial aquifer hydraulic conductivities along the middle reaches of the Russian River in Sonoma County, California, by analyzing groundwater temperature profiles and water levels measured in six observation wells.

APPROACH

Stream temperatures, groundwater temperatures, and well water levels recorded from June 2000 through October 2000 were used to develop two-dimensional groundwater flow and heat transport simulations of the region from the river to each observation well. Different values for the hydraulic conductivity were used in the simulations, and the value resulting in the smallest difference between the simulated and observed temperatures was considered the best estimate. Simulations were performed under isotropic conditions and with anisotropy (horizontal-to-vertical hydraulic conductivity) values of 2 and 5.

ACCOMPLISHMENTS

Estimated hydraulic conductivities varied by almost two orders of magnitude over the six locations analyzed, from 1.7 × 10^{-5} m/s to 2.3 × 10^{-3} m/s. The simulated temperature profiles generally fit the observed ones best when an anisotropy of 5 was used. In some locations, a change in the observed temperature profile occurred through the summer and fall, most likely caused by deposition of fine-grained sediment and organic matter plugging the streambed. A reasonable fit to this change in the temperature profile was obtained by decreasing the hydraulic conductivity in the simulations. The most significant decrease in conductivity occurred in the region closest to an inflatable dam, where the conductivity decreased by about one-half after mid-August, as shown in Figure 1.

SIGNIFICANCE OF FINDINGS

The results of this study demonstrate that groundwater temperatures and water levels monitored in observation wells can provide an effective means of estimating alluvial aquifer hydraulic conductivities. The temporal and spatial estimates in hydraulic conductivities will be incorporated into a three-dimensional groundwater model of this study area currently under development.
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UNSATURATED HYDRAULIC PROPERTIES OF GRAVELS
Tetsu K. Tokunaga, Keith R. Olson, and Jiamin Wan
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RESEARCH OBJECTIVES

Gravels can make up large fractions of the subsurface, including vadose zones. The extensiveness of some gravel deposits is evident from the fact that they serve as major aquifers that supply groundwater for agricultural, industrial, and municipal use. Because some gravel deposits do occur in the vadose zone, understanding unsaturated flow and transport in such settings requires knowledge of their hydraulic properties. Some gravel deposits occur in heavily contaminated vadose zones such as the Hanford Site in Washington State, where radioactive wastes have leaked. Gravels are also an important component in engineered capillary barriers for subsurface waste isolation. However, relatively little information is available on the unsaturated hydraulic properties of gravels. In a recent study (Tokunaga et al., 2002), the levels of residual saturation in Hanford gravels were found to be high, in the range of 0.1 to 0.2. The present work addresses a much broader range of matric (capillary) potentials and saturations in Hanford gravels, and includes characterization of intragranular porosity and water film thickness on external grain surfaces.

APPROACH

To cover a wide range of matric potentials (0 to -300 MPa), water-retention measurements were made using suction plate, pressure plate, and vapor-pressure methods (Figure 1). Average water film thicknesses on external surfaces of gravel grains were obtained with a synchrotron x-ray microprobe-based suction plate technique (Tokunaga et al., 2003). External grain surfaces were also characterized with a laser profilometer, atomic force microscope, and scanning electron microscope. Intragranular surface area was determined with adsorption isotherms (water vapor and krypton gas).

ACCOMPLISHMENTS

External surfaces of these gravels have root mean-square roughnesses in the μm range, with sparsely distributed deep (hundreds of μm) pits. Water films on these external surfaces are volumetrically insignificant at matric potentials less than about -2 kPa. Residual water in these gravels occurs in intragranular pores, accounts for about 10% of the total porosity, and is effectively hydraulically immobile. The insignificant advective access to this intragranular domain was established from measurements that show less than 2% change in saturation over the matric potential interval of -10 kPa to -10 MPa. The intragranular domain in Hanford gravels also has a large specific surface area of about 11 m² g⁻¹.

SIGNIFICANCE OF FINDINGS

The high specific surface area and porosity associated with interior regions of Hanford gravel grains largely explain why exchanges of solutes (including contaminants) in these sediments are significant and strongly diffusion-limited.
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RESEARCH OBJECTIVES AND SIGNIFICANCE

Extremophilic microorganisms are adapted to survive in such ecological niches as high temperatures, extremes of pH, high salt concentrations, and high pressures. Therefore, extremophilic microorganisms represent a challenging scientific opportunity, not only for those interested in microbial diversity and the evolution of life, but for researchers searching for clues to extraterrestrial life. Also, extremophiles produce unique biocatalysts that function under extreme conditions comparable to those prevailing in various industrial processes. Bioprospecting for extremophiles with potential immediate use in the food, chemical, and pharmaceutical industries—and in environmental biotechnology—is therefore highly relevant.

In fulfilling the national security and biological nonproliferation missions of the U.S. Department of Energy, the main objective of this research is to establish a multiyear bioprospecting program for novel biotechnology applications in the extreme environments of the Newly Independent States (NIS) of the former Soviet Union. In previous years, the program collected environmental samples in the exclusion zone of the failed nuclear power plant in Chernobyl, around Lake Baikal in Siberia, and on the Kamchatka peninsula. Currently, we are expanding our research to the deserts and hot springs in Uzbekistan, the Caucasus mountain sites in Georgia, and the former nuclear test site in Kazakhstan.

APPROACH AND RESULTS

Structure of the microbial community in an ecological niche is characteristic for the ongoing biogeochemical processes. We use a polyphasic approach to microbial community characterization—i.e., both culture-based and alternative, nonculture-based techniques. We have isolated several thousand new microbial strains and detected novel restriction enzymes (as well as unique combinations thereof). Isolated microorganisms are then grown under proprietary, secondary metabolite-producing conditions, and the resulting natural products are screened for innovative crop protection and biomedical application in collaboration with our biotech industry partners. Lead molecules are chemically characterized. Nucleic acid sequences of interest extracted from extreme environmental samples are used in recombinant technologies and lead to novel biocatalysts and biologically active molecules, with a wide range of applications in industry, agriculture, and medicine. Microorganisms and their natural products are being protected by joint patent disclosures. Berkeley Lab is licensing the cultures to the industrial partners. Royalties and other benefits are equitably shared with the NIS researchers.
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RESEARCH OBJECTIVES

Groundwater contamination resulting from improper waste disposal and accidental releases of chemicals to the environment is a significant problem faced by many communities. Numerous technologies have been developed over the past two decades to treat contaminated groundwater. Selection of the best-available technology for a given site is based on the treatment technology’s ability to either remove or immobilize the contaminant and the cost of implementing the treatment. Both criteria are typically evaluated in light of contaminant travel times, which influence the groundwater treatment time and cost, thus potentially affecting the final cleanup method selected. This article describes a constant-head test method and equipment used in the field to estimate relatively low hydraulic conductivities (K), an important hydrological property of the contaminated water-bearing zone used to estimate travel times.

APPROACH

A variety of methods are employed to measure K in the field. During a typical pumping test, groundwater is pumped from a well penetrating the desired zone at a constant rate, and the change in water levels is monitored in nearby wells. Alternatively, during a slug test, groundwater may be quickly added to or removed from a well, and the water level in the test well is monitored as it returns to its original level. Both techniques have their advantages and disadvantages. Pumping tests are difficult to perform in low K formations because the pumping rate may exceed the yield of the aquifer, causing the well to be pumped dry. The stress applied to the aquifer during a slug test typically penetrates only a short distance into the adjacent formation, suggesting the measured K may be influenced by conditions near the borehole (e.g., formation damage caused by drilling). The method presented here employs a specially designed Mariotte siphon system (Figure 1) to maintain a constant-hydraulic head on the test well during water injection. Observed changes in flow rate and water levels are used to estimate K.

ACCOMPLISHMENTS

Our equipment (Figure 1) differs from what is typically employed, which includes disc and Guelph permeameters, in that the test vessel is constructed to withstand higher working pressures and, therefore, can be operated at pressures exceeding one atmosphere (zero gauge pressure). This allows the test operator to deliver water to the well at a constant positive head up to 3 atmospheres (gauge) by connecting compressed air to the bubble tube instead of leaving it open to the atmosphere.

SIGNIFICANCE OF FINDINGS

The test equipment was successfully used to conduct a constant-head injection test lasting 60 days in duration. During this time period, water levels in adjacent observation wells, located up to 4.6 m from the injection point, increased by 0.3 to 1 m because of the 5.2 m injection head. Analysis of the test results produced estimates of K comparable to those produced from baseline slug tests conducted on the same wells. Constant-head tests have an advantage over pump tests in that they can be used to characterize low-yield porous materials. Compared to slug tests, this method stresses a much larger volume of the zone of interest, producing estimates of K that are less susceptible to error caused by wellbore damage and, therefore, more representative of the formation.
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STUDIES RELATED TO DEEP WASTE INJECTION
Chin-Fu Tsang and Dmitriy B. Silin
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RESEARCH OBJECTIVES

The main purpose of the Underground Waste Injection project at Berkeley Lab is to develop new scientific approaches and methods related to underground injection of liquid wastes and to advise EPA on scientific aspects of injection regulation and permit process. In 2003, under the project an international symposium on Underground Injection Science and Technology will be organized, with attendees from 15 countries. One technical development in 2003 is the demonstration of a new pressure analysis method that allows the possibility of estimating the formation's hydraulic properties using regular operations data, to replace the currently-required annual shut-in tests. It is discussed below.

![Figure 1. Hourly injection pressures from a deep injection well at an Ohio EPA site. Besides measured pressures (circles), the plot includes six matching curves obtained using ODA on different data intervals. All six curves practically collapse. Outside of the data matching intervals, the calculated curves provide accurate pressure predictions.](image)

APPROACH

We have developed a new method, implemented in a code, ODA, to analyze the operations pumping rates and pumping pressure data (Silin and Tsang, 2002; 2003). To demonstrate its capability, first, the formation parameters are estimated from the regular injection operations data using the ODA code. Then, these results are compared with the results obtained independently from conventional analyses of fall-off tests.

RESULTS

The developed method has been applied to analyze several regular injection data sets obtained from four deep injection wells at an Ohio EPA site. The injection intervals are approximately 300 ft long and mostly consist of sandstone formations.

The data fitting has been performed on various data intervals. The resulting estimates of the key hydraulic parameters are stable with respect to the selected data interval. Figure 1 shows the results of six different runs of the code on different matching intervals. In cases where the matching interval was significantly shorter than the whole data set, the extension of the calculated curve beyond this interval provides an accurate prediction of the actually measured pressures. In some cases, averaging of the data over a running time window helps to improve the quality of fitting. The smoothing of the data by such an averaging does not significantly affect the estimated values of the hydraulic parameters. Comparison of the results of analysis of conventional pressure fall-off tests obtained by our method with results obtained independently, using standard methods, shows that in most cases our estimates of the skin factor are significantly lower. We explain this by the fact that our approach rigorously accounts for the impact of pre-test pumping. Such an impact is neglected by the standard methods. The stability of our estimates makes them more credible than those of the standard methods, where the estimates strongly depend on the selection of the analyzed data interval.

SIGNIFICANCE OF FINDINGS

We have demonstrated that by applying the methods we have developed to regular operations data, we can obtain robust estimates of formation hydraulic properties. It implies that interruptions for conducting transient pressure well tests, which are required by regulations governing deep waste injection, can be significantly reduced or entirely replaced by regular data analysis. In addition to the consequent cost reduction, our method makes possible continuous monitoring of the formation properties, which means a significant safety enhancement with regard to timely detection of possible leakage or breakthrough of the liquid injectant.

RELATED PUBLICATIONS


ACKNOWLEDGMENTS

This research has been supported by the U.S. Environmental Protection Agency, Office of Ground Water and Drinking Water, Underground Injection Control Program, under an Interagency Agreement with the US Department of Energy under Contract No. DE-AC03-76SF00098.
Uranium Transformations in Contaminated Sediments
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Research Objectives
Biogeochemical heterogeneity in the subsurface occurs because of transport limitations at many length scales. The question arises, when micro-environmental conditions vary significantly at the millimeter scale, where do specific biogeochemical processes occur, and how are they coupled? Within much of the subsurface, the spectrum of micro-environments is coupled through diffusive mass transfer. Thus, diffusion-limited domains are the simplest systems within which the full range of transformations can occur. Furthermore, such systems cannot be understood through characterization of bulk, volume-averaged properties because key gradients in chemical components and microbial communities are overlooked. In this research, we are investigating the biogeochemistry of uranium (U) and nitrate (NO$_3^-$) in diffusion-limited domains in order to understand the integrated effects of transport and biogeochemical reactions on transformations of these contaminants. Uranium and NO$_3^-$ often occur as co-contaminants, and the reduction of soluble U(VI) to insoluble U(IV) in sediments is being considered as a strategy for in situ remediation. Pathways for U reoxidation need to be understood for us to critically evaluate reductive in situ remediation strategies. Our studies address three main segments of the subsurface U contamination cycle: (1) transport (sorption-release, diffusion, advection), (2) biogeochemistry of reduction (as influenced by NO$_3^-$), and (3) reoxidation.

Approach
Many studies are being conducted to evaluate both the individual aspects and integrated effects of the U cycle in contaminated sediments. Individual components under investigation include U(VI) sorption and release in batch systems, nitrate and U(VI) reduction in batch systems, and U(IV) reoxidation to U(VI). Column studies permit assessment of sorption-release and reduction-oxidation on overall U and NO$_3^-$ transport. Experiments are also being done on historically contaminated and pristine soils from the NABIR Field Research Center at Oak Ridge, Tennessee.

Accomplishments
The importance of calcite in suppressing U(VI) sorption into soils has been predicted and demonstrated (Zheng et al., 2003). Overall bacteria diversity in historically U-contaminated soils appeared to increase in response to lactate and NO$_3^-$ additions, although the high diversity in nirS genes decreased. Lactate infusion into U-contaminated soils resulted in reduction to U(IV) within 30 days and was well reflected in redox potential measurements.

Significance of Findings
The effect of calcite on suppressing U(VI) sorption was previously overlooked when standard experimental procedures were applied to slightly calcareous sediments. The sorption envelopes help explain the transient U(VI) diffusion measurements obtained in a related BES-supported study.
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Figure 1. (a) Preferential flow and transport in the subsurface; (b) mobile-immobile approximation; (c) redox zonation within diffusion-limited domains
GEOCHEMICAL EVOLUTION OF HIGHLY ALKALINE AND SALINE TANK WASTE PLUMES DURING SEEPAKE THROUGH VADOSE ZONE SEDMENTS
Jiamin Wan, Tetsu K. Tokunaga, Joern T. Larsen, and Zuoping Zheng
Contact: Jiamin Wan, 510/486-6004, jmwan@lbl.gov

RESEARCH OBJECTIVES

Leakage of highly saline and alkaline radioactive waste solutions from storage tanks into underlying sediments is a serious problem at the Hanford Site in Washington State. Although it was found from field samples that pH values of the initially highly alkaline (pH 14) waste plumes dramatically decreased (to pH 10–7), understanding of the neutralization process was lacking. Since pH is a master geochemical variable, the behavior of waste plume contaminants, including their speciation, sorption, solubility, precipitation, and transport, can be reliably predicted only when the evolution of the pH profile is understood. This study focuses on the geochemical evolution of major geochemical parameters including pH, and addresses how pH evolved as the plumes propagated.

APPROACH

We designed a plume profiling method to obtain spatially and temporally direct measurements of plume geochemistry profiles. The influences of waste solution pH, ionic strength, and sediment type were also studied. To maximize the relevance of this laboratory study for understanding real field problems, most of the experiments involved infusion of synthetic waste solutions into sediment columns, thereby integrating the influences of reactions and transport.

ACCOMPLISHMENTS

This study revealed that while the plume is connected to an actively leaking source, its profile spans the very broad range from pH 14 (influent waste pH) within the near-source region, down to pH 6.5 (lower than that of the initial soil solution) at the plume front (Figure 1). The plume can be divided into two zones: the Silicate Dissolution Zone (SDZ, pH 14–10), and Neutralized Zone (NZ, pH 10–7). After the plume source became inactive and the plume aged, pH values within the SDZ continued to decrease at a decreasing rate and eventually reached equilibrium at around pH 10—whereas the pH values in the original neutralized zone remained relatively unchanged. The major reactions responsible for the pH evolution of the waste plumes were identified, along with specific regions within the plumes where they occur.

SIGNIFICANCE OF FINDINGS

This laboratory study provides information on how pH evolved as tank waste plumes propagated. As a master geochemical variable, pH needs to be understood in order to predict the fate and transport of contaminants carried by waste plumes.
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MODELING GEOCHEMICAL REACTIVE TRANSPORT OF CONCENTRATED AQUEOUS SOLUTIONS IN VARIBLY SATURATED MEDIA

Guoxiang Zhang, Zuoping Zheng, and Jiamin Wan
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RESEARCH OBJECTIVE

Concentrated aqueous solutions (CAS) occur in many natural and contaminated environments, such as in the leakage of highly concentrated NaNO₃ electrolytes stored at DOE's Hanford site. They are generally considered as solutions with ionic strength larger than 1 M and can be more than 10 M. The main objectives in this paper are (1) to develop a model that can simulate the coupled geochemical and transport processes of CAS by developing a Pitzer ion-interaction module and incorporating it into a previously developed computer code, BIO-CORE²D©; (2) to verify the developed module and the implementation into BIO-CORE²D©; and (3) to validate the developed model through simulating laboratory experiments.

![Figure 1. Simulated pH and measured pH of the effluent fluid during the injection of a highly alkaline-saline solution into a column filled with unsaturated sediments from the Hanford Site](image)

APPROACH

The Pitzer ion-interaction model is considered the best representation of the ionic activity within CAS. In this study, a module of the Pitzer ion-interaction model is developed and implemented in a previously existing geochemical and microbiological reactive transport computer code, BIO-CORE²D© (Zhang, 2001). This code solves saturated-unsaturated flow, heat transfer, and solute transport coupled with chemical and microbial processes. A database storing Pitzer ion-interaction parameters was also developed. All parameters are temperature-dependent.

ACCOMPLISHMENTS

Several reported cases in the literature are used to verify the implementation of the Pitzer model. One of them calculates the activity coefficient of hydrochloric acid in a concentrated HCl-NaCl-KCl-H₂O system (298.15 K), at ionic strengths of 4, 5, 6, and 7 mol/kg, respectively, as a function of KCl concentration. We compared model results to the experimental data. Another case reports calculation of the activity coefficient of NaCl in a concentrated aqueous NaCl-Na₂SO₄-H₂O system—at ionic strengths of 2, 3, 4, and 6; and at 298.15 K and 318.15 K, respectively, as a function of Na₂SO₄ concentration. The results show that the activity coefficients calculated by BIO-CORE²D© are fairly close to the measurements. Wan et al. (2002) carried out a column experiment to understand the chemical interactions taking place in sediments from the Hanford Site during leakage of highly alkaline-saline solutions. In this experiment, highly alkaline-saline solution was injected into a column filled with unsaturated sediments from the Hanford Site. The experiment was modeled using BIO-CORE²D©, and the results match the measured chemical composition of the effluent water. Figure 1 shows that the simulated pH matches the measured pH well. This result helps to improve our understanding of mineral precipitation and cation exchange processes during leakage of the tank waste solutions into sediments.

SIGNIFICANCE OF FINDING

The Pitzer phenomenological theory, as a basis for calculating ionic activities in concentrated aqueous solutions, is adequate for modeling high–ionic–strength problems. The Pitzer-type model generally reproduces the observed concentration trends for the Hanford case in which highly alkaline-saline solutions have leaked into sediments. Discrepancies could be attributed to uncertainties in cation exchange coefficients, surface areas, kinetics, and other thermodynamic data used in the model, as well as measurement errors.
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BERKELEY LAB SITE MODELING
Quanlin Zhou, Jens T. Birkholzer, Iraj Javandel, and Preston D. Jordan
Contact: Quanlin Zhou, 510/486-5344, qlzhou@lbl.gov

RESEARCH OBJECTIVES

In the late 1980s, groundwater contamination was detected at the original site of Berkeley Lab (Old Town Area). A detailed investigation was conducted to locate the source and extent of the contamination. Interim corrective measures were initiated where appropriate and required, typically directed towards removing the source of contamination and installing groundwater collection trenches downstream of the plumes, limiting further spreading of contaminants. To provide a basis for predicting the fate of contaminants, we developed a transient groundwater flow model for the complex hydrogeological situation in this area. The objective of this work is to improve our understanding of flow patterns and contaminant transport in the Old Town Area, to support the decision-making processes for remediation measures.

APPROACH

In addition to the complex hydrogeology—featuring several geologic units with strongly varying thicknesses, slopes, and properties—groundwater flow is strongly affected by seasonal patterns, by local recharge from leaking storm drains, and by significant water recharge from steep hills located in the upstream direction. A hydrogeologic model was developed from geologic information obtained from more than 100 boreholes and outcrop maps. Boundary conditions for this model were established from water levels collected from a large set of monitoring wells, subdrains, and deep trenches. Distribution of hydraulic conductivity was initially assigned based on the data compiled from single- and multiwell pumping tests. Recharge to groundwater was initially estimated from the type of land surface coverage (i.e., paved, under the building, or irrigated areas). Subsurface utility maps were also employed to locate and estimate potential leakage from corroded storm drains. Subsequently, some of the input data were adjusted, using calibration techniques enabling a very accurate hydrography of a large set of monitoring wells. Calibration was performed based on 1994–1996 water levels. The calibrated flow model was validated using a blind model prediction conducted for the period of July 1996–June 2000. A refined model was subsequently developed for the central area of the main contaminant plume. This refined model will be used as a tool to analyze and improve the current hydraulic measures conducted for contaminant remediation.

ACCOMPLISHMENTS

The calibrated hydrogeologic properties and recharge rates produced good agreement between the simulated and measured water table at about 40 observation wells and the flow rate at two water collection trenches. The calibrated “effective” porosity, which is much smaller than the actual physical porosity, represents the bulk effect of thin layers of relatively high hydraulic conductivity and large porosity, found in the mixed unit within bedrock of otherwise very low conductivity and porosity. This effective porosity thus leads to fast responses to water table changes with strong seasonal fluctuations. The validation results indicate that the developed model can accurately predict the complex groundwater flow at the Berkeley Lab site. Figure 1 shows the simulated groundwater level and particle trajectories at July 1998, together with measured concentration contours. The simulated advective transport patterns and the measured extent of the plume are in good agreement.

SIGNIFICANCE OF FINDINGS

The developed model predicts groundwater flow in complex geological structures (ones with sharp changes in interfaces and water table gradients). It can improve our understanding of contaminant transport at the Berkeley Lab site and help us make better decisions about remediation measures for the Berkeley Lab Remediation Project.
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Figure 1. Simulated particle trajectories originating from contaminant plumes at steady-state flow rate (April 1998)
Climate Variability and Carbon Management is a growing interdisciplinary research program in the Earth Sciences Division. The program’s main focus is on conducting research to increase the scientific foundation for prediction, impact assessment, and prevention of climate change. In addition, increased understanding of the earth’s biogeochemical cycles and climate is needed for many other pressing issues under the purview of DOE and other public agencies, such as stewardship of water resources and the environmental effects of energy use and land use. To that end, we have active projects on climate and hydrology, climate change, a variety of ecological systems and biogeochemical cycles, and carbon sequestration in geologic, oceanic, and terrestrial systems.

One of the strengths of the Climate Variability and Carbon Management Program is its active partnerships with universities, industry, and other research laboratories. A prominent example of such partnerships is our strong link to research activities on the UC Berkeley campus, including the Berkeley Atmospheric Sciences Center.

Last year (2002), within the Program, more than a dozen PIs led projects that included four divisions and more than 62 people at Berkeley Lab. This year (2003), the Program joined with three other divisions (Energy and Environmental Technologies, Engineering, and National Energy Research and Scientific Computing) in developing a proposal for a Lab-wide climate change initiative.

RECENT ACCOMPLISHMENTS

To illustrate a few recent accomplishments by the Climate Variability and Carbon Management Program, below we describe the new regional carbon sequestration alliance we have joined and the advanced research we are doing in the areas of regional climate studies, terrestrial carbon cycling, oceanic carbon cycling, and geologic carbon sequestration.

CARBON SEQUESTRATION PARTNERSHIP

A major new development this year was the establishment of the West Coast Regional Carbon Sequestration Partnership, in which ESD is playing a central role. This is one of seven partnerships recently established by the DOE to evaluate CO₂ capture, transport, and sequestration technologies best suited for different regions of the country. The West Coast Region comprises Arizona, California, Nevada, Oregon, Washington, and the North Slope of Alaska. This partnership constitutes a consortium of over 35 organizations, including state natural resource and environmental protection agencies; national labs and universities; private companies working on CO₂ capture, transportation, and storage technologies (CS&T); utilities; oil and gas companies; nonprofit organizations; and policy/governance coordinating organizations. In an 18-month Phase I project, this partnership will evaluate both terrestrial and geologic sequestration options. There are five major tasks. The first task is to collect data to characterize major CO₂ point sources, the transportation options, and the terrestrial and geologic sinks in the region. These data will be compiled and organized via a geographic information system (GIS) database.

Another task is to address key issues affecting deployment of CS&T technologies, including storage site permitting and monitoring, injection regulations, and health and environmental risks. As part of this, we will conduct public outreach and maintain an open dialogue with stakeholders in carbon CS&T technologies through public meetings, joint research, and education work. At this point, the data and information from the above tasks can be integrated and analyzed to develop supply curves and cost-effective, environmentally acceptable sequestration options, both near- and long-term. Finally, the partnership will identify appropriate terrestrial and geologic demonstration projects consistent with the options defined above, and create action plans for their safe and effective implementation. If suitable demonstration projects can be identified and are approved by DOE, they will be carried out as a Phase II of the Partnership program.
REGIONAL CLIMATE AND WATER RESOURCES

Berkeley Lab’s California Water Resources Research Center investigates regional and local hydroclimates for multiple state and federal agencies. A number of regional climate models tend to overestimate precipitation in California, making it difficult to predict water resources and flooding, or to evaluate climate change impacts with confidence. Berkeley Lab analyses showed that these biases arise because models do not represent snow accurately. Simulating the snow pack also has great practical significance, since snow packs store 80% of California’s water supply. A climate change analysis for the year 2100 performed by the Lab projects a significant reduction in snow pack for six major watersheds in the state. The related changes in snowmelt and stream flow suggest there will be higher flow, and thus greater flood danger, in the winter, while summer flows, when demand is greatest, will be lower.

TERRESTRIAL BIOSPHERE CARBON CYCLE

Soils contain twice as much carbon as the atmosphere and exchange carbon with the atmosphere at ten times the rate of fossil fuel emissions. We are using advanced isotopic techniques to study the poorly understood rate-controlling processes hidden underground. Berkeley Lab documentation that fine tree roots live five times longer than previously thought is leading to changes in forest ecosystem models and estimates of the amount of carbon pumped belowground by root growth. One of the focal points of carbon cycle research is the vast range of scales—from a single leaf to an entire continent—that must be bridged with measurements and models. Berkeley Lab has implemented a coordinated suite of carbon concentration, isotope, and flux measurements in the Southern Great Plains, as part of the DOE Atmospheric Radiation Measurement (ARM) Program. Data streams began flowing to the ARM archives this year. Simultaneously monitoring from crop fields, tall towers, and aircraft, this facility is possibly the best-instrumented site for regional carbon studies in the world.

OCEAN BIOGEOCHEMISTRY

Oceans contain more carbon than any other dynamic reservoir on earth, and thus pose a great observational challenge. The pulses of biological productivity are episodic and rapid, and the areas are vast. As a result, we lack understanding of what controls ocean productivity and the export of carbon from the productive photic zone to deeper waters, where it can be stored for long periods. Berkeley Lab has developed the Carbon Explorer, an autonomous float that uses satellite telemetry to report its observations from distant oceans. Last year, Carbon Explorers were deployed as part of the Southern Ocean Iron Experiment to test the effect of iron fertilization. The results suggest that the impact of iron was greater than expected in waters where other essential elements were deficient. These results were made possible by the continuous observations of the Carbon Explorers over an entire year, a data record that would not have been possible with conventional research ships.

GEOLOGIC CARBON SEQUESTRATION

Geologic sequestration of CO₂ below the earth’s surface is one of the most promising options for reducing atmospheric CO₂ over the next several decades, because the technologies to capture and store CO₂ are readily available. Berkeley Lab has been exploring a possible new technology—carbon sequestration with enhanced gas recovery, whereby CO₂ is injected into mature natural gas reservoirs to enhance CH₄ recovery while simultaneously storing CO₂ in the reservoir. Simulations suggest that the method is both technically and economically feasible in many cases. Berkeley Lab was also active during the year in leading an international comparison of numerical codes that predict the fate of CO₂ in storage reservoirs, to better understand human health and environmental impacts. We also demonstrated the first use of seismic imaging between two horizontal wells for detailed characterization of a storage reservoir, and the first use of joint electromagnetic and seismic imaging to quantitatively map the saturation of CO₂ in the subsurface for monitoring and verification.

FUNDING AND PARTNERSHIPS

The Climate Variability and Carbon Management Program is funded by a variety of federal and state agencies, and international collaborations. These include the U.S. Department of Energy’s Office of Basic Energy Sciences, Office of Fossil Energy, Office of Geological and Environmental Research, and Office of Biological and Environmental Research; the National Aeronautics and Space Administration; the National Science Foundation; the National Oceanographic and Atmospheric Administration; and the Office of Naval Research, as well as the California Energy Commission and CAL-FED.
UNDERSTANDING AND ASSESSING
GLOBAL OCEAN CARBON SEQUESTRATION

James K. Bishop
Contact: 510/486-2457, jkbishop@lbl.gov; http://www-ocean.lbl.gov

RESEARCH OBJECTIVES

Over the past century and a half, atmospheric CO₂ concentrations have risen by over 30% from pre-industrial levels. The increase is approximately half the cumulative emission as a result of human activity, with the oceans acting as a major repository for the anthropogenic carbon. This rapid increase in the atmospheric CO₂ has contributed in some measure to the recent warming trends observed worldwide. Understanding the processes that maintain and change the carbon cycle, and developing strategies for managing carbon fluxes and inventories, are national priorities. The following questions are critical: How does the ocean naturally sequester carbon? How will this change in the future? Could purposeful enhancement of carbon storage in the ocean be an effective way to manage CO₂ in the atmosphere and are such actions safe?

Biological transformations of carbon in the sea have an important impact on the atmosphere. Marine phytoplankton, whose biomass is renewed entirely every 1 to 2 weeks, consume CO₂ through photosynthesis at a rate of ~50 Pg C yr⁻¹ and transport ~10 Pg C yr⁻¹ from the surface layer to the deep sea. These fast biological and equally fast physical processes alter the CO₂ distribution in the surface ocean and atmosphere. If we were to disable the “biological carbon pump,” then levels of atmospheric CO₂ would rise by 30%. The challenge is to follow such fast processes on a global scale.

APPROACH

The international project, Argo, is seeding the ocean with thousands of low-cost, long-lived autonomous profiling floats for studying the variability of heat, salinity, and mid-depth circulation of the ocean. Four years ago, we initiated a collaborative effort with Argo scientists to create the first robotic Carbon Explorer—a fully robotic telemetry- and sensor-enhanced version of an Argo float—carrying new optical sensors for characterizing the distribution and fate of marine biology products.

Under Berkeley Lab leadership, Carbon Explorers controlled to cycle between the surface and kilometer depths have been deployed in the subarctic North Pacific (April 2001, February 2003) and in the Southern Ocean surrounding Antarctica (January 2002), where they have remained operational for more than one year in notoriously stormy seas. Three more have just begun observations in the North Atlantic (June 2003).

ACCOMPLISHMENTS

Our North Pacific Carbon Explorers documented the response of marine biota to an iron-deposition event associated with a massive dust storm originating in northeast Asia (Bishop, Davis, and Sherman, 2002).

In the Southern Ocean, Carbon Explorers have quantified an immediate biomass enhancement in response to deliberate iron amendment (Bishop et al., 2002). Also, for the first time, they have documented carbon exported from such experiments into the deep sea. Results have been submitted for publication.

SIGNIFICANCE OF FINDINGS

The development of the Carbon Explorer has truly revolutionized the study of ocean biogeochemistry, by opening an entirely new path for ocean carbon cycle understanding. We have proven an inexpensive method for following biological processes in the ocean, on daily time scales, for the greater part of one year. No limitation prevents implementation of sensors for other carbon components and fluxes on the Carbon Explorer.

The Explorers are inexpensive enough for wide deployment in the oceans to follow the natural carbon cycle. They can also perform observations during small-scale experiments, such as those designed to study ocean ecosystem response to ocean fertilization.

Figure 1. Carbon Explorer just prior to deployment in the North Atlantic Ocean by Jim Bishop. UC Berkeley Graduate student Phoebe Lam assisted. The fully robotic float measures temperature, salinity, pressure, particulate organic carbon biomass, light scattering, and carbon sedimentation during its daily transits from kilometer depths to the surface. Data are transmitted to shore in real time for the greater part of one year.
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MODELING SUPERCritical CO₂ INJECTION IN BRINE-BEARING FORMATIONS

Christine Doughty, Karsten Pruess, and Sally M. Benson
Contact: Christine Doughty, 510/486-6453, cadoughty@lbl.gov

RESEARCH OBJECTIVES

Geologic sequestration of CO₂ in brine-bearing formations has been proposed as a means of reducing the atmospheric load of greenhouse gases. Numerous brine-bearing formations have been identified as having potential for geologic sequestration of CO₂. One promising setting is the fluvial/deltaic Frio formation in the upper Texas gulf coast, which is the site of an upcoming pilot test of CO₂ sequestration. The objective of this research is to investigate the physical processes controlling the behavior and ultimate fate of CO₂ in the subsurface, to help design the pilot test and to gain a broader understanding of the issues accompanying CO₂ sequestration in brine-bearing formations.

APPROACH

To evaluate CO₂ sequestration scenarios, we use the numerical simulator TOUGH2, which considers all flow and transport processes relevant for a two-phase (liquid-gas), three-component (CO₂, water, dissolved NaCl) system. In the subsurface, supercritical CO₂ forms an immiscible gas-like phase and partially dissolves in the brine.

A three-dimensional numerical model is developed of the pilot test site, a 450 m x 450 m dipping fault block containing several wells that penetrate the 12 m thick brine-saturated sand near the top of the Frio that is our sequestration target. Under the planned sequestration conditions (P = 150 bars, T = 66°C), supercritical CO₂ is strongly buoyant compared to the native brine.

ACCOMPLISHMENTS

We have simulated a number of alternative scenarios for the pilot test, varying three types of model parameters:

- Operational parameters such as injection and monitoring well locations and injection schedule
- Geological features such as the continuity of shale layers, the connectivity of sand channels, and the permeability of faults
- Multiphase flow properties such as relative permeability curves

Simulations show that relative permeability functions have a strong effect on CO₂ plume development. Because most of our knowledge and experience concerning relative permeability for the Frio comes from petroleum reservoirs, in which liquid phases displace a pre-existing gas phase, how to choose appropriate relative permeability functions for supercritical CO₂ injection into a brine-saturated formation is still an open question. Snapshots of the simulated supercritical CO₂ plume (Figure 1) show the impact of relative permeability. For relative permeability functions with large residual gas saturation $S_{gr}$, the plume is compact and does not move much under buoyancy forces, because much of the gas is immobile. In contrast, for relative permeability functions with small $S_{gr}$, the plume is more diffuse. It moves and spreads significantly over time, allowing a much larger fraction of the CO₂ to dissolve in the brine.

SIGNIFICANCE OF FINDINGS

The ability to numerically simulate the complex multiphase flow processes involved in CO₂ injection is critical to developing a good experimental design for the pilot test, just as it will ultimately be for designing successful sequestration operations.

Figure 1. Modeled gas saturation distribution after 20 days of injection of supercritical CO₂ into a brine-saturated formation, for two different values of residual gas saturation $S_{gr}$. The injection and monitoring wells are shown as black lines.

The residual gas saturation used in the relative permeability functions is a key factor controlling the development of the CO₂ plume. Future laboratory and field work will be directed toward determining appropriate values of $S_{gr}$ for CO₂ injection into brine-bearing formations.
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Tracking Stable Isotopes in a Regional Climate Model
Prudence N. Foster, Norman L. Miller, and Don DePaolo
Contact: Norman L. Miller, 510/495-2374, nlmiller@lbl.gov

RESEARCH OBJECTIVES

The ability to track isotopes through the water cycle in a climate model offers the opportunity to test the climate model itself, as well as to learn more about the water cycle. While several global climate models currently have isotope-tracking subroutines, there is to date no regional climate model with isotope tracing. Well-recognized advantages of a regional climate model, over a global one, include the ability to study the natural variability of local water budgets on scales of interest to water planning and ecological impact analyses. Adding tracing routines to the regional model will allow us to study the source of local rainfall and to better understand its sensitivity to climate and land surface changes. Moreover, isotope tracking throughout the water cycle will allow an unprecedented ability to test numerical precipitation schemes. Currently, climate models compare their precipitation predictions based primarily on the amount of rainfall. Since rain can develop in a variety of ways, simply getting the amount correct is not a guarantee that the model is actually simulating reality. By comparing the isotopic content of both deuterium and $^{18}$O in the rainfall to observations on the scales at which observations can actually be extensively done (i.e., the regional scale), we will have much greater confidence in our rainfall schemes. Such intensive observations are already under way at the DOE Atmospheric Radiation Measurement-Cloud and Radiation Testbed (ARM-CART) site in Kansas (Machavaram et al., 2003), and we plan to make comparisons between our model and these observations.

APPROACH

Our approach has been to add isotope tracers to the community regional climate model MM5 (fifth generation Mesoscale Model). First of all, we have added a set of tracers that exactly copy the water cycle itself. Now, we are working on tracking “colored water”; for example, red water only enters the grid from the water surface of the Gulf of Mexico. We are testing various schemes for tracking the colored water through the processes of surface evaporation, mixing in the planetary boundary layer and cloud physics. The colored water will allow us to understand where water is coming from over the ARM/CART site. Once we have some assurance that these schemes are redistributing the colored water in a manner that we expect, adding the fractionation associated with various phase changes should be trivial. We will then be in a position to validate the model predictions against the observations of precipitation and vapor isotopic values measured in June 2000 at the ARM/CART site.

ACCOMPLISHMENTS

To date, we have completed a map of the water cycle in MM5. We have reproduced the water cycle with an additional vector that can exactly follow the treatment of water or can be manipulated to test code development. We have also prepared the fractionation subroutines that will be needed when the code is ready to address the issue of isotopes.
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PERFORMANCE REQUIREMENTS FOR GEOLOGICAL STORAGE OF CO₂
Robert P. Hepple and Sally M. Benson
Contact: Robert P. Hepple, 510/486-5989, rhepple@lbl.gov

RESEARCH OBJECTIVES
The probability that long-term geologic storage or sequestration of CO₂ will become an important climate change mitigation strategy depends on a number of factors, namely (1) public acceptance, (2) the cost of geologic storage compared to other climate change mitigation options, and (3) the availability, capacity, and location of suitable sites. Whether or not a site is suitable will be determined by establishing that it can meet a set of performance requirements for safe and effective geologic storage. Establishing effective requirements must start with an evaluation of how much CO₂ might be stored, and how long the CO₂ must remain underground, to meet goals for controlling atmospheric CO₂ concentrations. These requirements then provide a context for addressing the issue of what is an “acceptable” surface seepage rate.

APPROACH
To address the question, “How much CO₂ might be stored underground and for how long?” we developed zeroth-order estimates for the annual amount of CO₂ that would need to be sequestered to meet atmospheric stabilization targets of 350, 450, 550, 650, and 750 ppmv. We assumed geologic sequestration would be used as a bridging technology, allowing for the gradual phase-out of fossil fuels over a period of up to 300 years. We also assumed that geologic storage constitutes the only mitigation outside of the climate-forcing parameters included in the emissions scenarios (e.g., parameters such as the rates of technology and economic development, and the strength of the movement toward global environmental and sustainability ethics.)

To address a second important question, “What would be an acceptable surface seepage rate?” we first calculated the rate at which CO₂ might seep back to the surface and then compared the calculated seepage to the allowable emissions for atmospheric CO₂ stabilization at each of the five targets. We assumed that the amount of seepage would be proportional to the total amount of CO₂ stored underground at any given time.

ACCOMPLISHMENTS
Figure 1 shows the range of projected storage amounts across the potential stabilization targets, which average between 900 and 2,500 GtC, and it includes estimated storage capacity for comparison. For an annual seepage rate of 0.01% or 10⁻⁴/year, the maximum annual seepage never exceeds 0.5 GtC/year for any of the projected sequestration scenarios and would ensure that at least 90% remained effectively sequestered after 1,000 years. For comparison, the total estimated worldwide volcanic and magmatic degassing is estimated to be 0.07 to 0.13 GtC/year. Because seepage rates less than 0.01% per year meet several criteria for all scenarios, this may be a reasonable long-term global performance requirement for surface seepage.

Figure 1. Total target sequestration in Gigatonnes of Carbon (GtC) for each scenario across the range of potential atmospheric stabilization targets in parts per million (ppm) of carbon dioxide.

SIGNIFICANCE OF FINDINGS
According to the results presented here, geologic storage could be an effective method to ease the transition away from a fossil-fuel-based economy over the next several decades to centuries, even if large amounts of CO₂ are stored and some small fraction seeps from storage reservoirs back into the atmosphere.
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A Mesoscale Analysis of the Impact of Snowpack on Climate Variability in the Sierra Nevada Region

Jiming Jin and Norman L. Miller

Contact: Jiming Jin, 510/486-7551, jimingjin@lbl.gov

RESEARCH OBJECTIVE

Greater than 70% of the annual streamflow in the western United States is derived from snowpack. Hence, accurately forecasting snowpack is essential to this region's economy and well-being, and numerical models are necessary (and powerful) tools for this purpose. The objectives of this study were to evaluate the snow scheme with an advanced mesoscale model, using observational evidence, and to investigate the impact of snowpack on climate variability in the Sierra Nevada region.

APPROACH

The model used is the fifth-generation Mesoscale Model (MM5) developed by the Pennsylvania State University/National Center for Atmospheric Research. This model was used to generate 12 km resolution results that account for complex topography in the Sierra Nevada. The observed Snow Water Equivalent (SWE) depths for this region were assimilated into MM5 to allow for an investigation into snow evolution and its related processes. This investigation was an approach toward correcting the identified model deficiencies caused in part by the simple snow physics in the land-surface model coupled to MM5. The observed daily SWEs were measured through the automated Snowpack Telemetry system during the snowmelt season from April 1998 to June 1998.

ACCOMPLISHMENTS

Comparison of observed and simulated SWEs (Figure 1a) indicates that at the 12 km resolution, MM5 poorly represents the snowpack over the Sierra Nevada region during the snowmelt season. At the same time, with the misrepresented snowpack, the model produces a strong warm bias at the near surface (Figure 1b) and exaggerated precipitation (Figure 1c). Subsequently, the observed SWEs (red line in Figure 1a) were incorporated into the model to improve its climate-simulation performance. After the SWE assimilation, the simulated 2 m height air temperature was in very good agreement with observations. In the model, because the assimilated SWE consumes a large amount of energy on account of the melting process, the surface skin temperature was reduced, which decreases the upward sensible heat flux. The decreased sensible heat flux supplied less energy to the near surface air and alleviated the warm bias in the 2 m height air temperature. Furthermore, SWE assimilation caused a lowered sensible heat flux as well as a colder surface, leading to weaker outgoing long-wave radiation, reduced air temperature in the lower troposphere, and a stabilizing of the atmosphere. The more stable atmosphere restricted atmospheric convections and thus decreased the amplified precipitation.

SIGNIFICANCE OF FINDINGS

This study (Jin and Miller, 2003) indicates that snowpack has a significant effect on near-surface air and precipitation over the Sierra Nevada. Our findings provide a substantial advancement in our understanding of climate variability in the Sierra Nevada region, as well as direction for future model development.

![Figure 1. Comparison of simulations and observations averaged over the Sierra Nevada region for the period of April 2-June 30, 1998: (a) Snow water equivalent (mm); (b) 2 m height air temperature (°C); (c) Precipitation (mm). Obs is observations, Simu is the 12 km resolution simulation with no SWE assimilation, and SimuAs is the 12 km resolution simulation with SWE assimilation.]

RELATED PUBLICATIONS


ACKNOWLEDGMENTS

Support is provided by the NASA Regional Earth Science Applications Center Program under Grant NS-2791.
IMPACT OF THE ENSO SNOWPACK ON THE WESTERN UNITED STATES: A GLOBAL CLIMATE MODEL STUDY
Jiming Jin and Norman L. Miller
Contact: Jiming Jin, 510/486-7551, jimingjin@lbl.gov

RESEARCH OBJECTIVE
Snowpack is a major water resource in the western U.S. An accurate forecast of snow amount is essential to water allocation in this region. The objectives of this study are to examine the relationship between El Niño Southern Oscillation (ENSO) and snowpack over this region and to investigate—by comparing observations to simulations from a state-of-the-art global climate model (GCM)—how ENSO affects snow accumulations.

APPROACH
The GCM used in this study is the Community Climate Model Version 3 (CCM3) developed by the National Center for Atmospheric Research (Kiehl et al., 1996). To accurately represent the snowpack in the model, a Snow-Atmosphere-Soil Transfer (Jin et al., 1999) land-surface model with sophisticated snowpack processes was coupled to CCM3. A 45.5-year simulation from December 1949 to May 1995 was generated from this coupled model, which was forced by observed global sea surface temperature (SST) data with year-to-year variations. The observed Snow Water Equivalent (SWE) depths were collected from more than 300 snow-course locations in the western U.S.

ACCOMPLISHMENTS
Figure 1 illustrates the correlation between observed Niño-3.4 SSTs averaged over 120°W–170°W and 5°S–5°N, and SWEs from the model output and observations during winter and early spring for 1950 to 1994. This figure indicates that significant correlations occur in the western U.S. for both simulations and observations, suggesting that ENSO is an important factor causing snow anomalies. Analysis indicates that in the Northwest, the observed anomalous snow patterns are caused by the winter precipitation variability associated with the ENSO, whereas the simulated snow anomalies result from the temperature variations caused by the climate shift. In the Southwest, the simulated positive snowpack anomalies that result from the stronger precipitation are associated with the warm phase of the ENSO, which is consistent with the observed processes. However, the negative snow anomalies for both simulations and observations appear to have no connections with the tropical Pacific SSTs, which are attributed to the weakened precipitation caused by atmospheric internal variability.

SIGNIFICANCE OF FINDINGS
This study clarifies how the ENSO affects snowpack in the western U.S. and improves our understanding of the mechanism of snow anomalies. The modeled atmosphere in the mid-latitudes incorrectly responds to the tropical Pacific SSTs and shifts the way the air mass gets transported over the Northwest (compared to observations). These findings will greatly benefit climate and water-resources forecasts and future model development.
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GEOSTATISTICAL MODELING OF CLIMATE VARIABLES AT REGIONAL SCALES
Phaedon C. Kyriakidis and Norman L. Miller
Contact: Phaedon Kyriakidis, 805/893-2266, phaedon@geog.ucsb.edu

RESEARCH OBJECTIVES

The objective of this research is to develop, and illustrate the application of, a novel geostatistical framework for stochastic modeling of climate variables at regional scales. The developed approach allows for assessing explicitly the uncertainty in hydrological and environmental model predictions due to uncertain climate forcing, with wide applications to risk analysis in related impact assessment studies.

APPROACH

The developed geostatistical framework is based on stochastically assimilating (fusing) direct measurements of climate-related variables obtained at monitoring stations, and on ancillary (indirect) information provided by (1) terrain elevation and its derived products (e.g., slope, aspect) and (2) coarse-resolution predictions of climate variables obtained from dynamical downscaling, using a regional climate model. A novel adaptation of stochastic simulation in a space-time context enables the generation of realistic, fine-resolution, alternative synthetic realizations of climate variables at regional scales. These realizations are consistent with (i.e., reproduce exactly) the information available at coarser resolutions available in the form of dynamically downscaled predictions.

ACCOMPLISHMENTS

The development and application of the geostatistical framework for modeling daily precipitation over a region near the San Francisco Bay Area in a space-time context (Case 2 in the Approach section above) is showcased in Kyriakidis et al. (2003). Simulated precipitation realizations at a 1 km resolution were constrained by the available rain-gauge measurements and ancillary terrain-related information. They were shown to reproduce (a) the rain-gauge measurements and their histogram, and (b) a model of their spatiotemporal correlation. Two such simulated realizations are shown in Figure 1. The theoretical proof of mass preservation for the geostatistically derived fine-resolution predictions—that is, the exact reproduction of data available at a coarser resolution (Case 2 above)—is given in Kyriakidis (2003). Current work is focused on a case study illustrating how to apply stochastic simulation of fine-resolution daily precipitation subject to such coarser-resolution data constraints.

SIGNIFICANCE OF FINDINGS

The developed geostatistical framework constitutes a novel approach for the stochastic generation of realistic fine-resolution climate predictions, which can be used in a Monte Carlo setting for risk analysis in environmental and hydrological modeling. When coupled with regional climate model forecasts under future climate change scenarios, the geostatistical framework provides a novel approach to downscaling climate predictions at finer resolutions for more realistic impact assessment studies. The explicit account of the different data supports (i.e., the different volume informed by different types of measurements: rain gauge data versus regional climate model predictions) is a novel modeling characteristic not shared by any of the currently available statistical downscaling methods.

RELATED PUBLICATIONS


ACKNOWLEDGMENTS

Support is provided by the NASA Office of Earth Science/Earth Science Applications Research Program (OES/ESARP) under Grant No. NS-2791.
**ISOTOPIC VARIATIONS IN ATMOSPHERIC MOISTURE IN THE GREAT PLAINS REGION**

Madhav V. Machavaram, Mark E. Conrad, and Norman L. Miller

Contact: Madhav V. Machavaram, 510/486-5026, mvmachavaram@lbl.gov

**RESEARCH OBJECTIVES**

The stable isotopic composition of atmospheric water vapor at a given region is determined by its source and subsequent admixture and condensation processes. The most dynamic changes in the water cycle occur in the atmospheric part of the cycle. Thus, the variation in the stable isotope ratios of atmospheric vapor provides critical information about the locally evapo-transpired moisture. In our work, we analyzed atmospheric vapor samples to improve predictability, in part by integrating stable isotope variations into climatological models.

**APPROACH**

To understand the response of regional hydrology to climatic variations, it is important to quantify the influence of local moisture on precipitation. The deuterium excess (δ-excess)—a measure of the abundance of deuterium (δD) over 18-oxygen (δ18O)—is a valuable tool for estimating the contribution of secondary moisture sources to atmospheric moisture. The δ-excess in the atmospheric vapors is determined primarily at the oceanic source and altered by admixture of secondary moisture derived through evapo-transpiration. Thus, by measuring the δ-excess in atmospheric vapors, we can estimate the influence of land-derived moisture.

**ACCOMPLISHMENTS (DATA DISCUSSION)**

Samples of atmospheric vapor between the earth surface and 3,500 m altitude were cryogenically collected during a flight operation. The stable isotope data for the vapor samples are presented in Figure 1. The samples that were collected below 700 m exhibited much smaller isotopic variation than those from above. The top of the Atmospheric Boundary Layer (ABL) was determined to be at 1,000 m from the surface during the sampling time. The height of the ABL marks the altitude above which the turbulence of the lower troposphere is negligible. Thus, the sample collected at 3,660 m height could be considered as the atmospheric moisture originating from the Gulf of Mexico.

Assuming that the samples above and below the ABL represent two end members on a linear mixing line, we performed a mixing calculation using the d-excess values, which indicated that approximately 75% of the moisture within the ABL is derived from local sources through evapo-transpiration. Although the contribution of secondary moisture may change diurnally and seasonally, the overall effect of locally derived moisture on precipitation is believed to remain significant over time.

**SIGNIFICANCE OF FINDINGS**

Understanding the influence of locally derived moisture on the water cycle is valuable for improving climatological models. When monitored over longer time scales, such information is extremely useful in documenting the hydrological changes of a region through man-made causes, such as agriculture and urbanization.
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CROSSWELL AND VERTICAL SEISMIC IMAGING AT THE WEYBURN CO₂ PROJECT
Ernest L. Majer, Dale Cox, Roland Gritto, and Thomas M. Daley
Contact: Ernest L. Majer, 510/486-6709, elmajer@lbl.gov

RESEARCH OBJECTIVE
This work is part of a comprehensive time-lapse seismic monitoring program for monitoring a massive CO₂ flood in a thin fractured carbonate reservoir in EnCana’s Weyburn field, located in the Williston Basin, southeast Saskatchewan, Canada. There are two goals to this project: (1) develop and deploy cost-effective technology that could track the detailed changes in CO₂ content as a function of time and (2) aid in the interpretation, validation, and integration of surface seismic data (from 3-C 3-D and 9-C 3-D surface and vertical seismic profiles [VSP]) to obtain an overall understanding of monitoring technologies for CO₂.

APPROACH
An extensive long-term CO₂ miscible injection is being operated by EnCana in its Weyburn field. The first phase of CO₂ injection started in September 2000. The flooding project is expected to expand over the Weyburn field area in the next several years. To determine applicability as well as refine the methods, a comprehensive plan for using geophysical methods for mapping fluid migration and dynamics is being carried out. In addition to the baseline and repeat 3-C 3-D and 9-C 3-D surface seismic and VSP surveys acquired by EnCana and the Colorado School of Mines (CSM) Reservoir Characterization Project, Berkeley Lab is carrying out high-resolution crosswell studies. The higher-resolution borehole data will be integrated with the surface seismic and reservoir engineering models to provide an overall understanding of reservoir definition and the dynamics of fluid migration. The crosswell seismic survey is intended to provide tomographic images of changes in reservoir properties at a meter scale or less. Integrated with the surface seismic survey and VSP, these data will provide proper scaling relationships for understanding overall flow behaviors of the CO₂ fluid at the reservoir dimensions. We will closely study the trade-off between the spatial resolution and spatial coverage of surface methods and borehole methods.

ACCOMPLISHMENTS
The main activities during the last year were a successful implementation of the vertical crosswell and VSP program. We planned and carried out two crosswell seismic profiles in three vertical wells surrounding one of the injection patterns (see Figure 1 for location relative to surface seismic and relative to the injection wells and producers). These profiles provided data parallel and perpendicular to the injector. The objective was to acquire high-resolution crosswell seismic images by using downhole seismic sources and receivers in separate vertical wells, as well as data with sufficient resolution (estimated at a scale of 1 to 2 m) to monitor CO₂ flood front movement and sequestration within the Midale reservoir zones and (most importantly) possible migration from the reservoir into other formations. After the completion of the crosswell, a VSP was run in the center well at the two offsets used for the crosswell. The source was an 1/O multi-component vibrator used in the CSM surface seismic work.

SIGNIFICANCE
Both EnCana’s and CSM’s 4-D results have shown strong seismic anomalies that effectively correlate with the performance in the CO₂ flood front movements and conformance efficiency (supported largely by information such as production data and tracer study). However, EnCana’s 4-D surface seismic has also produced some unexpected results. For example, the patterns of the subject VSP and crosswell have so far behaved quite abnormally. It has not yet generated any production response, even after it had received 3.4 billion ft³ CO₂ (or equivalently 12.3% HCPV [hydrocarbon pore volume], an amount that would have made a normal pattern yield good production response). EnCana’s 4-D data further show significant time delay at and below the reservoir layers and seismic energy attenuation, both indicating a significant amount of CO₂ gas accumulated near or above the reservoir. With all the information combined, we believe that a large portion (or even all) of the injected volume may have migrated into the overlying rocks and sequestered there. This likelihood indicates that monitoring this (and other) phenomena using high-resolution crosswell seismic technology may be required to detect zones of uncertainty in CO₂ floods.
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UNCERTAINTY ANALYSIS OF CALIFORNIA STREAMFLOW USING MULTIPLE CLIMATE CHANGE SCENARIOS

Norman L. Miller, Kathy E. Bashford, and Eric Strem

Contact: Norman Miller, 510/486-2374, nlmiller@lbl.gov

RESEARCH OBJECTIVES

The objectives of this study are to determine the potential upper and lower bounds of future streamflow response in California, based on a range of climate projections.

APPROACH

Analysis of the range of hydrological response is based on two Global Climate Model (GCM) projections: the Hadley Centre’s HadCM2, a warm and wet projection; and the National Center for Atmospheric Research Parallel Climate Model (PCM–B06.06), a cool and dry projection. Three future periods (2010–2039, 2050–2079, 2080–2099) were analyzed. Future watershed mean-area temperature (precipitation) sensitivities were derived from the temperature (precipitation) difference (ratio) between the projected and baseline (1961 to 1990) climatologies. Specified perturbations with increasing temperature (T) and precipitation (P) were also used. Hydrology was simulated using the Sacramento Soil Moisture Accounting Model, for a set of representative basins (Smith, Sacramento, Feather, American, Merced, Kings).

ACCOMPLISHMENTS

Streamflow was analyzed with historical and HadCM2- and PCM-perturbed time series, and specified increments (see Figure 1). During 2010–2039, HadCM2-forced peakflow occurs during the same month with increased peakflow magnitude for the Sacramento (1a), American (1b), and Merced (1c). Peakflow timing during the 2080–2099 period for the American is a month, while the Sacramento timing remains unchanged. The higher elevation Merced has peakflow one month later than the historical, and a secondary peakflow. This secondary high flow results from increased early season snowmelt and a higher snowline, caused by increased temperature.

The relatively cool-dry PCM-forced streamflow significantly decreases during the March-to-July melt season. Peakflow remains close to the historical amount for the Sacramento (2a) and American (2b) for all projected periods, but the Merced (2c) shows an increase during 2010–2039, and then decreases during 2050–2079 and 2080–2099. For these projections, the American shows a peakflow one month earlier, while the timing of the other two watersheds remains consistent with the historical peakflow timing.

The uniform perturbations bracket projected temperature uncertainties. The 1.5°C increase and 9% precipitation increase do not change peakflow timing, but increase the October to February peakflow magnitude and slightly decrease the magnitude during the snowmelt period. The peakflow magnitude is higher for the Sacramento (3a) and American (3b), but not for the high-elevation Merced (3c). The Merced peakflow decreases and occurs three months earlier. The extreme scenario represents a high likelihood of more flood events and decreased snowmelt runoff.

SIGNIFICANCE OF FINDINGS

California Sierra Nevada peakflow will likely occur earlier and with increased magnitude. Summer season flow will likely decrease. High-elevation basins are less sensitive to warming, but show a peakflow shift under the incremental changes. The range of outcomes suggests that peakflow magnitudes can shift from 100% increases to 50% decreases.

These results have been applied to water demand and agro-economic analyses (Brekke et al. 2003).
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THE CALIFORNIA WATER RESOURCES RESEARCH AND APPLICATIONS CENTER

Contact: Norman Miller, 510/495-2374, nlmiller.lbl.gov

RESEARCH OBJECTIVES

The California Water Resources Research and Applications Center is a NASA-sponsored center designed around a set of integrated activities focusing on California water resources and related impacts. The objectives are to advance our understanding of California hydroclimate variability and change. Core projects include building research partnerships that focus on analysis and educational outreach of hydroclimate impacts on natural systems, society, and infrastructure.

APPROACH

The Center uses dynamical and statistical downscaling schemes within our Regional Climate System Model framework. We produce hydroclimate simulations at short-term, seasonal, and long-term time scales for weather and river flow forecasts, climate change analyses, uncertainty estimates, landslide modeling, water quality monitoring, and climate change assessments of water resources, agriculture, and natural hazards.

Our applications projects include:
- Runoff contaminant monitoring and real-time water-quality monitoring in the San Joaquin Basin
- Contaminant identification and monitoring from Sierra Foothills mine sites
- Development of a dynamic sediment transport and landslide hazards prediction system
- Snow cover area and water equivalent for California using remotely sensed data and model assimilation
- Geostatistical uncertainty analysis of precipitation and streamflow simulations
- Contributions to impact assessment reports

ACCOMPLISHMENTS

Our Center became a member of the Earth Science Information Partnership, providing value-added climate, weather, streamflow, and impact information to the broad user community, the U.S. National Assessment, and the Intergovernmental Panel on Climate Change reports. We have completed a series of seasonal and multiyear regional climate and streamflow simulations, developed a new statistical downscaling technique for estimating the limits of uncertainty (Kyriakidis et al., 2003), and have used our results as input to the applications listed above. Recent analysis of projected climate and streamflow analysis has been published (Kim et al., 2002) and received national media coverage.

SIGNIFICANCE OF FINDINGS

The climate change and streamflow analyses indicate that the likelihood of extreme weather events will increase, and that night-time temperature will increase at a faster rate than the daytime temperature. An important finding is that warm-wet and cool-dry future climate projections both indicate a 50% decrease in snowpack toward the end of this century. Based on our accomplishments, we received new support from the California Energy Commission, CALFED, and DOE, The California Water Resources Research and Applications Center has become a voice in California climate change assessments, increasing the awareness of potential water resource problems in California and the United States.
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THE DOE WATER CYCLE PILOT STUDY: MODELING AND ANALYSIS OF SEASONAL AND EVENT VARIABILITY AT THE WALNUT RIVER WATERSHED

Norman L. Miller, Kathy E. Bashford, Mark S. Conrad, Prudence N. Foster, and Madhav V. Machavaram

Contact: Norman L. Miller, 495-2374, nlmiller@lbl.gov

RESEARCH OBJECTIVES

The DOE Water Cycle Pilot Study is designed to develop the use of water isotopic data (δD, δ18O) to constrain hydroclimate models and test process descriptions and their sensitivity at multiple scales, to better understand water cycle variability. The research objectives are to: (1) evaluate predictions of components of the water budget for several study periods, using a set of nested models with different spatial resolutions, along with archived and new field data from the Walnut River Watershed (WRW); (2) evaluate multiscale water isotope modeling as a means of tracing sources and sinks within and external to the WRW and the Atmospheric and Radiation Measurements Program Southern Great Plains (ARM SGP) site, a representative global climate model grid cell; and (3) identify water-budget-model improvements and data needs over a range of scales.

APPROACH

Water isotopic measurements of precipitation, surface water, soils, plants, and atmospheric water vapor were collected every three months and during the DOE Intensive Observing Period, April 1 to June 30, 2002 (Machavaram et al., this volume). Land-surface modeling compared 1 km fluxes for different modes and for a 50-year simulation. Different wetting and drying conditions caused by different controls were investigated. The Penn State/NCAR Mesoscale Model version 5 (MM5) was advanced with the implementation of water-isotope mass-conservation equations (Foster and Miller, this volume). Multiscale atmospheric simulations using the MM5 and radar-based data have been analyzed and are discussed below.

ACCOMPLISHMENTS

The MM5 6-hour precipitation slightly underestimates for WRW using 4 km resolution during March 1–30, 2000 (Figure 1a). MM5 lags between radar-precipitation onset at March 3. MM5 exhibits considerable accuracy in predicting precipitation occurrences, but shows less accuracy in predicting the precipitation amount. When the 4 km MM5 results are compared to radar precipitation over the entire ARM CART site (Figure 1b), accuracy is improved. MM5 may be underestimating the precipitation in the WRW, but overestimating it in the larger ARM/CART area. This allows for compensating errors, whereas the smaller WRW domain is less forgiving. At 12 km resolution, the MM5 model shows remarkable accuracy in forecasting the total precipitation. At 48 km, the size of the comparison domain becomes important; the precipitation in the WRW is significantly underestimated, while it is well represented over the entire ARM/CART site. MM5 underestimates the amount of precipitation at 4 km, because it represents the observed variability in precipitation from point-to-point.

SIGNIFICANCE OF FINDINGS

During March 2000, there was no convective precipitation, and hence MM5 simulations did not require use of the convective parameterization. The nonconvective precipitation scheme is inadequate at 4 km resolution. It performs better at 12 km, but significantly overestimates variability. This suggests that MM5 may be used during nonconvective situations to predict the amount of precipitation over small watersheds (tens of kilometers) in the U.S. Southern Great Plains during early spring—as long as the resolution is 12 km. Attempts to resolve local-scale precipitation features with MM5 are likely to be biased toward underestimation of precipitation amount.
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RESEARCH OBJECTIVES

The GEO-SEQ Project is a public-private applied R&D partnership, founded with the goal of developing the technology and information needed to enable safe and cost-effective geologic sequestration of CO2 by the year 2015. The goals of the project are to:

- Lower the cost of geologic sequestration by (1) developing innovative optimization methods for sequestration technologies, with collateral economic benefits such as enhanced oil recovery (EOR), enhanced gas recovery (EGR), and enhanced coalbed-methane production, and (2) understanding and optimizing trade-offs between CO2 separation and capture costs, compression and transportation costs, and geologic-sequestration alternatives.
- Lower the risk of geologic sequestration by (1) providing the information needed to select sites for safe and effective sequestration, (2) increasing confidence in the effectiveness and safety of sequestration by identifying and demonstrating cost-effective monitoring technologies, and (3) improving performance-assessment methods to predict and verify that long-term sequestration practices are safe, effective, and do not introduce any unintended environmental impact.
- Decrease the time to implementation by (1) pursuing early opportunities for pilot tests with our private sector partners and (2) gaining public acceptance.

APPROACH

The GEO-SEQ Project consists of four coordinated and inter-related tasks carried out by a multidisciplinary team from eight research organizations: Berkeley Lab, Lawrence Livermore National Laboratory, Oak Ridge National Laboratory, Stanford University, Texas Bureau of Economic Geology, Alberta Research Council, and NTIG-TNN, The Netherlands.

The research is conducted with the participation, advice, and cooperation of DOE’s National Energy Technology Laboratory and five industry partners: Chevron, Texaco, Pan Canadian Resources, British Petroleum, and Statoil. In addition, through ongoing collaborations and our advisory committee, the team extends to include other universities and a number of public and private research organizations.

ACCOMPLISHMENTS

Highlights of the research conducted to date include:

- Screening criteria for selection of oil reservoirs that could be candidates for co-optimizing CO2-EOR and CO2 sequestration were developed.
- Engineering approaches have been developed to increase CO2 storage, while at the same time enhancing oil recovery.
- Numerical simulations have been carried out to show changes in mineralogy and porosity in a brine-saturated sandstone formation resulting from injection of CO2 waste streams that are impure (i.e., that contain SO2, NO2, and H2S).
- Numerical reservoir simulations have shown that it is technically feasible to enhance recovery of gas while at the same time sequestering CO2; the market conditions needed to make the process economical have also been evaluated.
- Software tools have been developed to evaluate the sensitivity of candidate geophysical monitoring methods.
- Effects of hydrocarbons and clay on isotopic compositions need to be taken into account in using isotopic tracers for monitoring reservoir processes.
- State-of-the-art coalbed-methane numerical simulators have been compared, using a set of benchmark problems incorporating increasing levels of complexity.
- An international comparison study of reservoir simulators for oil, gas, and brine formations has been completed.
- Combined crosswell seismic and electromagnetic (EM) surveys were used to quantitatively map gas saturation in a CO2 EOR pilot in Lost Hills, California.
- The concept of a capacity factor, which could be used to quantitatively compare the sequestration capacity of specific sites, has been developed.
- A pilot brine formation CO2 injection experiment is being conducted in collaboration with the Texas Bureau of Economic Geology.

SIGNIFICANCE OF FINDINGS

The climate of the earth is affected by changes in radiative forcing caused by several sources, including greenhouse gases (CO2, CH4, N2O). Energy production and the burning of fossil fuels are substantially increasing the atmospheric concentrations of CO2. One of several proposed strategies to reduce atmospheric emissions is to capture CO2 from fossil-fuel final power plants and sequester it deep underground. Results from the GEO-SEQ Project are providing methods and information to enable safe and cost-effective geologic sequestration.

RELATED PUBLICATIONS

Publications of the GEO-SEQ Project can be found at http://esd.lbl.gov/GEOSSEQ/.
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CARBON DIOXIDE FOR ENHANCED GAS RECOVERY AND AS CUSHION GAS

Curtis M. Oldenburg
Contact: 510/486-7419, cmoldenburg@lbl.gov

RESEARCH OBJECTIVES

Natural gas reservoirs are obvious targets for carbon sequestration by direct carbon dioxide (CO2) injection, because of their proven record of gas production and integrity against gas escape. Carbon sequestration in depleted natural gas reservoirs can be coupled with enhanced gas production by injecting CO2 into the reservoir as it is being produced, a process called Carbon Sequestration with Enhanced Gas Recovery (CSEGR). In this process, supercritical CO2 is injected deep in the reservoir while methane (CH4) is produced at wells some distance away. The active injection of CO2 causes repressurization and CH4 displacement to allow the acceleration and enhancement of gas recovery relative to water-drive or depletion-drive reservoir operations. Carbon dioxide undergoes a large change in density as CO2 gas passes through the critical pressure at temperatures near the critical temperature. This feature makes CO2 a potentially effective cushion gas for gas storage reservoirs. Thus at the end of the CSEGR process when the reservoir is filled with CO2, additional benefit of the reservoir may be obtained through its operation as a natural gas storage reservoir. The objective of this research is to demonstrate by numerical simulation the potential sequestration-related uses of CO2 in natural gas reservoirs.

APPROACH

We have developed a new module called TOUGH2/EOS7C for simulating natural gas reservoirs under CO2 injection. TOUGH2/EOS7C considers five mass components (water, brine, CO2 gas tracer, CH4) and heat. For the gas mixture properties, new real gas mixture subroutines were developed to calculate density and enthalpy departure in the system H2O-CO2-CH4 using the Peng-Robinson equation of state and an accurate gas mixture viscosity model. We use this new module to carry out numerical simulations of CO2 injection and CH4 production in model natural gas reservoirs.

ACCOMPLISHMENTS

We have carried out numerous simulations of CO2 injection, CH4 production, and natural gas storage with CO2 as a cushion gas. We present here simulation results for a comparison of native gas (CH4) and CO2 cushion gases in a model gas storage reservoir. In Figure 1, we show a schematic of a natural gas storage reservoir showing cushion gas which is not produced, but which compresses upon injection of the working gas (CH4), and which expands to help produce the working gas (CH4) upon CH4 withdrawal. As shown in the pressure vs. time part of the figure, the pressure rise in the reservoir for a given CH4 injection rate is lower with the CO2 cushion gas than for a native gas cushion. If the CH4 injection rate is cut to 70% of the original rate, the pressure rise with a native gas cushion is comparable to the full CH4 injection rate with CO2 as cushion gas. In short, more working gas can be injected using a CO2 cushion than for a native gas cushion. The reason for this is the extreme compressibility of CO2 around the critical pressure in the 40°C reservoir.

SIGNIFICANCE OF FINDINGS

These simulation results show that CO2 could be a very effective cushion gas for natural gas storage. Such a use of the reservoir would follow active CO2 injection that could be used for enhanced gas recovery in a depleting gas reservoir. Our simulations over the last few years show that CO2 may be a potentially useful gas for both enhancing gas recovery in depleted gas reservoirs, and for use as a cushion gas once the reservoir is filled with CO2.

Figure 1. Schematic of natural gas storage and pressure vs. time for one cycle of CH4 injection with various cushion gases showing the lower pressure rise for CO2 cushion gas relative to a native CH4 gas cushion.
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COUPLED MODEL FOR CO\textsubscript{2} LEAKAGE AND SEEPAGE
Curtis M. Oldenburg and André J.A. Unger
Contact: Curtis M. Oldenburg, 510/486-7419, cmoldenburg@lbl.gov

RESEARCH OBJECTIVES

Geologic carbon sequestration involves the direct injection of large quantities of carbon dioxide (CO\textsubscript{2}) into deep geologic formations, such as depleted oil and gas reservoirs, saline aquifers, and unminable coal seams. The accumulation of vast quantities of CO\textsubscript{2} in the deep subsurface entails the risk that CO\textsubscript{2} will leak from the target formation and seep out of the ground. Leakage is CO\textsubscript{2} migration away from the primary target formation, whereas seepage is CO\textsubscript{2} migration across an interface such as the ground surface. The objective of this research is to investigate the leakage, seepage, and dispersion of CO\textsubscript{2}.

APPROACH

We have developed a simulation capability called T2CA (TOUGH2 for CO\textsubscript{2} and Air) that is an enhancement of the TOUGH2 reservoir simulator. T2CA includes both subsurface and atmospheric surface layer regions. The approach for the subsurface follows the standard multicomponent and multiphase methods in TOUGH2. For the surface layer, we assume a logarithmic velocity profile to represent time-averaged winds. For atmospheric dispersion, we use the Pasquill-Gifford dispersion curves and Smagorinski Model to estimate dispersivities. The logarithmic velocity profile is specified by setting suitable permeabilities and pressure boundary conditions and setting porosity equal to one. In this way, T2CA can handle coupled subsurface–surface-layer flow and transport. This approach is valid for the case in which CO\textsubscript{2} concentrations in the surface layer are low and mixing is passive. This appears to be a reasonable assumption for the leakage rates expected in geologic sequestration.

ACCOMPLISHMENTS

We have simulated cases of subsurface, surface layer, and coupled flow and transport using T2CA. For the subsurface, we have carried out a sensitivity analysis where various properties of a thick unsaturated zone were varied. In the surface layer, we have carried out verification studies in which we compared our approach with a commercial fluid-dynamics code and observed good agreement. In Figure 1, we present coupled flow results for wind speed equal to 1 m s\textsuperscript{-1} at a height of 2 m.

SIGNIFICANCE OF FINDINGS

As shown in Figure 1, CO\textsubscript{2} concentrations can reach high levels in the subsurface, but are quickly diluted in the surface layer. This result has significance in two important areas of carbon sequestration research: (1) CO\textsubscript{2} sequestration monitoring and verification; and (2) health, safety, and environmental (HSE) risk assessment. For monitoring and verification, our results show that detection is more likely if instruments are placed in the subsurface or in trenches. For HSE risk assessment, our results point to the potentially significant risks of subsurface enclosed spaces, such as basements.
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Figure 1. CO\textsubscript{2} mass fraction and gas velocity vectors for a CO\textsubscript{2} leakage scenario involving a source at the water table, with flux equal to $1 \times 10^{-5}$ kg m\textsuperscript{-2} s\textsuperscript{-1} and wind of 1 m s\textsuperscript{-1} at a height of 2 m from the ground.
Nonisothermal Effects During CO\textsubscript{2} Leakage from a Geologic Disposal Reservoir

Karsten Pruess
Contact: 510/486-6732, k_pruess@lbl.gov

RESEARCH OBJECTIVES

There is general consensus in the scientific community that geologic disposal of CO\textsubscript{2} into saline aquifers would be made at supercritical pressures, P > P\textsubscript{crit} = 73.82 bars. However, CO\textsubscript{2} escaping from a storage reservoir may migrate upwards towards regions with lower temperatures and pressures, where CO\textsubscript{2} would be in subcritical conditions. An assessment of the fate of leaking CO\textsubscript{2} requires the capability to model not only supercritical but also subcritical CO\textsubscript{2} as well as phase changes between liquid and gaseous CO\textsubscript{2} in subcritical conditions.

APPROACH

A new fluid property module was written for the general-purpose TOUGH2 simulator to represent mixtures of brine and CO\textsubscript{2} in all possible phase states, including gaseous, liquid, and supercritical CO\textsubscript{2} as well as an aqueous phase and solid precipitate. This was applied to a study of leakage behavior in a simplified hypothetical model system.

ACCOMPLISHMENTS

Starting from a typical geothermal gradient of 30°C/km in continental crust and hydrostatic pressures, the response to leaking CO\textsubscript{2} entering a vertical channel with elevated permeability at 1,000 m depth was simulated in 2-D cylindrical geometry. A first simulation case was run with an average land surface temperature of 5°C. In this case, the initial T,P-profile intersected the CO\textsubscript{2} saturation line, suggesting that liquid CO\textsubscript{2} will boil as it rises.

The system behavior observed in the simulation can be summarized as follows. Some of the CO\textsubscript{2} dissolved in water, but most of it formed a separate liquid phase. The liquid rose and started vaporizing at about a 630 m depth. Vaporization was partial and gave rise to evolution of a three-phase zone: aqueous—liquid CO\textsubscript{2}—gaseous CO\textsubscript{2}. Latent heat transfer during phase change caused considerable cooling of the rock, which allowed the liquid front to advance upward (see Figure 1). Over time, the three-phase zone became several hundred meters thick. Upflow across the three-phase zone was impeded by interference between the phases. As a consequence, CO\textsubscript{2} discharge at the land surface was more dispersed than it otherwise would have been.

The simulation stopped after 391.2 years as freezing conditions were approached. This stoppage occurred because the fluid-property treatment adopted here has no provisions to deal with phase change from liquid water to ice or solid hydrate phases.

Another simulation was run for a larger land-surface temperature of 15°C, in which the initial T,P-profile did not intersect the CO\textsubscript{2} saturation line. Although the rising CO\textsubscript{2} was not subject to phase change, there were nevertheless strong cooling effects because specific enthalpy of CO\textsubscript{2} increases upon depressurization. Over time, temperatures declined and a three-phase zone evolved, similar to what was observed for lower land-surface temperature.

SIGNIFICANCE OF FINDINGS

Upward migration of CO\textsubscript{2} from a geologic disposal reservoir is accompanied by strong heat-transfer effects and gives rise to the evolution of a thick and broad three-phase zone.
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Effect of Wheat Harvest on Regional Climate: Experiments with the Coupled MM5-ISOLSM Model

William Riley, Heather S. Cooley¹, and Margaret S. Torn
¹University of California, Berkeley
Contact: William Riley, 510/486-5036, wjriley@lbl.gov

Research Objectives

Surface energy and water fluxes are tightly coupled with CO₂ exchanges between the ecosystem and atmosphere. Other surface-to-atmosphere trace-gas exchanges of interest in climate change research are also strongly impacted by surface energy exchanges. Further, land-use change has considerable impact on the surface energy balance and therefore the exchanges of these trace gases. To investigate these issues at the regional scale, we have coupled the meteorological model MM5 with ISOLSM (Riley et al., 2002; 2003), a land-surface model that, in addition to simulating the surface energy balance, predicts gaseous and aqueous fluxes of climatically relevant species within the soil and between the ecosystem and atmosphere.

Approach

Here we describe a modeling investigation of the impact of the winter wheat harvest on surface fluxes, air temperatures, and regional climate in the Southern Great Plains Atmospheric Radiation Measurement–Cloud and Radiation Testbed (ARM-CART) region (Cooley et al., 2003). We chose to study the winter wheat harvest because wheat accounts for about 20% of the ARM-CART land area, and the fields are typically harvested within a two-week period. Two harvest dates, bracketing the interannual range in the region, were simulated and compared: “early harvest” on June 4 and “late harvest” on July 5.

Accomplishments

Differences in latent and sensible heat fluxes, 2 m air and soil temperatures, and precipitation varied over the two-month simulation. During the first three days after harvest, midday latent heat fluxes increased substantially, and much of the near-surface soil moisture was lost via evaporation. Over about the next two weeks, midday latent heat fluxes decreased, as transpiration was eliminated and evaporation was sharply reduced in the harvested area. The concurrent increase in sensible heat fluxes resulted in midday air-temperature increases of about 1°C. After the second harvest, air temperature and soil moisture and temperature levels rapidly converged between the two scenarios, indicating that the system has relatively little memory of the early harvest.

Changes within the harvested areas are substantially larger than the regionally averaged results (Figure 1); further, there are some edge effects. For example, latent heat fluxes increased and sensible heat fluxes decreased in areas adjacent to the harvest because of the drier air being advected from the harvested region.

Significance of Findings

Simulations of the winter wheat harvest in the ARM-CART region indicate that coherent harvesting substantially impacts regionally averaged and local surface conditions and climate. These findings highlight the importance of land use change on climate; in the near future we will use the model to study interactions between land use changes and the changing global climate.
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USING $^{18}$O TO PARTITION ECOSYSTEM CARBON EXCHANGES: IMPACT OF THE NEAR-SURFACE $\delta^{18}$O VALUE OF SOIL WATER ON THE $\delta^{18}$O VALUE OF THE SOIL-SURFACE CO$_2$ FLUX

William J. Riley
Contact: 510/486-5036, wjriley@lbl.gov

RESEARCH OBJECTIVES

The $^{18}$O content of atmospheric CO$_2$ has been proposed as a means to partition site-level measured net ecosystem carbon fluxes into component gross fluxes and, at the global scale, to estimate the regional distribution of CO$_2$ fluxes. However, these approaches require accurate prediction of the $\delta^{18}$O value of the soil-surface CO$_2$ flux ($\delta F_s$). This work aims to better characterize and to improve the computational efficiency of models used in global and regional simulations.

Figure 1 (a) $\delta F_s$ as predicted by ISOLM and the HDMR approach. Also shown is the gradient in $\delta_{sw}$ over the top 15 cm. (b) Cumulative isoflux from the soil to the atmosphere for the two approaches. The error the three-month growing season was 0.2%.

ACCOMPLISHMENTS

Our results indicate that the HDMR approach is very accurate and about 100 times faster than the full numerical solution of the C$^{18}$O surface flux, making it appropriate for regional and global simulations. We successfully tested the HDMR approach over a growing season at a C$_4$-dominated tallgrass prairie site, and then used the model to investigate the factors important in determining $\delta F_s$. The top panel of the figure shows comparisons between the full numerical model and the HDMR approach for a 20-day period. The bottom panel shows comparisons of the cumulative isoflux from the soil surface over the full season; the error over the growing season was less than 0.2%. The largest changes in $\delta F_s$ occur when gradients in the top 5 cm are large. These conditions typically occur when soil evaporation is large, i.e., following precipitation.

SIGNIFICANCE OF FINDINGS

Simulation results indicate that $\delta F_s$ is dependent on the $\delta^{18}$O value of soil water in the top few centimeters of soil. These results indicate that recent approaches to estimating global distributions of the surface C$^{18}$O flux are problematic and demonstrate the importance of accurately resolving near-surface $\delta_{sw}$. Also, the development of the HDMR approach allows for accurate and computationally affordable simulations of regional and global distributions.
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A Noniterative Model to Compute CO₂-H₂O Mutual Solubilities at 12–100°C and Up to 600 Bar
Nicolas Spycher and Karsten Pruess
Contact: Nicolas Spycher, 510/495-2388, nspycher@lbl.gov

RESEARCH OBJECTIVES
Evaluating the feasibility of CO₂ geologic sequestration requires intensive numerical simulations of multiphase fluid flow. These simulations require the calculation of pressure-temperature-composition (P-T-X) data for mixtures of CO₂ and H₂O under moderate pressures and temperatures at which a CO₂-rich phase (gas or liquid) and an H₂O-rich liquid coexist. The objective of this study is to develop correlations to calculate efficiently and accurately the composition of these phases at equilibrium, for implementation into numerical simulations of water-CO₂ flows.

APPROACH
We compiled a large number of published experimental data on the mutual solubility of CO₂ and H₂O over our P-T range of interest into a database (403 data points). We then developed a solubility model, based on equating chemical potentials, and used a modified Redlich-Kwong (RK) equation of state to calculate fugacity coefficients for CO₂ and H₂O in the compressed gas phase. The mixing rules implemented in this model have a standard form but assume infinite H₂O dilution in the CO₂-rich phase. This allowed the use of a noniterative algorithm for computing mutual solubilities at given pressures and temperatures. RK parameters for pure CO₂ were obtained by fitting the equation of state to reference P-T data. Inverse modeling (PEST-ASP v5.0) was then used to calibrate the solubility model to the entire database of experimental P-T-X data, yielding RK parameters for the mixture, as well as aqueous solubility constants for gas and liquid CO₂ as functions of temperature and pressure. Water fugacities needed in the model were taken directly from literature sources.

ACCOMPLISHMENTS
A new model was developed to compute the mutual solubilities of CO₂ and H₂O at 12–100°C and up to 600 bar. The solubility model uses an efficient noniterative algorithm and reproduces experimental data typically within a few percent (Figure 1). The solubility model can be easily extended to moderately saline solutions, using existing activity coefficient models.

SIGNIFICANCE OF FINDINGS
Other CO₂-H₂O solubility models have been published in the literature. However, these models either do not cover our entire P-T range of interest or involve complex correlations requiring an iterative solution. Also, these models rely on a much smaller number of experimental data points. The noniterative procedure developed in this study reproduces experimental mutual solubilities of CO₂ and H₂O with sufficient accuracy for the study of geologic CO₂ disposal and enough simplicity to avoid degrading the performance of numerical fluid-flow simulations.
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CARBON CYCLING IN THE SOUTHERN GREAT PLAINS:
THE ARM/LBNL CARBON PROJECT
Margaret S. Torn, M. L. Fischer, William J. Riley, I. Pesenson, and J. Berry
Contact: Margaret S. Torn, 510/495-2223, mstorn@lbl.gov

RESEARCH OBJECTIVES

One of the challenges in carbon cycle research is the vast range of scales, from plants to continents, that must be bridged with measurements and models. The Atmospheric and Radiation Measurement (ARM)/LBNL Carbon Project is making a coordinated suite of carbon concentration, isotope, and flux measurements to support a range of scaling and integration exercises, including those proposed for the North American Carbon Program:

- Quantify the regional atmospheric CO₂ budget.
- Predict carbon fluxes, and the effect of land use and climate on them.
- Link local processes to regional and global models.

APPROACH

We are working at the DOE ARM Southern Great Plains testbed, a GCM-grid sized area centered in Northern Oklahoma. The carbon cycle data streams that our group produces are centered at the 60 m tower of the ARM Central Facility and include: precise CO₂ concentration profiles; carbon eddy covariance fluxes; National Oceanic and Atmospheric Administration–Climate Monitoring Diagnostics Laboratory (NOAA-CMDL) flasks in the mixed layer and free troposphere; and diurnal profiles of ¹³C and ¹⁸O in CO₂. In the next year, we are adding continuous CO measurements and flask sampling for ¹⁴CO₂ to assist with source attribution.

ACCOMPLISHMENTS

The continuous precise CO₂ measurements and the NOAA flask sampling tie the ARM testbed to the global atmospheric network. We observe that CO₂ concentrations are higher than global average for the latitude, reflecting continental sources. The diurnal cycle also shows the influence of continental atmospheric and terrestrial processes. At night (as seen in Figure 1), soil respiration and stable conditions lead to large buildups in CO₂, especially near the surface. During the day-time, the atmosphere is well mixed and photosynthesis reduces atmospheric CO₂ concentrations. The highest concentrations of CO₂ are on nights of low wind speed and low mixing height. Our flux studies indicate that land use is the most important driver of spatial heterogeneity in fluxes in the study area. Using these results, regional-scale estimates of carbon fluxes based on “top-down” (atmospheric concentrations) and “bottom up” (distributed modeling and eddy flux measurements) approaches are in progress.

SIGNIFICANCE OF FINDINGS

Observations of Atmospheric CO₂ concentrations can improve estimates of surface fluxes, source types, and total atmospheric CO₂ stocks. However, the diurnal cycle of CO₂ concentration at continental sites reflects not only net ecosystem exchange, but also atmospheric mixing (planetary boundary layer) advection from surface winds, and anthropogenic carbon sources. Thus, interpreting atmospheric concentrations also requires understanding atmospheric processes and anthropogenic activity.

The isotopic and molecular composition of atmospheric samples creates fingerprints of fossil, biomass burning, and biogenic sources of carbon cycle gases. Our ongoing research efforts are focused on joining models of isotopic and atmospheric processes with land use patterns, and testing output against data covering multiple spatial and temporal scales.
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THE IMPORTANCE OF BELOWGROUND PLANT ALLOCATION FOR TERRESTRIAL CARBON SEQUESTRATION
Margaret S. Torn, T.E. Dawson, J.A. Bird, J. Gaudinski, and D.E. Williard
University of California, Berkeley
Contact: Margaret S. Torn, 510/495-2223, mstorn@lbl.gov

RESEARCH OBJECTIVES

One strategy proposed for sequestering carbon in terrestrial ecosystems is to increase allocation of carbon to roots, on the assumption that root inputs are efficiently converted to stable soil organic matter (SOM). We are conducting research to fill critical gaps in understanding belowground carbon cycling and sequestration in soils of temperate forests, by characterizing:

- The lifetime of fine roots and implications for belowground net primary productivity
- Decomposition dynamics of root and needle/leaf C inputs
- Total residence time of belowground C, including SOM

APPROACH

The total residence time of root C in the ecosystem depends on how long roots live, the decay rate of root litter, the fraction of C inputs humified rather than lost as CO₂, and the stability of decomposition products. We are characterizing these aspects of residence time with field experiments and isotope-based approaches, including: (1) Natural abundance ¹⁴C to determine fine-root lifetimes; (2) Litterbags and in situ incubations of ¹³C-labeled litter to estimate litter decay rates; (3) ¹³C-labeled litter to track root and needle decay into soil-respired CO₂, microbial biomass, and soil organic fractions.

We are conducting the full suite of measurements at a mature ponderosa pine forest (Blodgett, California), measuring roots and litter decay at Harvard Forest, Massachusetts, and focusing on fine-root lifetime at additional forests in the U.S. and Europe. We report here the first year’s results on litter decomposition.

ACCOMPLISHMENTS

Several lines of evidence indicate that roots decompose more slowly than leaves or needles in the first year of decay. First, the litter bags had greater mass loss of needles compared to roots at Blodgett (75% versus 90% mass remaining, respectively) and leaves compared to roots at Harvard Forest (65% versus 90% mass remaining, respectively). Second, for the ¹³C-labeled litter, recovery of fine-root C exceeded that of needles (77% versus 52%, respectively). Third, after one year, more of the needle material had been reduced to a smaller size class (<2 mm) than had the roots (42% and 24%, respectively), see figure 1. Finally, the loss of C as respired CO₂ was greater for needles than for roots.

Decay rates may vary because of chemical quality or the depth of placement, with the latter affecting both microclimate and soil mineral composition. We saw little or no significant effect on decay rates between two depths (O and A horizons), for either the litter bag or the ¹³C label experiments. In contrast, we did find a greater proportion of C compounds associated with recalcitrance, such as acid-soluble C and lignin, in roots compared to needles and leaves. Preliminary results suggest that chemical quality, rather than timing or depth of input to soil, was responsible for the differences in decay rates.

Figure 1. Percent C recovery from needle and root litter after 10 months in situ. Litter was applied to the top of the O horizon or 2–5 cm below the O/A interface in the A horizon during November 2001. Shown are total C recovery in the whole soil (solid lines) and the <2 mm fraction (dashed lines). Means (n = 4) and standard errors are shown.

SIGNIFICANCE OF FINDINGS

Although roots live longer and decay more slowly than leaves or needles in these temperate forests, estimating the long-term sequestration potential will require a second phase of research on the humification pathways and stabilization of root inputs.
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A Whole-Forest Pulse-Label Study of Microbial Dynamics and Root Turnover

Margaret S. Torn, J. Gaudinski, K. Treseder¹, J. Westbrook, D. Joslin², and C. Swanston³

¹University of Pennsylvania, Philadelphia, PA
²Belowground Forest Research, Oak Ridge, TN
³Lawrence Livermore National Laboratory, Livermore, CA

Contact: Margaret S. Torn, 510/495-2223, mstorn@lbl.gov

RESEARCH OBJECTIVES

In the summer of 1999, there was a large atmospheric release of 14CO₂ near the Oak Ridge Reservation (ORR), Tennessee, from a local incinerator. The rapid photosynthetic uptake of the 14CO₂ created a pulse label for studying carbon (C) cycling through the ORR forests. Several institutions (four DOE labs, two UC campuses, the U.S. Forest Service, and a private firm) are utilizing this whole-ecosystem isotopic label to address unresolved issues in terrestrial carbon cycling. At Berkeley Lab, we are investigating (1) the longevity of fine roots, and (2) the pathways from leaf and root inputs to microbial biomass and soil organic matter. Here, we summarize the first year’s results.

APPROACH

The ORR team used enriched and near-background leaf litter to create four treatments, depending on plant 14C inputs: enriched roots, enriched leaf litter, both enriched leaves and roots, and no enrichment. We determined fine-root longevity by tracing the radiocarbon label through live and dead root populations. New root growth was isolated by harvesting roots that grew through a screen in the soil. For fungal dynamics, ectomycorrhizae were hand-picked from freshly harvested roots. For microbial biomass, chloroform fumigation-extracts of soils were freeze-dried and combusted for graphitization. Radiocarbon content was measured at Lawrence Livermore National Laboratory by accelerator mass spectrometry.

ACCOMPLISHMENTS AND SIGNIFICANCE

New root growth contains about 10–20% of the 14C signature from the previous year’s growth (Figure 1), showing that roots grow from a mixture of recent photosyntheate and C storage from the previous year. This result is helping us parameterize root models and estimate fine-root turnover based on atmospheric trends in 14CO₂. Our data from this and other forests show no correlation in root lifetimes between different root-diameter size classes; we believe that the diameter-lifetime correlation observed by minirhizotron studies may only be valid for roots living less than 1 year.

The only plots in which ectomycorrhizal fungi were 14C-enriched were those with trees that had enriched roots. This shows that the fungi were not receiving carbon from decom-position of organic matter, but rather from the live roots they colonized.

Microbial biomass was enriched in all treatments and depths. The rapid enrichment (~500‰ in 2002) is consistent with conceptual models of microbes as an active carbon pool that decomposes roots, litter, and dissolved organic material. The similarity to heterotrophic respiration values (~400–600‰) suggests that we may be able to use microbial biomass 14C to estimate the season-integrated signature soil-respired 14CO₂. We are using results from these studies to improve models of forest C cycling and sequestration.
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Figure 1. The change in Δ14C of new root growth (black circles) over time at Walker Branch, Oak Ridge, TN. The purple line shows atmospheric 14CO₂ at Oak Ridge, with the major 14C release in 1999, based on wood cellulose before July 1999 and direct atmospheric measurements after July 1999. The dashed green line is background atmospheric Δ14CO₂.
TOUGHREACT SIMULATION STUDIES FOR MINERAL TRAPPING FOLLOWING CO\textsubscript{2} DISPOSAL IN DEEP SALINE AQUIFERS

Tianfu Xu, John A. Apps, and Karsten Pruess
Contact: Tianfu Xu, 510/486-7057, tianfu_xu@lbl.gov

RESEARCH OBJECTIVES

A reactive fluid flow and geochemical transport numerical model TOUGHREACT has been developed for evaluating long-term CO\textsubscript{2} disposal in deep geologic formations. The model is needed because alteration of the aluminosilicate minerals in the predominant host rock is very slow and not amenable to laboratory experiment under ambient deep-formations conditions. Using this model, we performed: (1) batch geochemical modeling analysis with three rock types (glaucolithic sandstone from the Canada Alberta Sedimentary Basin, a sediment from the United States Gulf Coast, and a dunite); (2) reactive transport simulations of a 1-D radial-well region under CO\textsubscript{2} injection conditions to analyze CO\textsubscript{2} immobilization through carbonate precipitation in Gulf Coast sandstone of the Frio formation (Texas); and (3) reactive transport simulations of CO\textsubscript{2} sequestration in bedded sandstone-shale sequences.

APPROACH

TOUGHREACT was developed by introducing reactive chemistry into the framework of the existing multiphase fluid and heat flow code TOUGH2. The code can be applied to one, two-, or three-dimensional porous and fractured media with physical and chemical heterogeneity, and can accommodate any number of chemical species present in liquid, gas, or solid phases. A wide range of subsurface thermal-physical-chemical processes is considered, including (1) redox processes that could be important in deep subsurface environments; (2) the presence of organic matter; (3) the kinetics of chemical interactions between the host rock minerals and the aqueous phase; and (4) CO\textsubscript{2} solubility dependence on pressure, temperature, and salinity of the system.

ACCOMPLISHMENTS

We evaluated the geochemical evolution under both natural background and CO\textsubscript{2} injection conditions. Changes in porosity were monitored during the simulations. Under favorable conditions, the amount of CO\textsubscript{2} that may be sequestered by precipitation of secondary carbonates is comparable to (and can be larger than) the effect of CO\textsubscript{2} dissolution in pore waters. The addition of CO\textsubscript{2} mass as secondary carbonates (Figure 1) to the solid matrix decreases porosity, and a small porosity decrease can result in a significant decrease in permeability. The mass-transfer pattern of aqueous chemical components under high CO\textsubscript{2} pressure conditions is different from that under natural conditions—most CO\textsubscript{2} sequestration occurs in the sandstone. Simulation results of mineral alteration under natural conditions agree well with field observations. The limited information currently available for the mineralogy of high-pressure CO\textsubscript{2} reservoirs is also generally consistent with our simulation. More details are given in Xu et al. (2003a, b, c).
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Figure 1. Cumulative CO\textsubscript{2} sequestration in different phases after 10,000 years
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