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Summary

This report summarizes results of a research program investigating the fundamental principles underlying the phenomenon of topological disordering in a radiation environment. This phenomenon is known popularly as amorphization, but is more formally described as a process of radiation-induced structural arrangement that leads in crystals to loss of long-range translational and orientational correlations and in glasses to analogous alteration of connectivity topologies. The program focus has been on a set compound ceramic solids with directed bonding exhibiting structures that can be described as networks. Such solids include SiO$_2$, Si$_3$N$_4$, SiC, which are of interest to applications in fusion energy production, nuclear waste storage, and device manufacture involving ion implantation or use in radiation fields. The principal investigative tools comprise a combination of experimental diffraction-based techniques, topological modeling, and molecular-dynamics simulations that have proven a rich source of information in the preceding support period.

The results from the present support period fall into three task areas. The first comprises enumeration of the rigidity constraints applying to i) more complex ceramic structures (such as rutile, corundum, spinel and olivine structures) that exhibit multiply polytopic coordination units or multiple modes of connecting such units, ii) elemental solids (such as graphite, silicon and diamond) for which a correct choice of polytope is necessary to achieve correct representation of the constraints, and iii) compounds (such as spinel and silicon carbide) that exhibit chemical disorder on one or several sublattices. With correct identification of the topological constraints, a unique correlation is shown to exist between constraint and amorphizability which demonstrates that amorphization occurs at a critical constraint loss. The second task involves the application of molecular dynamics (MD) methods to topologically-generated models of amorphized network silicas. These methods are shown to generate fully connected topologically-disordered networks, equilibrated to achieve accurately-specified atomic coordinates that can be compared to correlation data derived from diffraction experiments. The MD equilibrations demonstrate the insensitivity of diffraction methods to substantial differences in intermediate-range topology, with the exception of the first diffraction peak which is shown to be uniquely sensitive to topological differences. The third task concerns application of MD simulations to amorphization of silicon carbide, which exhibits anomalous amorphizability. Amorphization of this compound is shown to derive from its facility for tolerating chemical disorder, and a critical homonuclear bond density threshold is established as a criterion for its amorphization.
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1. INTRODUCTION

This report summarizes the results of a program of research funded under DOE Grant DE-FG02-89ER45396 for the period June 1996 to June 2002, with the emphasis on the last three-year funding period, 22 June 1999 to 21 June 2002. The program has had as its objectives investigation of the responses to radiation environments of ceramics heavily-irradiated with electrons, neutrons and ions, with potential application to fusion energy technology and high-level nuclear waste storage. The radiation responses of many of these ceramic materials, and non-metals in general, have been reviewed by Clinard and Hobbs [1] and more recently by Hobbs et al. [2]. The major issues involved have been the subject of a series of DOE-sponsored workshops in which the principal investigator has participated. Four most recent have focused on SiC-based composites for fusion energy applications [3], ceramic nuclear waste storage in glass [4] and ceramic [5] media, and amorphization of ceramics [6].

The major focus of the most recent funding period has been on the radiation-induced transformation in ceramic solids from initially crystalline to eventually aperiodic states—states classed geologically as metamict states [7] and a transformation known more popularly as amorphization. For reasons advanced later, these states will henceforth be referred to as topologically disordered [8], implying loss of both translational and orientational long-range correlations. In contrast to metals, only one class of which (ordered alloys) amorphizes in response to disordering radiation [9], many ceramic compounds exhibit a metamict response. The criteria appear to be at least partially topological [8] and rooted in the concepts of structural freedom [10-13] and percolation rigidity [14]. The major technological concerns about amorphization are dimensional stability (e.g., quartz (SiO$_2$) [15], zircon (ZrSiO$_4$) [16] and many other silicates undergo volume expansion of 5-15% during amorphization) and increased chemical reactivity (e.g., in nuclear wasteforms, the lowered resistance to leaching [17] that is often exacerbated by microfracturing attendant upon the large volume change). Dimensional stability is critical in certain microstructural configurations, such as SiC-fiber/SiC-matrix composites proposed for first wall and blanket applications nuclear fusion reactors.

The scientific interest is in the way solids are disordered by the fluence of displacive radiation and subsequently rearrange and the way atoms order in other than crystalline arrangements. The usual mode of radiation disordering is displacement of atoms in overlapping ballistic collision cascades [18] engendered by fast neutron or medium-to-heavy ion irradiation. Amorphization by single ballistic displacements is also known to occur, e.g. by fast electron irradiation of quartz [19], SiC [20] and ordered metal alloys [9, 21], and by radiolytic displacement mechanisms in silica [22] and silicates [23]. The distinction is important because, in the case of single ballistic or radiolytic displacements, order is lost incrementally, bond-by-bond, and in many solids restorative back reactions, point-defect aggregation or decomposition will occur as alternative responses under these conditions. The metamict transformation in readily amorphizable solids is functionally complete at displacement densities <1 displacements per atom (dpa), a radiation dose 1-2 orders of magnitude lower than encountered in other major radiation damage phenomena such as void swelling. Metamict solids tend to recrystallize.
when heated, epitaxially if a crystalline interface is available [24,25], and recrystallize as fast as they disorder during irradiation above a critical amorphization temperature [26,27]. The critical amorphization temperature $T_c$ may be very high (as high as the 1140 K $\alpha$-$\beta$ transition in quartz [28]), very low (probably < 100 K for Al$_2$O$_3$ and effectively 0 K for redundantly constrained structures like MgO or spinels [27]), or (inconveniently) not far from room temperature, as in SiC (< 390 K [29]).

Glasses also lack both translational and orientation order, though it is inaccurate to refer to metamict solids as glasses, because a glass transition may not necessarily exist [8,30]. Irradiated glasses “amorphize” too, in the sense that irreversible structural alterations accompany the radiation-induced displacements, leading to terminally altered arrangements which have been mostly characterized by correlative changes in density and refractive index [31]. There is no unique “amorphous” phase of any compound, however, but instead a large range of possible topologically disordered arrangements whose structures depend on their mode of formation [32], some of which are variously accessible to displacive radiation pathways. Vitreous silica appears to be the reproducibly average product of the quenching of characteristic atomic arrangements existing in silica liquid [30]; metamict silica (which is 2.7% denser than vitreous silica [15]) is the likewise reproducibly average product of rearranging a wide family of crystalline or vitreous SiO$_2$ precursors through bond breakage and rebonding [33], though details of the structure have been shown [34] to depend on which precursor and the mode of irradiative disordering.

Three fundamental questions can be asked about metamictization from either crystalline or glassy precursors: 1) Why are some structures more susceptible to amorphization than others? 2) What are the atomic sequences occurring during the transformation? 3) What is (are) the structure(s) of the metamict state(s)? Work by us on topological criteria (reported in §2), and by others [10-12,35,36] using combined chemical and structural parameter combinations reflecting dynamic crystallization potential have provided substantial insight into the first question regarding amorphizability. Few studies until recently [37-41] have addressed the disordering signatures of displacive radiation events or the subsequent atomic-scale reconstructions in ceramic solids. And, despite increasingly sophisticated experimental methods brought to bear on radiation-induced amorphization mechanisms in ceramics [42], very little still is known about the atomic structures of the metamict states themselves [5,43].

Historically, our previous programs have divided between experimental and modeling investigations of radiation-induced structural rearrangements in crystalline and glassy ceramic solids. The modeling effort has been concerned with developing a unified topological point of view from to which to understand the structures of crystalline and non-crystalline solids alike, through a focus on the connectivity of structural units. This successful effort has resulted in a demonstrable criterion for amorphizability based on rigidity considerations [10-12] and a unique topological description of a family of network structures (SiO$_2$, Si$_3$N$_4$, SiC) based on closed-circuit connectivities [44]. The experimental portion has focused on the information derivable from fast electron scattering, utilizing inelastic scattering to provide information about local environments through electron energy-loss near-edge fine structure, and elastic scattering to provide information about atom arrangements at intermediate range through energy-filtered electron diffraction and its Fourier transformation into radial density functions.
The most recent three-year program (summarized in §§2-4) has focused almost exclusively on topological and molecular dynamics (MD) modeling of the metamict transition and state in SiO₂ and SiC, to better understand the topological options available for non-crystalline arrangements, to provide accurate coordinates for topological models for comparison to diffraction data by equilibrating models to realistic potentials, and—in the case of SiC—to explore the role of chemical disorder in effecting metamict arrangements and amorphizability. The more restictive emphasis was in part due to constriction of the research funds available from DOE and in part due to advantageous utilization of personnel resources as they have serendipitously appeared. This effort has been reported in two extensive book chapters [45,46] and in other individual publications reported in the Appendix.

An important finding of the most recent program—that of all the information derivable from diffraction data, only the first diffraction peak is capable of distinguishing between vastly different topological arrangements, and thus of providing definitive information about intermediate-range arrangements—has important implications for the experimental realm for investigators of amorphous states of material, as they seek to understand the information contained in the diffraction spectrum from amorphized structures. Similarly, the successful MD modeling of SiO₂ topological arrangements holds lessons for extension of modeling efforts to more complex silicate structures involving other cations (Na, Ca, Zr) for which satisfactory atomic potentials [47,48] have been developed and also into the elemental silicon network, regarding which there is a current interest in radiation-induced degradation of microelectromechanical (MEMS) devices [49]. The latter effort has been embarked upon with the assistance of Professor Martin Bazant, recently arrived from Harvard, who has recently developed a new coordination-affected potential for Si [50]. And lastly, a major extension of the present MD modeling effort in SiC has engaged the collaboration of Professor Sidney Yip of MIT's Nuclear Engineering Department, whose group has carried out extensive MD modeling of thermomechanical properties of, point defects in, and pressure-induced amorphization of SiC [51-55].

2. RIGIDITY CONSTRAINTS IN THE AMORPHIZATION OF IRRADIATED COMPLEX CERAMICS

We have shown previously that the ease with which ceramic structures amorphize under displacive radiation can be related to connectivity and the consequent topological constraints which impose rigidity on the original atomic arrangement [10-12]. The starting point is to consider, as connected structural units (polytopes), elemental (M) or cation coordination polyhedra (e.g. M-M rods, M-M₄ tetrahedra, M-X₃ triangles, M-X₄ tetrahedra, M-X₆ octahedra, etc.), which are connected by vertex, edge or face sharing. The difference between the degrees of freedom and the structural constraints imposed by connections to neighboring polytopes is known as topological freedom f, which can be calculated for simple structures using the formulation of Gupta [56]

\[ f = d - C \left\{ d - \left[ \delta (\delta + 1)/2V \right] \right\} - (d-1)(Y/2) - [(p-1)d - (2p-3)](Z/p) \] (1)
where $d$ is the dimensionality of the structure ($d = 1-3$), $C$ is the number of polytopes of dimensionality $\delta$ common to a vertex, $V$ is the number of vertices per polytope (hence $\{C,V\}$ expresses the connectivity), $Y$ is the fraction of edge-sharing vertices and $Z$ the fraction of vertices sharing $p$-sided faces. This parameter has been shown to be generally well correlated (Table 1) to the critical displacement energy density (e.g., eV/atom) or displacement density (dpa) for amorphization in simple ceramic structures (e.g. rocksalt [57], fluorite [58], Si$_3$N$_4$ networks [64], SiO$_2$ networks [68]) that have a single polytope form (octahedra for rocksalt, cubes for fluorite, tetrahedra for the last two tetrahedral networks) and a single connectivity mode (edge sharing for the first two, vertex sharing for the last two).

2.1 Multiply-Polytopic Multiply-Connected Structures

Structures which have more than one connectivity mode (e.g. vertex and edge sharing in rutile, edge sharing and face sharing in corundum) or more than one polytope type (e.g. tetrahedra and octahedra in spinels or olivine) require a more detailed evaluation than is provided by simple averaging of $C$, $\delta$, $Y$, $p$ and $Z$, if the actual constraints are to be properly evaluated. Elemental structures, like those of C or Si, can be considered using M-M rod polytopes, but these do not capture the special bonding constraint imposed by covalent bonding (in the case of C and Si by their hybridized trigonal sp$^2$ or tetrahedral sp$^3$ bonding orbitals). In these cases, choice of an alternative polytope which reflects the bonding geometry is required to reflect the overall constraint. For structures such as SiC, for which chemical disorder (Si on C sites, and vice versa) is energetically acceptable, the influence of the possibility and state of chemical disorder on the choice of polytope must be considered. We have devised appropriate evaluation schemes for these more complicated situations, which are reported in two publications [11,12] and below.

2.1.1 Rutile

The rutile structure (Fig. 1), adopted by TiO$_2$ and also the isomorphous high pressure silica polymorph stishovite and a polymorph of GeO$_2$) offers a salutory example. In this structure, parallel strings of edge-sharing [TiO$_6$] octahedra are interconnected through vertices shared across strings in $\{6,3\}$ connectivity. A vertex involved in a shared edge has one degree of freedom less. If involved in two independent edges, then some freedom would still remain; but if involved in two dependent edges (belonging to the same polytope), then there may or may not be freedom remaining. Confusion can arise in the calculation of $Y$ in eqn (1) if a global enumeration of vertices involved in shared edges is performed. If every vertex were involved in at least one shared edge, then $Y = 1$; but vertices involved in two or more shared edges may be more constrained, and there needs to be some way to differentiate these degrees of constraint. From the more local point of view of a single polytope, what is important is whether one of its vertices is involved in an edge share with that polytope and another polytope.

This distinction is important for rutile, in which the oxygen atoms at every vertex are common to three octahedra ($C = 3$) and every oxygen is involved in a shared edge
Table 1. Coordination, connectivity, topological freedom and amorphizability for some ceramic compounds with single and multiple polytopes and sharing modes

<table>
<thead>
<tr>
<th>Structure</th>
<th>Polyhedra : sharing</th>
<th>{V, C}</th>
<th>f</th>
<th>Amorphization dose (eV/atom)\textsuperscript{a}</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>MgO</td>
<td>Octahedra : edges</td>
<td>{6,6}</td>
<td>−10</td>
<td>5000</td>
<td>[57]</td>
</tr>
<tr>
<td>UO\textsubscript{2}</td>
<td>Cubes : edges</td>
<td>{8,4}</td>
<td>−7</td>
<td>&gt;3000</td>
<td>[58]</td>
</tr>
<tr>
<td>MgAl\textsubscript{2}O\textsubscript{4}</td>
<td>Octahedra : edges; tetrahedra : corners\textsuperscript{c}</td>
<td>{4,4}</td>
<td>−5</td>
<td>400\textsuperscript{b}</td>
<td>[59]</td>
</tr>
<tr>
<td>α-Al\textsubscript{2}O\textsubscript{3}</td>
<td>Octahedra : faces, edges {6,4}</td>
<td>6,4\textsuperscript{c}</td>
<td>−5</td>
<td>380</td>
<td>[60]</td>
</tr>
<tr>
<td>CaTiO\textsubscript{3}</td>
<td>Octahedra : corners\textsuperscript{c} truncated cubes : faces</td>
<td>{6,2}\textsuperscript{c} {12,4}</td>
<td>&lt; −1</td>
<td>89</td>
<td>[61]</td>
</tr>
<tr>
<td>TiO\textsubscript{2} (rutile)</td>
<td>Octahedra : edges, corners</td>
<td>{6,3}</td>
<td>−3.7</td>
<td>75</td>
<td>[62]</td>
</tr>
<tr>
<td>Mg\textsubscript{2}SiO\textsubscript{4}</td>
<td>Octahedra : edges; tetrahedra : edges, corners\textsuperscript{c}</td>
<td>{6,4}</td>
<td>−3.4</td>
<td>79</td>
<td>[35]</td>
</tr>
<tr>
<td>Al\textsubscript{2}SiO\textsubscript{5} (sillimanite)</td>
<td>Octahedra : edges; tetrahedra : corners\textsuperscript{c}</td>
<td>{6,3}</td>
<td>−2.2</td>
<td>40</td>
<td>[35]</td>
</tr>
<tr>
<td>SiC</td>
<td>Tetrahedra : corners</td>
<td>{4,4}</td>
<td>−3</td>
<td>13</td>
<td>[63]</td>
</tr>
<tr>
<td>Si\textsubscript{3}N\textsubscript{4}</td>
<td>Tetrahedra : corners</td>
<td>{4,3}</td>
<td>−1.5</td>
<td>57\textsuperscript{d}</td>
<td>[64]</td>
</tr>
<tr>
<td>ReO\textsubscript{3}</td>
<td>Octahedra : corners</td>
<td>{6,2}</td>
<td>−1</td>
<td>35\textsuperscript{e}</td>
<td>[65]</td>
</tr>
<tr>
<td>SiC</td>
<td>Tetrahedra : corners</td>
<td>{4,2}</td>
<td>&lt; 0</td>
<td>13</td>
<td>[63]</td>
</tr>
<tr>
<td>C (graphite)</td>
<td>Triangles : corners</td>
<td>{3,2}</td>
<td>&lt; 0</td>
<td>15</td>
<td>[66]</td>
</tr>
<tr>
<td>Si</td>
<td>Tetrahedra : corners</td>
<td>{4,2}</td>
<td>&lt; 0</td>
<td>11</td>
<td>[67]</td>
</tr>
<tr>
<td>CaSiO\textsubscript{3}</td>
<td>Octahedra : edges; tetrahedra : corners\textsuperscript{c}</td>
<td>{6,3}</td>
<td>&lt; 0</td>
<td>11</td>
<td>[68]</td>
</tr>
<tr>
<td>Be\textsubscript{2}SiO\textsubscript{4}</td>
<td>Tetrahedra : corners</td>
<td>{4,2}</td>
<td>0</td>
<td>11</td>
<td>[68]</td>
</tr>
<tr>
<td>AlPO\textsubscript{4}</td>
<td>Tetrahedra : corners</td>
<td>{4,2}</td>
<td>0</td>
<td>10</td>
<td>[69]</td>
</tr>
<tr>
<td>SiO\textsubscript{2}</td>
<td>Tetrahedra : corners</td>
<td>{4,2}</td>
<td>0</td>
<td>7</td>
<td>[68]</td>
</tr>
<tr>
<td>P\textsubscript{2}O\textsubscript{5}</td>
<td>Tetrahedra : corners</td>
<td>{4,1.6}</td>
<td>+0.6</td>
<td>0.5\textsuperscript{f}</td>
<td>[70]</td>
</tr>
<tr>
<td>B\textsubscript{2}O\textsubscript{3}</td>
<td>Triangles : corners</td>
<td>{3,2}</td>
<td>+1</td>
<td>g</td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a}Low-temperature values of critical energy density required for amorphization well below critical amorphization temperature. \textsuperscript{b}Cation sublattice. \textsuperscript{c}Weak-link connectivity. \textsuperscript{d}Highly sensitive to implanted ion content [71]. \textsuperscript{e}Value for K\textsubscript{2}NbO\textsubscript{5}. \textsuperscript{f}Value for Pb\textsubscript{2}P\textsubscript{2}O\textsubscript{7}. \textsuperscript{g}Not measured. Preferred averages in italics.
Fig. 1 Rutile structure of TiO$_2$, showing edge and corner sharing of [TiO$_6$] octahedra.
linking two octahedra. However, a given octahedron has two shared edges, with only 4 of its 6 oxygens involved in those shared edges, hence $Y = 4/6$, not 1 as defined by Gupta [56]. The result of this edge sharing is a large reduction in topological freedom (to $f_{\text{avg}} = -3.7$), borne out by the relative difficulty of amorphization of TiO$_2$ rutile (recently measured [62] at 75 eV/atom, 0.75 dpa).

2.1.2 Corundum

The corundum structure of alumina ($\alpha$-Al$_2$O$_3$) offers a similarly instructive example for simultaneous edge and face sharing. The face sharing is very inhomogeneously distributed, confined to isolate pairs of octahedra that are only edge-shared with other octahedra. The arrangement of six such pairs is defined in the depiction of successive basal layers of octahedra in Fig. 2. Every octahedron is paired with another in just such a way, face-sharing one of its 8 triangular faces with a second tetrahedron in the adjacent basal layer; of its twelve edges, 3 are consumed in the shared face, 3 are shared with surrounding octahedra, and 6 remain unshared. Eqn (1) thus becomes $f^\prime = -5 - Y - Z$. All six oxygen vertices are involved in the shared edges, but half of these are in the shared face, so $Y = 1/2$ and $Z = 1/2$. In this way, eqn (1) calculates $f_{\text{avg}} = -6$, but this is in fact an overestimate of the constraint. Because of their isolation, the shared faces contribute nothing to the network rigidity; instead they define a “super-polytope” (also illustrated in Fig. 2) which conveniently offers a neater and wholly unambiguous way to enumerate the rigidity. The super-polytope comprises two face-sharing octahedra with 9 vertices (an [Al$_2$O$_9$] unit), which is connected to 3 other such polytopes by a single edge-sharing mode in which all vertices participate ($Y = 1$). This arrangement yields $f_{sp} = -5$.

2.1.3 Spinel

Oxide spinels (e.g. MgAl$_2$O$_4$) represent a particularly resilient class of structure whose connectivity is well distributed, clearly the secret to its notable [59] resistance to amorphization. In this structure, cations occupy tetrahedral and octahedral sites in a cubic close packed (ccp) arrangement of oxygen anions. There are twice as many octahedra (which are in \{6,4\} connectivity) as tetrahedra (in \{4,4\} connectivity): in normal spinel, the Mg$^{2+}$ cations occupy the designated tetrahedral sites and Al$^{3+}$ cations the designated octahedral sites, though redistribution is possible, for example during irradiation. All O$^{2-}$ anions are equivalent, each being part of 3 octahedra and 1 tetrahedron and also participating in 3 shared edges. Half the octahedron edges are shared, but every vertex in an octahedron participates in that edge sharing (so $Y_O = 1$). The tetrahedra share only vertices, and only with the octahedra, and each vertex with respect to a tetrahedron is involved only in vertex sharing of that tetrahedron ($Y = 0$). Hence, for the octahedra $f_o = -6$ and for tetrahedra $f_t = -3$, yielding the globally weighted average $f_{\text{avg}} = -5$. Alternatively, applying eqn (1) to vertices in the octahedral and tetrahedral polytopes, $f_{\text{avg}} = 3 - 6 - 1.5 = -4.5$, less the constraint (+1 if $Y_O = 1$) provided by the octahedral edge sharing, yielding $f_{\text{avg}} = -5.5$. The globally weighted value of $Y$ in this case is certainly not as large as unity, however. We believe that averaging the
Fig. 2 Successive (0001) layers of corundum structure of \( \alpha \)-\( \text{Al}_2\text{O}_3 \), illustrating edge sharing of [\( \text{AlO}_6 \)] octahedra and face sharing (shaded) of octahedra in an [\( \text{Al}_2\text{O}_3 \)] super-polytope illustrated.
Fig. 3 Four successive layers in the olivine structure of \( \text{Mg}_2\text{SiO}_4 \), showing chains of edge-sharing \( [\text{MgO}_6] \) octahedra and linking \( [\text{SiO}_4] \) tetrahedra. The constituents of an \( [\text{Mg}_2\text{SiO}_{11}] \) rigid super-polytope are shaded.
separate polytopic freedoms is the better method of enumeration and that for spinel $f = -5$ is the correct topological freedom.

2.1.4 Olivine

Forsterite ($\text{Mg}_2\text{SiO}_4$), which has the olivine structure, is a hexagonal analogue to the cubic spinels. Though it is a compound of identical stoichiometry to spinel, it is far less resistant to irradiation-induced amorphization [35]. The $\text{Mg}^{2+}$ cations form $[\text{MgO}_6]$ octahedra arranged in edge-sharing chains, while the Si atoms form isolated $[\text{SiO}_4]$ tetrahedra that share 3 of their 6 edges and one corner with the chains of $[\text{MgO}_6]$ octahedra (Fig. 3). As in spinel, the octahedra share half their edges, and their oxygen vertices are connected to 3 octahedra and one tetrahedron. Unlike spinel, there are two different kinds of vertices. The first (comprising 75%) are part of 3 octahedra and one tetrahedron, and all participate in edge sharing ($Y_1 = 1$), yielding a contribution $f_1 = -5.5$, as in spinel. The others (25%) do not participate in edge sharing ($Y_2 = 0$), yielding the contribution $f_2 = -4.5$. The species-weighted average is $f_{\text{avg}} = -5.25$. Alternatively, forsterite can be considered to be comprise two sorts of $[\text{MgO}_6]$ octahedra, distinguishable by their environments ($V = 6$, $C = 4$, $Y_{\text{ol}} = 1$, $f_{\text{ol}} = -5.75$ and $C = 4$, $Y_{\text{el}} = 0.5$, $f_2 = -5.5$), and $[\text{SiO}_4]$ tetrahedra ($V = 4$, $C = 4$, $Y_1 = 0.75$, $f_1 = -3.75$), for a weighted average of $f_{\text{avg}} = -5.2$, very close to the vertex-based estimate.

Both these averages, while adequate for spinel, do not correctly represent the susceptibility of the rigidity to removal of oxygens at the second kind of vertex. The super-polytope approach, discussed for alumina, can be advantageously applied to the olivine case in this instance to obviate the difficulty. A rigid $[\text{Mg}_2\text{SiO}_{11}]$ super-polytope can be defined (Fig. 3) which comprises two edge-sharing octahedra and one tetrahedron and has 11 vertices. Eight of these vertices are shared between three super-polytopes, 2 between two super-polytopes and one is non-bridging. Therefore, $C_{\text{avg}} = 11 (8/3 + 2/2 + 1) = 2.36$. Also, there are 6 vertices involved in face sharing of the super-polytopes, so that $Z = 6/11$. The resulting freedom, $f_{\text{sp}} = -3.4$, is much smaller than the global average and more accurately reflects the weak link provided by the vertices that do not participate in edge sharing.

2.2 Polytope Choice in Elemental Networks

The choice of polytope with which to represent a structure is important for two reasons: It is necessary to represent correctly the actual constraints, and a given choice may lead to an easier enumeration of the available structural freedoms. For predictably coordinated compounds, the coordination unit is likely to persist intact and undistorted in any reorganization of the structure, and the choice of polytope is obvious. For monatomic solids, like C or Si, the choice is less obvious.

2.2.1 Graphite

In graphite, C atoms are 3-connected through sp$^2$ hybridized bonds in planar hexagonal nets (Fig. 4) only loosely bound to neighboring sheets. For the choice of a
[CC] rod polytope, graphite can be represented by \{2,3\} (\(\delta = 1, d = 2\)), in which representation \(f = +1\). Given the experimental amorphizability (15 eV/atom [66], Table 1) for graphite—close to that of SiO\(_2\) for which \(f = 0\)—this representation clearly underestimates the structural constraints. Under-representation occurs because the trigonal directionality of the C-C bonds has been ignored: the bonding geometry introduces angular constraints that must be accounted for; these are largely steric and weaker for metallic bonding, as indicated, but are strong constraints for highly directional covalently bonded carbon.

A more appropriate choices of polytope is an equilateral triangle for graphite. In Fig. 4, a [CC\(_3\)] triangular polytope (\(\delta = 2\)) is seen to be \{3,3\}-connected, resulting in \(f = -1\). The difficulty with this representation, which now overestimates the experimentally-deduced constraints, is that it requires two distinguishable species of carbon atom, one at the polytope center, the other at the vertices, which is unphysical. A still better representation is the [C\(_{-3}\)] shaded triangles centered on each C atom with vertices at the bond midpoints; these are \{3,2\}-connected, with \(f = 0\). In this representation, the C-vertex-C angle is required to be 180\(^\circ\) (corresponding to the straight [CC] rod), whereas in the \{3,2\} arrangement of triangles depicted in Fig. 4 this angle is free; hence, there is less freedom in the graphite structure than in the \{3,2\} representation, and \(f\) is somewhat < 0, as suggested by the 15 eV/atom amorphization dose. Flexibility in this C-vertex-C angle corresponds to a distortion of the 120\(^\circ\) \(sp^2\) bonds, which means that amorphization of graphite must be accompanied by bond-angle changes.

### 2.2.2 Silicon and Diamond

A similar situation obtains for the diamond structure, into which both carbon and silicon can assemble, with 4-coordination resulting from hybridized \(sp^3\) tetrahedral bonds (Fig. 5). Representation of the tetrahedral structure by [SiSi] (or [CC]) rods (for which representation \(\{C,V\} = \{2,4\}, \delta = 3, d = 3, \text{ and } f = +1\)) leads to an under-representation of the tetrahedral bond constraint. Two alternative tetrahedron arrangements are possible. In the first of the these, [SiSi\(_4\)] (or [CC\(_4\)]) tetrahedra are \{4,2\}-connected, but the representation clearly overstates \((f = -3)\) the rigidity of the network for the same reason that [CC\(_3\)] triangles fail to represent graphite: the indistinguishability of the Si (or C) atoms. The alternative is [Si\(_{-4}\)] (or [C\(_{-4}\)]) tetrahedra with vertices at the bond midpoints which are \{4,2\}-connected. As in the analogous representation of graphite, the Si-vertex-Si (or C-vertex-C) angle is constrained to be 180\(^\circ\) if (in this case) the 109.5\(^\circ\) tetrahedral bond angles are to be maintained; to the extent that the tetrahedral angle can be altered, the structure approaches the topological freedom \((f = 0)\) of the \{4,2\} network of SiO\(_2\). The experimental amorphizability of Si (11 eV/atom [67], Table 1) suggests a value close to \(f = 0\). Hence, amorphization of silicon must also be accompanied by bond-angle changes.

### 2.3 Chemical Disorder
Fig. 4 Hexagonal two-dimensional network of graphite (0001) sheet, with three connectivity representations, using [CC] rods, [CC₃] coordination triangles, and [C₋₃] triangles with vertices at C-C bond midpoints.
Fig. 5 Diamond structure of silicon, with three connectivity representations, using [SiSi] rods, [SiSi₄] coordination tetrahedra, and [Si⁻₄] tetrahedra with vertices at the Si-Si bond midpoints.
The coordination polytope representation of structures for the purposes of amorphizability presupposes that the polytope identities will not change during irradiation, that is, that the central atom or ion of the polytope will not change identity or coordination. This assumption is not always warranted when multiple sites are available for occupation, when the valence of a cation can be altered, or when atoms of different species are interchangeable with little energy cost.

2.3.1 Spinel

In normal MgAl₂O₄ spinel, for example, in which ideally the Mg²⁺ cations occupy one-eighth of the tetrahedral interstitial sites in a cubic close-packed (ccp) oxygen sublattice and Al³⁺ half the octahedral sites, it is well known that partial inversion of the site occupations regularly occurs. During irradiation, it is likely that an even more random redistribution of the two cations among all available normally occupied sites (as well as those not normally occupied) may occur. Under ion irradiation, spinels appear to disorder in two stages [59,71,72]. In the first, the cation sublattice appears to disorder after about 400 eV/atom (~4 dpa), leaving the oxygen sublattice intact; in the second, something approaching complete amorphization is observed at 3500 eV/atom (35 dpa) at cryogenic temperature. The former value is in accord with the topological freedom \( f = -5 \) calculated above for spinel. The latter represents the dose to amorphize a structure which is closer to that for the defect rocksalt structure that would obtain if the cations were distributed uniformly over 3/4 of the octahedral interstices of the ccp oxygen sublattice by irradiation-induced disordering.

2.3.2 Silicon Carbide

Silicon carbide, in either cubic β form or any of its α polytypes, may be represented topologically as a \{4,4\} structure comprising [SiC₄] (or alternatively [CSI₄]) tetrahedra joined four at a vertex. The corresponding topological freedom value \( f = -3 \) suggests that SiC should be highly constrained and difficult to amorphize, a conclusion inconsistent with its surprising ease of amorphization (13 eV/atom [63]). Its ready amorphizability (below 298-500 K depending on irradiation type) can be explained by the ability of SiC to sustain chemical disorder in the form of C-Si or Si-C substitutions. These substitutions, with relatively small energy cost, lead to creation of formal [SiSi₄] and [CC₄] antisite defects and the whole range of partial [Si-SiC₃], [Si-Si₂C₂], [Si-Si₃C], etc. defect configurations, which are discussed more fully in §4. Collisional disorder may thus generate an average diamond structure with random occupation of sites by Si and C atoms, leading to a topological freedom similar to that of silicon \( f = 0 \), as argued above) with an average atom. The replacement-to-displacement ratio is higher for cascade displacements than for single atom displacements, so it can be expected that ion irradiation will be more efficient (per unit deposited displacement energy) than electron irradiation in inducing amorphization, which appears to be the case [73]. Recent MD simulations of collision cascades in SiC [74] show that a large number of partial antisite defects are formed in the resulting amorphous clusters, and indeed recent EXAFS and Raman experiments [75-77] in ion-amorphized SiC have detected substantial C-C coordination. Anti-site defects are likely to anneal thermally at modest temperatures in
SiC, accounting for (or at least contributing to) the lower (~290-340 K) observed critical temperature for amorphization by electron irradiation [20,78] compared to that (~420-498 K) for ion-irradiation induced amorphization [63].

2.4 Functional Correlation of Amorphizability and Topological Freedom

The various rationalized values for topological freedom established in Table 1 indicate a strong correlation with measured amorphizabilities (at least in terms of collisional energy deposition per atom for ion irradiation). The correlation can be rendered into more quantitative form by plotting the logarithm of $|f - 3|$ against the logarithm of the amorphization dose $D$ (Fig. 6). The result, which is surprisingly linear across the whole four orders of magnitude in critical amorphization dose, corresponds to the approximate functional relationship

$$f = 3 - 2.51 D^{0.187}.$$  

(2)

The topological justification for choice of this form for eqn (2) is the recognition that irradiation successively destroys the constraints on each polytope vertex (which without constraints would ultimately end up with three degrees of freedom in three-dimensional structures). From a comparison of eqns (1) with (2), it is evident that the term $2.51 D^{0.187}$ in eqn (2) represents the destruction of the vertex constraints by irradiation sufficient to render a structure topologically floppy. The reason why a structure like those of silica, with $f = 0$ already, or a phosphate with $f > 0$, should require additional input of bond-rupture energy is that introduction of topological disorder requires rebonding; mere floppiness (e.g. presence of soft rigid-unit modes [79]) is not sufficient for amorphization. The particular power law in eqn (2) will depend on the kinetic model [80] adopted for the amorphization process and its back reactions, which must in any case be similar for the range of structures represented.

Fig. 6 can be used to predict the effective topological freedom in structures (e.g. perovskites) for which the contribution of the several structural elements is unclear and can increase appreciation of what features confer structural stability. For example, eqn (2) predicts $f = -2.8$ for CaTiO$_3$, a structure comprised of vertex-sharing [TiO$_6$] with the resulting cuboctahedral interstices stuffed with large Ca$^{2+}$ cations. This result suggests that the effect of the highly-coordinated Ca$^{2+}$ ion and its face-sharing [CaO$_{12}$] cuboctahedral polytopes on structural rigidity of a corner-sharing network of octahedra (for which $f = -1$, as in the ReO$_3$ structure) is certainly not negligible, but by no means overriding either.

The topological approach is, of course, purely geometrical and (apart from the considerations of polytope preference and directional bonding already described) does not take into account further influences of chemistry or atomic species. These influences are clearly important: for example, CaTiO$_3$ amorphizes after 89 eV/atom (0.89 dpa [65]), while another isostructural perovskite KNbO$_3$ (0.35 dpa, assuming similar displacement energies [80]) is more easily amorphizable. Amorphization involves a complicated competition between topological capacity to sustain disorder and the energetic motivation to recrystallize (often epitaxially on adjacent undamaged crystal). An alternative semi-
Fig. 6 Correlation of topological freedom $f$ with amorphization dose $D$ in log-log plot of $|f - 3|$ against $D$. The line is a non-linear least squares fit to the experimental amorphization doses given in eV/atom.
empirical approach [36] has considered the chemistry of amorphization more explicitly in the form of a semi-empirical parameter, incorporating rigidity and measured physical parameters. In particular, this approach invokes the correlation of crystallization with melt viscosity to predict amorphizability within a more restricted suite of compounds in the MgO-Al$_2$O$_3$-SiO$_2$ ternary system [35].

3. MOLECULAR DYNAMICS MODELING OF AMORPHIZED SILICAS

Detailed information about the structure and structural changes in crystalline solids can be derived (on average) from X-ray, neutron or electron diffraction information or directly from high-resolution electron microscopy. Equivalent information is not available for amorphous or amorphized solids. Diffraction measurements yield structurally average diffracted intensities, from which it is possible to obtain information only about directionally and species-averaged pair correlations, expressed in the form of radial density functions (RDFs) or species-averaged total correlation functions $T(r)$, by Fourier transformation [81]. Such diffraction-based data provide accurate information about short-range correlation distances and—somewhat less reliably—about coordination number within the first atom correlation shell (e.g. the [SiO$_4$] tetrahedron in all tetrahedral silicates), both of which are likely to change little from one silica structure to the next. Apart from small differences in Si coordination, it is only at second- or mostly at third-neighbor tetrahedra that there are any significant topological distinctions in tetrahedral silica structures, and $T(r)$ is notoriously insensitive to differences in intermediate order in this range [82].

Structural modeling of topologically disordered silicas represents a productive alternative prospect from which to explore the structural bounds imposed by topological possibilities. Two different approaches are useful. In the first, topological rules or assembly algorithms are used to erect structural models with desired topologies. Since such topologies are based on local connectivities and not energetics, with no need to specify discrete atom positions, a second sequential method must be used to ensure adequate global connectivity and generate a set of energy-minimized atom coordinates to which to compare experimental information derived from diffraction data. One method to ensure maximal connectivity (but not optimal coordinates) can be based on graph theory. The most powerful such method for both appears to be molecular dynamics, used not in the usual fashion to evolve a structure de novo but instead to refine a rough set of coordinates established by prior topological considerations. These approaches are discussed for silica in this section and for SiC in the next.

3.1 Assembly and Reassembly of Networks

Most forms of silica, crystalline or amorphous, comprise vertex-sharing network arrangements of [SiO$_4$] tetrahedral short-range-ordered units. An efficient way to envisage possibilities for the tetrahedral network arrangements is based on their topologies. Silica networks are representable as graphs, for which the intermediate (medium) range order at any tetrahedron can be characterized by the set of undecomposable closed circuits (primitive rings) of the network passing through that
tetrahedron [8,45,83-85]. The collection of tetrahedra belonging to the set of primitive rings through a given tetrahedron we have called the local cluster of that tetrahedron and serves as a unit description of structure, based on topology, alternative to the crystallographic unit cell which is based on symmetries. Two examples of local clusters, for the quartz and cristobalite crystalline polymorphs of silica, are illustrated in Fig. 7. Unlike crystallographic representations, this characterization is not limited to crystalline networks and can be equally applied to amorphous network arrangements [83,84].

In order to erect models of crystalline tetrahedral networks, generative algorithms can be devised based on local connectivities. A rules-based self-assembly procedure established for the purpose, utilizing local assembly rules to generate all the compact crystalline polymorphs of SiO$_2$, has been discussed in the research proposal for the previous grant period, outlined in detail in a comprehensive journal treatment [85], and reviewed at length in a recent book chapter [45]. These polymorphs are seen to be characterizable by a characteristic average ring size and local cluster size which both scale monotonically with polymorph density (Table 2).

## 3.1.1 Amorphous Constructions

Silicas are readily amorphizable because—as seen in §2—sufficient topological freedom is available for the networks to be only marginally rigid. Topological disorder results because multiple reconstructive stochastic paths are available during reassembly into stable solid forms from the liquid or radiation-disordered precursor states. In one approach to modeling such reconstructions [85], local crystalline assembly rules are modified to introduce frustration into the assembly, resulting in amorphous silica structures. Reconnection under such circumstances can be crudely maximized by attaching Hookeian springs between tetrahedron vertices which do not quite match up and minimizing the elastic energy in all such springs globally at each assembly step. Amorphous silicas with quite distinct topologies can be thus generated, such as those based on cristobalite-like or quartz-like assembly algorithms (Table 2). The observed correlation of ring size and local cluster size with density, together with the model results, suggest that vitreous silica is dominated by a cristobalite-like 6-ring average, while metamict silica likely involves some larger ring structures to account for its higher density.

Radiation-induced direct-impact amorphization in collision cascades provides a second legitimate venue for topological modeling, by using local rules reassembly following a massive disordering event that leaves reconstituted tetrahedra positionally and rotationally randomized. Even if amorphization occurs less directly, through accumulation of individual defects, critical accumulation of disorder could trigger a similar reconstruction. For this approach [86], initial structures were generated using local rules assembly algorithms. Crystalline models comprising 2000 tetrahedra of α-cristobalite, α-quartz and ideal quartz were erected; connections between the central 400 tetrahedra were severed and the boundary adjoining this volume was expanded. Tetrahedra within the central volume were randomly rotated to simulate uncorrelated cascade displacements, then allowed to reform connections to each other and to the expanded boundary according to a chosen set of rules. A non-crystalline (“amorphous silica”) model comprising 1500 tetrahedra was analogously erected using modified
Fig. 7 Local clusters for the a) quartz and b) cristobalite crystalline polymorphs of silica [85].
Table 2. Geometrical and topological parameters for silica models. Correlations of density with average ring and local cluster size are highlighted.

<table>
<thead>
<tr>
<th>Polymorph/Model</th>
<th>Avg. Si-O-Si Angle $\theta$, $^\circ$</th>
<th>Avg. Ring Size</th>
<th>Avg. Local Cluster Size</th>
<th>Model Density, $\times 10^3$ kg/m$^3$</th>
<th>Actual Density, $\times 10^3$ kg/m$^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HP-Tridymite</td>
<td>149.5</td>
<td>6</td>
<td>27</td>
<td>2.22</td>
<td>2.18</td>
</tr>
<tr>
<td>$\beta$-Cristobalite</td>
<td>148</td>
<td>6</td>
<td>29</td>
<td>2.17</td>
<td>2.21</td>
</tr>
<tr>
<td>$\alpha$-Cristobalite</td>
<td>145.3</td>
<td>6</td>
<td>29</td>
<td>2.33</td>
<td>2.33</td>
</tr>
<tr>
<td>Keatite</td>
<td>154.1</td>
<td>6.9</td>
<td>39</td>
<td>2.61</td>
<td>2.50</td>
</tr>
<tr>
<td>$\alpha$-Moganite</td>
<td>138.5</td>
<td>7.4</td>
<td>41</td>
<td>2.72</td>
<td>2.62</td>
</tr>
<tr>
<td>$\alpha$-Quartz</td>
<td>143.6</td>
<td>7.7</td>
<td>63</td>
<td>2.77</td>
<td>2.65</td>
</tr>
<tr>
<td>Coesite</td>
<td>150.8</td>
<td>10.0</td>
<td>78</td>
<td>2.82</td>
<td>3.01</td>
</tr>
<tr>
<td>Vitreous Silica</td>
<td>145</td>
<td>~6?</td>
<td>-</td>
<td>-</td>
<td>2.21</td>
</tr>
<tr>
<td>Metamict Silica</td>
<td>134</td>
<td>&gt;6?</td>
<td>-</td>
<td>-</td>
<td>2.26</td>
</tr>
<tr>
<td>Cristobalite-like a-SiO$_2$</td>
<td>145.9</td>
<td>6.6</td>
<td>24.0</td>
<td>2.29</td>
<td>-</td>
</tr>
<tr>
<td>Quartz-like a-SiO$_2$</td>
<td>153.7</td>
<td>7.4</td>
<td>56.5</td>
<td>2.48</td>
<td>-</td>
</tr>
<tr>
<td>Cristobalite Cascade</td>
<td>139.9</td>
<td>7.0</td>
<td>31.9</td>
<td>2.44</td>
<td></td>
</tr>
</tbody>
</table>
cristobalite assembly rules (85° assembly rotations in place of 90° in order to generate frustration) and the central 300 tetrahedra similarly disordered and reconnected. The tetrahedra were assumed for the purposes of the modeling to stay intact; they thus comprise the short-range units appearing in the initial rebonding phase of the cascade when [SiO₄] units reform. Both interior and boundary were lastly settled using the Hookeian-spring optimization scheme described above. Distortions in the tetrahedra were allowed to develop in response to their reconnections, as evidenced by remanent springs of non-zero length.

3.1.2 Reassembly

Two reassembly schemes were applied. In the first, reassembly was prescribed using a set of local rules, in each case based on a higher temperature polymorphic reconstruction, in order to reflect the high effective temperature within the cascade: α-cristobalite was reconnected with β-cristobalite rules, α-quartz with β-quartz rules, ideal quartz with α-cristobalite rules, etc. Disordered amorphous silica was reconnected with the same rules as the initial assembly. The reassembly rules algorithms essentially emphasize the rotational relationships between tetrahedra. The resultant reassemblies end up substantially, but not fully, connected and have very different topologies [86], as evidenced by evaluation of their local cluster distributions (Table 2). Their remanent underconnection is addressable by subsequent refinement by molecular dynamics approaches discussed below.

A second reconnection scheme aims to maximize reassembly connectivity [84]. In this approach, based on graph theory, tetrahedra are disconnected and randomly rotated as before. Their vertices form a graph, edges of which are potential connections between vertices which are to be minimized in length in ensemble. A disjoint collection of edges is sought which is as numerous as possible; vertex separations up to 1.75-2.5 times an Si-O distance are included as edges of the graph so as to avoid too sparse a graph, and a minimal inter-tetrahedral angle > 90° is required to preclude edge-sharing of otherwise vertex-sharing tetrahedra. The graph edges are next assigned weight according to an inverse weighting term, and an optimal match of vertices (the global maximal match) is found by maximizing the total graph weight. The matching algorithm used is based on a search for augmenting paths [87] (an augmenting path is one for which every second edge in the path is part of the match) and favors connectivity over angular relationships. Hookeian springs are added between matched vertices, and the total elastic energy in them is minimized as before. The global matches come out amorphous but fully connected, though with topologies (Table 2) rather closer to their originating polymorphic forms. This reconstruction algorithm may more closely simulate the global mechanistics of glass formation from a melt.

3.2 Molecular Dynamics Refinement of Simulated Pseudo-Cascades

Topological modeling as described above provides useful information about what arrangements of amorphous and metamict network structures are possible and tools for characterizing those arrangements. Its chief drawback is that atomic positions, while consistent with the topologies imposed or resulting, are not optimized with respect to any
realistic interatomic potential (at best, crude Hookean springs) and hence cannot be usefully compared to positions derived from experimental evidence, for example from diffraction studies. Residual vertex-to-vertex spring lengths remaining, in fact, represent distortions of tetrahedra, whose elastic energy is not accounted for. To rectify this deficiency, topological models can be subjected to molecular dynamics (MD) procedures to refine individual atomic positions without substantially altering the selected topologies. The approach also provides an efficient shortcut of sorts to de novo MD simulations begun with random atom positions, since the initial modeling obviates simulation routes that will not lead to topologically possible arrangements.

3.2.1 Initial Configurations and Potentials

Three forms of collision cascade simulation were initially chosen for MD refinement [88,89] in order to provide three distinguishable model topologies: 1) an \( \alpha \)-quartz cascade reassembled using \( \alpha \)-cristobalite assembly rules; 2) an \( \alpha \)-quartz cascade reassembled by maximal global matching; and 3) a \( \beta \)-cristobalite cascade reassembled by maximal global matching. In each case, an initial crystal of 10,000 tetrahedra was erected, the central 2000 tetrahedra of which were disordered and reassembled. From each of these three reconstructions, a central cube of 500 tetrahedra was selected for subsequent MD refinement. As a reference structure, a randomized silica arrangement was generated by putting 1000 O and 500 Si atoms into random positions in a simulation box; this structure is referred to here as random silica. All four initial configurations were scaled to the same density of 2200 kg/m\(^3\) within a box size of 2.83 nm on a side.

The two-body van Beest-Kramer-van Santen (BKS) potential function [90] was used because it appears to be one of the best for silicates [48,91,92]. In order to reduce the negative pressure in vitreous silica, a short-range potential cutoff of 0.55 nm was used, with no noticeable structural change observed. The long-range Coulombic force was calculated using an Ewald summation with a cutoff at 1.2 nm. MD simulations were performed on the topological models using the DL_POLY code [93], with periodic boundary conditions imposed, at selected equilibration temperatures between 500 K and 5000 K for \( 2.5 \times 10^5 \) timesteps, followed by cooling to 300 K at a rate of 10 K/ps. The temperature was scaled down every five timesteps to minimize the impact of thermal changes. Additional simulations with 25,000 steps were performed afterwards at 300 K, and configurations were collected over the last 20,000 steps at intervals of 50 steps for structure analysis. A constant volume and temperature NVT ensemble with the Berendsen [94] algorithm was used throughout the study. The time interval between each timestep was 2 fs for all 14 simulations listed in Table 3. Forcing a high temperature assembly to equilibrate under room temperature density permits the structure to adjust to final density at both high and low temperature, which would not be possible under constant pressure conditions because of the unavoidably high cooling rate used in MD simulations. A more detailed argument for the advantage of using constant volume simulation can be found elsewhere [38,95].
Table 3. Bridging oxygen (BO) content, 4-coordinated silicon (Si[4]) content, and potential energies \([E_{\text{pot}} = E(\text{configuration}) = E(\text{system}) – E(\text{kinetic})]\) for MD-refined silica reconstructions equilibrated at different temperatures (\(T_{\text{eq}}\))

<table>
<thead>
<tr>
<th>Structure</th>
<th>(T_{\text{eq}}) (K)</th>
<th>BO (%)</th>
<th>Si[4] (%)</th>
<th>(E_{\text{pot}}) (eV/atom)</th>
</tr>
</thead>
<tbody>
<tr>
<td>random</td>
<td>5000</td>
<td>99.7</td>
<td>99.7</td>
<td>-19.175</td>
</tr>
<tr>
<td>cristobalite</td>
<td>2500</td>
<td>99.8</td>
<td>99.6</td>
<td>-19.187</td>
</tr>
<tr>
<td>match</td>
<td>3000</td>
<td>99.5</td>
<td>99.8</td>
<td>-19.194</td>
</tr>
<tr>
<td></td>
<td>3500</td>
<td>99.8</td>
<td>100.0</td>
<td>-19.180</td>
</tr>
<tr>
<td>quartz</td>
<td>2500</td>
<td>99.9</td>
<td>99.8</td>
<td>-19.171</td>
</tr>
<tr>
<td>match</td>
<td>3000</td>
<td>99.6</td>
<td>100.0</td>
<td>-19.191</td>
</tr>
<tr>
<td></td>
<td>3500</td>
<td>99.8</td>
<td>100.0</td>
<td>-19.179</td>
</tr>
<tr>
<td>quartz/cristobalite</td>
<td>500</td>
<td>95.9</td>
<td>95.8</td>
<td>-19.063</td>
</tr>
<tr>
<td>reassembly</td>
<td>1000</td>
<td>98.5</td>
<td>99.0</td>
<td>-19.108</td>
</tr>
<tr>
<td></td>
<td>1500</td>
<td>99.1</td>
<td>99.6</td>
<td>-19.135</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>99.4</td>
<td>98.7</td>
<td>-19.154</td>
</tr>
<tr>
<td></td>
<td>2500</td>
<td>99.8</td>
<td>99.6</td>
<td>-19.157</td>
</tr>
<tr>
<td></td>
<td>3000</td>
<td>99.8</td>
<td>99.6</td>
<td>-19.177</td>
</tr>
<tr>
<td></td>
<td>3500</td>
<td>99.9</td>
<td>99.8</td>
<td>-19.183</td>
</tr>
</tbody>
</table>
3.2.2 Reassembly Topologies

MD equilibration resulted in structures that were essentially fully-connected networks of four-coordinated Si tetrahedra (> 99.6% Si(4) at or above 2500 K equilibration temperature, Table 3). For the partially underconnected quartz/cristobalite reassembly, as the equilibration temperature was increased step-wise from 500 K to 2000 K, the number of large rings (> 8-rings) decreased steadily (Fig. 8), corresponding to progressive elimination of the underconnection of the initial cascade. At the same time the potential energy of the assembly (represented in Fig. 9 as sets of parallel curves during cooling) decreased monotonically, arresting at 2000-2500 K, then suddenly jumping to a still lower value at 3000-3500 K. The energy jump corresponded to a discrete change in topology, from one dominated by 8-rings with a slightly smaller number of 6-rings to one exhibiting a broad distribution of rings sizes centered at about 7-rings. The same phenomena were observed for MD equilibration of the maximally matched quartz and cristobalite reassemblies. The former (Fig. 10a) was at first dominated by 8-rings, with a smaller contribution from 6-rings (as in quartz), and the latter (Fig. 10b) by 6-rings alone (as in cristobalite); but above 3000 K both ring distributions shifted to broad distributions centered between 6- and 7-rings. An MD simulation at 5000 K, starting with random atom coordinates, resulted in a very similar broad distribution, centered between 6- and 7-rings.

MD simulations therefore resulted in three clearly distinguishable structures for disordered silica, graphic representations of which appear in Fig. 11. Although the effective temperature and duration of the reconstructive phase of real cascades in silica are not known, if that temperature were below the glass transition for vitreous silica ($T_g = 1446 \text{ K}$) for the major portion of this phase, it is possible that cascade-disordered metamict material may retain some characterizable medium-range structural features of its precursor, or at least of the crystalline polymorph most stable at the effective cascade temperature in the reconstructive phase. Reconstruction of a cascade is also strongly influenced by the structure of the surrounding undamaged material, whose topology overlaps that of the cascade, and the precursor structure will thus continue to exert a structural influence until well after cascades have overlapped. That influence is evident in Fig. 10 and has been confirmed in maximally matched simulations by varying the size of the disordered region. Reconstruction occurring during electron irradiation, which we have shown arises from accumulation of single-atom radiolytic displacements [22] rather than cascades, arguably occurs at the ambient sample irradiation temperature; room-temperature electron irradiation of silica could, for example, favor more quartz-like metamict topologies (lower temperature polymorph) and on average larger ring sizes because of the denser packing of larger rings. MD-refinement of topological simulations of this metamict pathway is proposed in §5.

While the near-identical densities (2210 kg/m$^3$) of vitreous silica and cristobalite argue for similar 6-ring dominated topologies, the higher (by 2.7%) density of metamict silica (2260 kg/m$^3$) argues for some larger rings, as noted earlier, and a structure probably more like that of Fig. 11a. The 7-ring centered distribution for the most random form (Fig. 11c) differs from the more 6-ring dominated prediction of the topological arguments for vitreous silica, at least partly because the BKS potential over-represents the Si-Si repulsive interaction. The Si-Si distance in the MD models (~0.31 nm in the
Fig. 8 Distribution of primitive ring content in local clusters of 1500-atom MD-refinement of a 2000-tetrahedron cascade in $\alpha$-quartz reassembled with $\alpha$-cristobalite rules and equilibrated at successively higher MD simulation temperatures [89].

Fig. 9 Evolution of potential energy with increasing MD-refinement temperature for quartz/cristobalite reassembly in Fig. 8.
Fig. 10  Distribution of primitive ring content in local clusters of 1500-atom MD-refinement of a 2000-tetrahedron maximally matched a) α-quartz cascade, and b) β-cristobalite cascade at three different MD simulation temperatures. The ring distribution of a random silica equilibrated at 5000 K is plotted as a reference.

Fig. 11  Central portions of 1500-atom MD-refined a) maximally matched α-quartz pseudo-cascade equilibrated at 2500 K; b) maximally matched β-cristobalite pseudo-cascade similarly equilibrated at 2500 K, and c) at 3500 K. The latter reverts to a more random structure, topologically similar to that derived from a random initial starting configuration equilibrated at 5000 K.
correlation function) is distinctly larger than that derived from neutron diffraction for vitreous silica. For the same reason, the Si-O-Si angle distribution for the models is centered at a larger angle angle (~155°) than found for vitreous (~145°) or metamict (~134°) silicas. Some improvement of the potential function in the Si-Si interaction is thus warranted and is also proposed in §5.

3.2.3 Real- and Reciprocal-space Correlations

Their distinctly different topologies not withstanding, the three silica structures of Fig. 11 exhibit remarkably similar real-space correlation functions, shown in Fig. 12a, little different from that of vitreous silica, and with significant differences only well above 0.6 nm. This result is in retrospect not surprising, given that the connectivity of all network silicas is identical at first-neighbor tetrahedra and identical in quartz, cristobalite and tridymite through second-neighbor tetrahedra [85].

Distinctions in medium-range structure are, in fact, better drawn in reciprocal space. In our earlier work [34,97], we have shown that high quality energy-filtered electron diffraction patterns could be obtained using scanning transmission electron microscopy (STEM) and a serial electron energy-loss spectrometer from amorphized silica and SiC specimens. In the current experimental configuration using our VG HB603 300-kV field emission STEM, diffraction information out to scattering vector magnitudes \( Q \equiv 4\pi \sin(\Theta/2)/\lambda = 150 \text{ nm}^{-1} \) can be obtained. (This definition of \( Q \) is used in neutron diffraction (ND), but electron diffractionists conventionally prefer to define scattering vectors as \( q = 2 \sin(\Theta/2)/\lambda = Q/2\pi \) because we make comparisons to ND data, we shall use \( Q \) uniformly for both methods.) Electron diffraction data cannot generally compete with neutron diffraction data, which are regularly collected well beyond \( Q = 400 \text{ nm}^{-1} \), but most of the additional information collected provides little additional information about intermediate-range structure. Fig. 12b shows that simulated neutron diffraction profiles from the three topologically different silica structures in Fig. 11 are, again, largely indistinguishable throughout almost all of the diffraction profile.

The noteworthy exception occurs at the first diffraction peak [96]—which is fortunately the easiest to collect in electron diffraction (where the dependence of scattering factors on \( q \) causes intensities to fall off sharply (~ as \( q^{-4} \)) with increasing diffraction angle, unlike ND where scattering factors are constant with scattering angle). The first peak arises from the longest period real-space correlation; in a crystal, this would be the unit cell-unit cell correlation that gives rise to Bragg peaks, in an amorphous solid the persisting repetition of some characteristic structural idiom. It still remains comparatively sharp in an amorphous solid because the higher spatial frequency Fourier components decay rapidly, so the first diffraction peak is invariably the sharpest. Its greater width for amorphous solids, compared to Bragg peaks from crystals, is related to the decay of the associated Fourier component after a few periods.

Fig. 13 presents data for vitreous silica and three radiation-amorphized quartz samples, obtained with our earlier 100-kV VG HB5 STEM arrangement, from which it is clear that the position of the first diffraction peak differs for these several forms of amorphous silica. (The shift of the second peak for Si\(^{\text{+}}\)-ion implanted quartz arises from the altered stoichiometry in the amorphized implanted layer.) Fig. 14 depicts an analogous simulated neutron diffraction pattern derived by Fourier transformation from
Fig. 12  a) Total real-space correlation functions for the MD-refined quartz and cristobalite cascades and random silica models in Fig. 11, and b) neutron diffraction patterns simulated from (a), showing the indistinguishability of models of very different topologies from overall correlation or diffraction data.
Fig. 13  Experimental angular distribution [34, 97] of scaled electron diffraction interference function \( Q_i(Q) \) from vitreous silica and \( \alpha \)-quartz fully amorphized by fast electron, fast neutron, and \( \text{Si}^+ \)-ion irradiations, showing characteristic shifts in the position of the first diffraction peak.

Fig. 14  Simulated neutron-diffraction interference function [88,89] for MD-refined quartz and cristobalite cascades and random silica, showing consistent shifts in the position of the first diffraction peak.
the MD simulated configurations of Fig. 11, from which a similar conclusion can be drawn. It is clear that structures dominated by larger rings are characterized by first sharp diffraction peaks shifted to higher $Q$, and so to that extent the position of the first diffraction peak is sensitive to topology and appears to be diagnostic. The difference apparent between electron-amorphized and neutron-amorphized quartz in Fig. 13 suggests that different topologies result from cascade-dominated and single displacement-dominated amorphization processes. Certainly, future effort in using electron diffraction (which is the only diffraction technique capable of analyzing the necessarily small volumes of radiation-amorphized metamict material) to explore intermediate-range order should be directed towards producing the best data at the first diffraction peak and not at pushing back the $Q$ limit. We propose this experimental approach in §5.

4. MOLECULAR DYNAMICS MODELING OF AMORPHIZED SiC

Silicon carbide (SiC) is a promising candidate for blanket material of future nuclear fusion reactors, cladding in gas-cooled fission reactors, and inert matrix for transmutation of Pu, as well as for wide band-gap semiconductor devices used in severe environments, such as in military aircraft and combat vehicles, power generation, petrochemical industries, and space. The difficulty of doping SiC by diffusion favors ion implantation routes for electronic device manufacture using this material. Investigations of irradiation damage in SiC and its recovery are thus of considerable technological, as well as scientific, interest [98-102]. Of particular interest has been the irradiation-induced amorphization of SiC [63], which can occur by fast electron [20,78], fast neutron [103] or ion irradiation [29], with a critical amorphization temperature (300-500 K, depending on irradiation type) not far above room temperature. Amorphization appears to occur through accumulation of individual defects or overlap of damage cascades, rather than from direct impact disorder [104].

4.1 Topology of SiC

SiC exists in the cubic zincblende structure (3C or $\beta$-SiC) and a large number of polytypes based on the hexagonal wurtzite structure (6H or $\alpha$-SiC). Topologically, they can be viewed as vertex-sharing tetrahedral structures related to other tetrahedral network structures [105]. Fig. 15a illustrates the rules-based self-assembly of $\alpha$-SiC compared to $\alpha$-quartz SiO$_2$ and $\beta$-Si$_3$N$_4$, following the assembly rules for them we have established [44]. Whereas for silicas, two [SiO$_4$] tetrahedra join at a vertex and for [Si$_3$N$_4$] three [SiN$_4$] tetrahedra join at a vertex, for SiC four [SiC$_4$] (or [CSi$_4$]) meet at a vertex. The local clusters of $\alpha$- and $\beta$-SiC both comprise 19 tetrahedra encompassing 12 3-rings and 12 4-rings. Despite the fact that $\beta$-SiC (with its atoms undifferentiated) and Si share the same atom sites, their topologies are quite different because of the need to maintain [SiC$_4$] or [CSi$_4$] coordination units in SiC. The analogous structural unit for Si is a single Si atom with its four tetrahedral bonds extending to bond-midpoint vertices, forming a vertex-sharing [Si–4] tetrahedron (§2.2.2). Since ideal $\beta$-cristobalite SiO$_2$ can be thought
Fig. 15 a) Local rules–based self-assembly of α-quartz SiO₂, β-Si₃N₄ and α-SiC from [SiX₄] tetrahedra (X = O, N or C) respectively joined two, three and four tetrahedra at a vertex. The primitive 3- and 4-rings in SiC can be easily seen.
Fig. 15 b) 400-tetrahedron self-assemblies of SiO$_2$, Si$_3$N$_4$ and SiC which have been disordered then reconnected into amorphous structures following the same assembly rules as for initial self-assembly [105]. Green tetrahedra are underconnected, red line segments represent remanent optimization springs still attempting to connect tetrahedral vertices. Reassembly of Si$_3$N$_4$ in this way proves difficult, and disordered SiC is impossible to reconnect while preserving tetrahedron identity.
of as the silicon structure with its midpoints decorated by oxygen atoms, Si and cristobalite share the same local cluster topology: 12 6-rings.

### 4.1.1 Rigidity and Chemical Disorder

The large vertex connectivity of SiC is responsible for the much smaller structural freedom \( f = -3 \) of SiC compared to silicon nitride \( f = -1.5 \) and silica \( f = 0 \). In fact, attempts to generate amorphous SiC structures by disconnection, disordering and reconnection of tetrahedra with their four-connected vertices, as described for silica in §3.1, inevitably meet with failure (Fig. 15b). The fact that SiC is much more amorphizable (13 eV/atom, Table 1, not far from SiO₂ or Si) than suggested by its relative structural freedom has led us to propose repeatedly [8,10,44,105] that the possibility of chemical disorder is responsible for the facile amorphizability of SiC.

The argument runs as follows: The energy required to place Si atoms on C sites, or C atoms on Si sites, is small, because both atoms are tetrahedrally coordinated and do not differ significantly in size. In fact, it is slightly easier to place C atoms on Si sites than vice versa [41], as expected from size considerations. During irradiation, replacement collisions sequences or recombination of interstitials of one sublattice with vacancies of the second leads to mixing of the two sublattices. If the chemical disorder proceeded to the point of random site occupation, then β-SiC would become topologically indistinguishable from silicon (for which \( f \sim 0 \)) with an average atom type and ought to be more readily amorphizable on topological grounds, as argued in §2.3.2 Hence, some threshold chemical disorder should be one requirement for amorphization.

As indicated earlier, there is, in fact, experimental evidence from Raman and EXAFS measurements [75-77] that significant chemical disorder attends low-temperature ion irradiation of SiC. Various MD simulations of SiC cascades and cascade overlap [39-41, 74, 104, 106-110, 123] have also confirmed the resulting chemical disorder, but its enumeration has been carried out in terms of antisite defects based on occupation of Wigner-Seitz cells centered on original reference lattice atom sites. Antisite defects were, however, found to be less numerous (typically, < 10% of the defects produced) than Frenkel defects, whose accumulation has instead been primarily supposed to trigger amorphization.

As indicated earlier, there is, in fact, experimental evidence from Raman and EXAFS measurements [75-77] that significant chemical disorder attends low-temperature ion irradiation of SiC. Various MD simulations of SiC cascades and cascade overlap [39-41, 74, 104, 106-110, 123] have also confirmed the resulting chemical disorder, but its enumeration has been carried out in terms of antisite defects based on occupation of Wigner-Seitz cells centered on original reference lattice atom sites. Antisite defects were, however, found to be less numerous (typically, < 10% of the defects produced) than Frenkel defects, whose accumulation has instead been primarily supposed to trigger amorphization.

The exclusive focus on the formal antisite configuration itself has ignored the multiplier effect of atom interchange on the immediate coordination of a much larger number of atoms and hence on the ability to define tetrahedral units which underpin the principal structural constraint. Replacing a C atom with a Si atom on the carbon atom site generates an antisite configuration (the Si replacement forming four homonuclear Si-Si bonds), but each of the four surrounding Si atom sites is then anomalous also, with three heteronuclear bonds and one homonuclear bond. Recent MD simulation of cascade displacements [108] suggests that most interstitials—in at least low-energy displacements—are in Si-C and C-C dumb-bell interstitial configurations (respective formation enthalpies 3.3 eV and 3.2 eV [111]), so that even Frenkel disorder can result in homonuclear bonds which contribute topologically to chemical disorder.

As chemical disorder accumulates, the increasingly more appropriate analysis is homonuclear bond enumeration, which more accurately reflects the changing topology. A well-separated C antisite and Si antisite pair, in isolation, together generate four Si-Si
and four C-C homonuclear bonds, replacing eight normal heteronuclear bonds; when they occupy adjacent sites, each defect is associated with three homonuclear bonds (three Si-Si and three C-C respectively) and one normal Si-C bond. An interstitial C atom (the more numerous interstitial defect [41]), forming a single, split or dumb-bell interstitial results in several possible homonuclear and several heteronuclear bonds, but with no formal antisite defect generated. As long-range order is lost and the ability to unambiguously identify sites with a crystalline reference lattice diminishes, antisite configurations could continue to be defined topologically from site coordination (e.g. a Si atom surrounded by four other Si atoms); but their enumeration then becomes only a more restrictive form of homonuclear bond enumeration, and their identification fails once there is significant overlap of antisite coordination shells. Hence, where there is significant overlap of antisite defects, where there is a significant number of interstitial atoms that are accommodated, or once a crystalline reference lattice has been lost to amorphization, homonuclear bond enumeration is the only form of analysis which is meaningful to characterize the chemical disorder.

4.1.2 Chemical and Topological Disorder Metrics

In characterizing the topology of disordered solids, two metrics are useful: the coordination number (CN) and the local cluster primitive ring content (LC). Given the possibility of chemical disorder, in our work CN were enumerated without regard to atom type. Similarly, the structural unit chosen to describe the ring topology was an undistinguished atom (and its bond midpoints), and for this choice the LCs for crystalline $\alpha$- or $\beta$-SiC comprise 12 6-rings, as indicated above. The LC ring-content statistics for the MD simulations described below were obtained by utilizing a highly efficient ring search algorithm [112]. To characterize the chemical disorder, three further parameters are commonly employed: chemical disorder parameter $\chi$, short-range order parameter $\sigma$, and Bragg-Williams long-range order parameter $\lambda$.

Chemical disorder specifically involves atom chemical identities, but it is more instructive for reasons which will become apparent to focus on the bond identities (C-C, Si-Si or Si-C bonds). In perfect SiC, only heteronuclear bonds (Si-C) exist. Homonuclear bonds (C-C, Si-Si) are formed when antisite or Frenkel defects are introduced. The homonuclear bond ratio $R_{hnb}$, defined for SiC as the ratio of number of homonuclear bonds to twice the number of heteronuclear bonds, provides a full homonuclear bond analysis. For perfect SiC, $R_{hnb} = 0$, while for a chemically random lattice $R_{hnb} = 1$. Chemical disorder $\chi$, defined as the ratio of C-C bonds to C-Si bonds, $N_{C-C}/N_{Si-C}$ [113], is not a complete homonuclear bond analysis and is specified only for C atoms. The argument for using $\chi$ instead of $R_{hnb}$ derives mostly from the practical uncertainty of enumerating Si-Si bonds in amorphous structures for which Si atoms have no clearly defined first coordination shell [112-114]. In practice, $\chi$ is quite a good approximation to $R_{hnb}$, and the deviation is proportional to the CN difference between Si and C; when all atoms have the same CN, $\chi = R_{hnb}$.

The short-range order parameter proposed by Gehlen and Cohen [115], $\sigma = 1 - p_{AB}/x_A$, where $p_{AB}$ is the probability of finding an A atom in the nearest-neighbor coordination shell around a B atom and $x_A$ is the atom fraction of A atoms, is merely another form of homonuclear bond analysis. With an assumption that all $N_C$ C atoms
have four nearest neighbors, a normalized short-range order parameter for perfect SiC can be expressed [74] as \( \sigma = n_{\text{Si-C}}/2 - 1 \), where \( n_{\text{Si-C}} = N_{\text{Si-C}}/N_C \) is the average number of nearest-neighbor Si atoms surrounding a C atom. Use of \( \chi \) and \( \sigma \) is then equivalent, with their equivalence relationship given by \( \chi = (1 - \sigma)/(1 + \sigma) \).

The Bragg-Williams long-range order parameter [116] for a binary compound AB, \( \lambda = 1 - p(\text{A}_B)/x_B \), where \( p(\text{A}_B) \) is the probability of finding an A atom on a B site and \( x_B \) is the atom fraction of B atoms, requires prior identification of fixed sites associated with a specific atom type, as defined by a reference lattice. For SiC, it can therefore be expressed [74] as \( \lambda = 1 - 2N_{\text{anti}}/N \), where \( N_{\text{anti}} \) is the total number of antisites (viz Si atoms on sites pre-labeled as C sites and vice versa) and \( N \) is the number of atoms in the crystal. Obviously, \( \lambda \) is simply a normalized antisite analysis, and for the same reason as the inability to define antisite discussed above, the formal Bragg-Williams scheme fails entirely once a reference lattice is lost or there is significant overlap of antisite coordination shells.

4.2 Molecular Dynamics Simulations of Disorder

As for SiO\(_2\), MD simulations provide a useful experimental platform on which to explore topological ideas. MD simulations were again performed with the DL_POLY computational code [93] and the Berendsen algorithm [94], using a 2 fs timestep throughout. Three classes of simulation were carried out: 1) equilibration from initially random atom positions at high temperature (5000 K), followed by a quench; 2) evolution of an embedded pseudo-cascade from random atom positions at 2500 K; and 3) equilibration of an initially translationally perfect \( \beta \)-SiC assembly with selected introduction of chemical disorder.

4.2.1 Choice of Potential

Appropriate choice of interatomic potential was found to be particularly important [117] in our SiC simulations. Three different three-body potential forms developed by Tersoff were explored, developed in 1989 [118], 1990 [119] and 1994 [113] respectively. These have been found [120] to be more appropriate for modeling SiC than the Pearson [121] and modified EAM [122] potentials. The consequences of using the different forms of the Tersoff potentials was explored by generating amorphous SiC structures by high-temperature MD followed by a quench. Initial simulation cells consisted of 864 Si and 864 C atoms randomized in a \( 6a_0\times6a_0\times6a_0 \) (\( a_0 = 0.436 \) nm) box with periodic boundary conditions imposed. Atoms in the cells were allowed to equilibrate at 5000 K for 400 ps (\( 2\times10^5 \) time steps) before cooling down to 300 K at 10 K/ps. Subsequent simulation was then carried out at 300 K for a further 10 ps (5,000 timesteps), and configurations were collected over the last 1,000 timesteps, at intervals of 50 timesteps, for structure analysis. Table 4 indicates coordination numbers, homonuclear bond ratios, chemical disorder \( \chi \), and disorder enthalpy \( \Delta H \) for the a-SiC assemblies thus generated with the three potentials, and Fig. 16 the corresponding total pair correlation functions \( g(r) \).
Table 4. Coordination numbers, homonuclear bond ratios, chemical disorder and disorder enthalpy in a-SiC modeled using different Tersoff potentials. Data in parentheses are from [113].

<table>
<thead>
<tr>
<th>Year</th>
<th>Si/C CN</th>
<th>Si-Si/Si-all</th>
<th>C-C/C-all</th>
<th>$\chi =\text{C-C/C-Si}$</th>
<th>$\Delta H$ (eV/bond)</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1989</td>
<td>5.0/3.7</td>
<td>0.54</td>
<td>0.37</td>
<td>0.59</td>
<td>-0.09</td>
<td>$\pi$-bonded C</td>
</tr>
<tr>
<td>1990</td>
<td>3.9/4.0</td>
<td>0.23</td>
<td>0.24</td>
<td>0.32</td>
<td>-0.43</td>
<td>Poor PDF</td>
</tr>
<tr>
<td>1994</td>
<td>4.8/4.0</td>
<td>0.47</td>
<td>0.36 (0.33)</td>
<td>0.56 (0.50)</td>
<td>-0.12 (-0.18)</td>
<td>a-SiC</td>
</tr>
</tbody>
</table>
Fig. 16 Total pair correlation functions for a-SiC models generated using different Tersoff potentials. Arrows indicate positions of potential cutoffs.
The Tersoff 1989 potential generated a noticeable quantity of 3-fold C atoms and thus gave an average C coordination number \( \text{CN} = 3.7 \). (We define coordinated atoms as those within the first peak before the first minimum in \( g(r) \).) The smaller CN of C arises from C \( \pi \)-bonding, as in graphite. The 1990 and 1994 potentials were modified from the 1989 potential to give an increase in CN for C atoms in a-SiC, as indicated in Table 4. However, the main structural differences arise from the different potential cutoffs used in the 1990 and 1994 potentials. While Tersoff has indicated \[119\] that the abrupt truncation at 2.5 Å is unphysical and inappropriate for unconstrained dynamical simulations, its use does give a well-defined Si local structure (Fig. 16c) and “ideal” CN near 4 for both Si and C atoms (Table 4). There is, nevertheless, much reduced chemical disorder \( \chi \) due solely to the change in potential cutoff. The aversion to forming homonuclear bonds results from the 2.5 Å cutoff being situated squarely in the center of the first Si-Si pair-correlation peak (Fig. 16c); this cutoff pushes many Si atoms away from central Si atoms and thus leaves room for C atoms to form more Si-C bonds, as seen in Fig. 16b. Because Si-C bonds are shorter than Si-Si bonds, a reduction in the CN of Si atoms is not surprising. Furthermore, the increase in Si-C bonds also results in more Si atoms around C sites and concomitantly reduces the possibility of forming C-C homonuclear bonds. Whenever the CNs of Si and C become equal, the Si-Si homonuclear bond ratio (Si-Si/Si-all bonds) must be equal to the C-C homonuclear bond ratio (C-C/C-all bonds).

Clearly, choice of cutoff has significant impact on the probability of forming homonuclear bonds. The energy barrier for chemical disorder can be roughly estimated \[113\] by \( \chi = \exp [(\Delta H + \varepsilon)/kT^*] \), where the enthalpy \( \Delta H \) is the energy of a Si-C bond relative to the average Si-Si and C-C bond energies, \( \varepsilon \) is the contribution from the atomic size difference (about 0.2 eV/bond), and \( T^* \) is an effective temperature about 6000 K. Table 4 demonstrates that using a 2.5 Å cutoff (Fig. 16b) more than doubles \( \Delta H \), disfavoring formation of homonuclear bonds. By contrast, the smooth cutoffs in the 1989 and 1994 potentials yielded higher homonuclear bond counts, as well as also about 50% 5-coordinated Si and non-negligible numbers of 6- and even 7-coordinated Si. The presence of these highly-coordinated Si atoms significantly changes the topology of a-SiC structures. In particular, the local-cluster ring distributions for both Si and C origins (which are centered near 6-rings) are shifted towards slightly smaller ring size, probably because the highly-coordinated Si atoms provide shortcuts to the larger rings present. The 1994 Tersoff interatomic potential was chosen as the most physically realistic in all subsequent simulations.

### 4.2.2 Pseudo-Cascade Embedded Simulations

A set of simulations was first carried out on a SiC pseudo-cascade comprising 512 Si and C atoms, within a \((4a_0 \times 4a_0 \times 4a_0)\) simulation block of 256 unit cells \((a_0 = 0.436 \text{ nm})\) embedded in a surrounding perfect \( \beta \)-SiC matrix, whose positions were originally randomized \[117\]. MD simulations were subsequently carried out at 2500 K for 10 ns \((5 \times 10^8 \text{ 2-fs time steps})\) to re-coordinate the atoms. The resulting reconstruction, whose evolution at 2500 K is shown in Fig. 17, remained amorphous. It was compared to a low-energy recoil (100 eV) 512-atom MD cascade, recently simulated by Malerba and
Fig. 17 Evolution of embedded pseudo-cascade in $\beta$-SiC from random atom starting positions at 2500 K using the 1994 Tersoff potential. Pink nodes are Si atoms, blue nodes C atoms.

Fig. 18 Average homonuclear bond fraction per site and silicon coordination number (CN) as a function of annealing time at 2500 K for embedded pseudo-cascade in Fig. 17.
Perlado [123] at a temperature of 20 K using the 1990 Tersoff potential [119] and subsequently annealed at 2320 K for 25 ns, after which it had effectively recrystallized.

An enumeration (Fig. 18) of the still-amorphous end-state, embedded reconstruction in Fig. 17 revealed evolution to an average Si coordination number of 4.27 at steady-state (10 ns) and an average of 1.45 homonuclear bonds per Si and 1.0 per C atom ($\chi = 0.32$) [117]. Fig. 19 shows that both this reconstruction and the Malerba-Perlado annealed cascade [123], while exhibiting a very small number of topological antisite defects (C atoms with four homonuclear bonds), nevertheless contained a wide distribution of more numerous partial antisites (sites with 1, 2 or 3 homonuclear bonds). Both enumerations included the boundary between initially disordered and surrounding crystalline material; the number of normally coordinated sites (SiC$_4$, CSi$_4$) is larger nearer the boundary and demonstrates the role of the surrounding matrix in inducing epitaxial recrystallization. The initial Malerba-Perlado low-temperature (20 K) metamict cascade exhibited a chemical disorder of $\chi = 0.27$, while for their final recrystallized annealed cascade $\chi = 0.22$. The former value is lower than that ($\chi = 0.34$) calculated from the $\sigma = 0.488$ short-range order parameter supplied by Malerba and Perlado, which must not have included the boundary count.

In their simulation, Malerba and Perlado found that during annealing the number of antisites increased as the metamict region regained its periodicity. (By way of contrast, simulations by Gao and Weber [74] of SiC displacement cascades initiated by 10 keV Si- or Au-ion recoils found that amorphous regions of their cascades had higher antisite concentration than other regions of the cascade.) Malerbo and Perlado accordingly discounted the role of antisites in SiC amorphization and concluded that accumulation of Frenkel defects was mainly responsible. In their analysis, as indicated previously, antisites were obtained by comparing coordinates of current atom locations with those of their original sites in the perfect structure; this procedure, while acceptable for undistorted crystalline structures with few antisites, provides the wrong metric for assessing more chemically disordered configurations, and is inappropriate for topologically disordered structures. Furthermore, our homonuclear bond analysis of their structures revealed that the annealed structure had a lower value ($\chi = 0.22$) than the original metamict configuration ($\chi = 0.27$). Excluding the boundary, the disparity is even greater ($\chi \approx 0.35$ vs. $\chi \approx 0.5$). Thus, their modeling result in fact supports the present argument that homonuclear bond density correlates with the ability to sustain topological disorder.

The persistence of crystallinity in the Malerba-Perlado simulation is, we believe, attributable to two factors: the low recoil (100 eV) energy employed, which more closely approximates electron irradiation conditions than ion or neutron irradiation; and the use of the 1990 Tersoff potential. The chemical disorder in their simulation never reaches levels high enough to strongly favor retention of the amorphous state.

### 4.2.3 Chemical Disorder Simulations

A third set of simulations, again using the 1994 Tersoff potential, utilized as starting configurations seven initially translationally perfect (hence topologically ordered) $\beta$-SiC crystal structures with varying imposed levels of chemical disorder [124]. Each initial structure consisted of 864 Si and 864 C atoms in a $6\bar{a}_0 \times 6\bar{a}_0 \times 6\bar{a}_0$ simulation.
Fig. 19  Homonuclear bond distributions at C and Si sites for the final MD-annealed structures of cascades embedded in β-SiC, from Malerba and Perlado [123] using Tersoff 1990 potential and present work [117] using Tersoff 1994 potential.
block of 216 unit cells with periodic boundary conditions imposed. Different initial antisite defect densities of 0.0%, 2.3%, 5.8%, 10.4%, 16.4%, 28.7% and 50.0% were established by swapping pairs of random sites. Target temperatures were adjusted by scaling the atomic velocities in the cell every five timesteps.

One set of the seven chemically disordered initial SiC configurations was equilibrated using MD at 300 K for 250 ps (150,000 time steps) and data collected in the last 40 ps. A second identical set of seven was equilibrated at 2000 K for 500 ps, before cooling down to 300 K at –10 K/ps for 47 ps and then equilibrating at 300 K for another 100 ps, the last 40 ps of which were used for data collection. In order to study the bonding state of each atom, a cutoff—which was chosen as the first minimum of the total pair correlation function following the first coordination shell—was used to define bonds for that pair. The chosen cutoffs were 0.155 nm (C-C pairs), 0.193 (C-Si pairs) and 0.245 nm (Si-Si pairs).

The initial values of chemical disorder, $\chi_0$, corresponding to the engineered antisite densities for the seven chemically disordered $\beta$-SiC structures were 0.0 (no chemical disorder), 0.05, 0.13, 0.23, 0.39, 0.69 and 1.0 (chemically random) respectively. Initially, these chemically disordered structures were in topologically perfect but highly unstable states, because the substitution of C-C (0.155 nm) or Si-Si (0.245 nm) bonds for C-Si (0.193) bonds, without changing bond lengths, introduced considerable instability. Annealing at 300 K or 2000 K was carried out to relax the configurations. As an example, a SiC structure with an initial value $\chi_0 = 1.0$ was generated by swapping 10,000 pairs of random sites. After equilibrating at 300 K for 200 ps, its configuration energy decreased 28% from –4.42 to –5.64 eV/atom, whereas $\chi$ remained unchanged at 1.0. Equilibrating instead at 2000 K for 500 ps decreased the configurational energy by 24% to –5.48 eV/atom and $\chi$ by 14% to 0.857. Further cooling from 2000 K to 300 K at a rate of –10K/ps reduced $\chi$ by another 1% to 0.848 and the configuration energy by a further 5% to –5.73 eV/atom. Evidently, most of the structural reconstruction occurred during annealing at 2000 K. By way of reference, the fully equilibrated amorphous SiC modeled from initially random atom positions had a configuration energy of –5.73 eV/atom and $\chi = 0.585$. The 2000 K equilibration temperature was chosen so as to be sure to mostly relax and not rearrange these disordered SiC structures; our modeling showed that the transition between these responses occurred at temperatures no lower than 2800 K.

The distribution of homonuclear bonds on each site increased gradually as $\chi$ increased. Fig. 20 indicates the distribution of C-C bonds at 4-fold Si and C sites in SiC for different $\chi$; almost identical distributions were found for equilibration at 300 K and 2000 K. The homonuclear bond distribution is controlled by probability, and thus by the bond ratio $\chi$. For small $\chi$ ($< 0.13$), most antisites (atoms bonded entirely by homonuclear bonds) remained isolated, each contributing one atom with 4 homonuclear bonds and four neighboring atoms with 1 homonuclear bond each. Hence, sites with only 1 homonuclear bond are nearly four times more numerous than antisites when $\chi$ is small. As $\chi$ increases, there are more adjacent antisite defects resulting in partial antisites associated with 2 or 3 homonuclear bonds. For example, a pair of nearest neighbor antisites of opposite kind contributes a total of two atoms with 3 homonuclear bonds and six neighboring atoms with 1 homonuclear bond each. For completely chemically random SiC ($\chi = 1.0$), adjacent antisites dominate, resulting in a broad homonuclear bond distribution. In no
Fig. 20 C-C and Si-Si homonuclear bond distributions for models of β-SiC, MD-equilibrated at 300 K, with increasing amount of chemical disorder χ introduced by initial random atom swapping [124]. Configurations with 2 and 3 carbon atom neighbors arise from close association of the resulting antisite defects. Lines were drawn between integer neighbor-count data points to better visualize trends.
case were there ever more than 10% isolated antisites. Parallel analysis of 4-fold Si sites was also carried out, with nearly identical results.

Fig. 21 depicts the changes in density and configuration energy with increasing \( \chi \) at the two equilibration temperatures. The divergences at large \( \chi \) result from the inability of the structure to undergo meaningful structural adjustment at temperatures as low as 300 K. The initial fall in density and rise in energy result directly from the introduction of isolated antisite defects. Calculation from the initial energy-rise slope yields a formation energy of 7.5 eV for an antisite pair (C_{Si} + Si_{C}), compared to 7.2 eV from an earlier calculation using the 1989 Tersoff potential [119] and 8.4-8.5 eV from an LDA \textit{ab initio} calculations [111,114]. Deviations from the initial slopes of either curve occur when antisite coordination shells start to overlap at associated antisites that require lower formation energy. Thus, small changes in \( \chi \) disproportionately affect the density and configuration energy at small \( \chi \).

By contrast, significant changes in topology occur only at larger \( \chi \). Fig. 22 summarizes changes in Si coordination number and average local-cluster ring size during equilibration at 2000 K. For \( \chi \leq 0.39 \), the local- and medium-range topologies of the initial \( \beta\)-SiC structure are maintained, with the majority of atoms being 4-coordinated and the local clusters having 12 6-rings. Significant topological alterations, in both Si CN and LC ring content, occur for the \( \chi = 0.63 \) and 0.85 assemblies. The alterations in LCs at C sites and at Si sites were found to be identical, but the local configuration around C is somewhat more ordered than that around Si, with > 97% of C sites in 4-fold coordination. Fig. 22 therefore indicates that perfect topological order in the SiC structure is energetically stable until chemical disorder reaches beyond the \( \chi = 0.23-0.37 \) range; for \( \chi \geq 0.63 \), topological perfection at 2000 K appears impossible to maintain. The effect of the \( \chi \) topological order threshold is dramatically illustrated in Fig. 23 for initially topologically ordered \( \beta\)-SiC with two values of \( \chi_0 \), 1.0 and 0.23, the first of which becomes topologically disordered at 2000 K, the second remaining topologically ordered.

This topological result has profound implications for the thermophysical behavior of chemically disordered SiC. These were explored by heating the assemblies equilibrated at 100 K continuously to 7000 K at a rate of 10 K/ps and evaluating the simulation cell volume and configurational energy. The cell volume results for assemblies with initial values \( \chi_0 = 0.0, 0.23, 0.39 \) and 1.0 are shown in Fig. 24a. A similar plot was obtained for the configurational energy, Fig. 24b. The heating curves show that for \( \chi_0 \leq 0.39 \), the configuration undergoes a distinguishably sharp melting transition. For \( \chi_0 > 0.63 \) (for example, at \( \chi_0 = 1 \) illustrated), the assembly instead exhibits a continuous glass transition, which is nearly reversible on cooling. Annealing the structure with \( \chi_0 = 1.0 \) at 2000 K resulted in a substantially, but not wholly amorphized configuration (with \( \chi = 0.85 \)) that underwent a further transition at 3000 K (near the glass transition) to more complete topological disorder (with \( \chi = 0.62 \)). The evolution of this network configuration is shown in Fig. 25, in which the amorphizing transition (by 2000 K) and the subsequent glass transition (at 3000 K) are clearly evident. Fig. 26 tracks the corresponding changes in configurational energy, chemical disorder and 6-ring topology through the glass transition occurring at 3000 K.
Fig. 21 Effect of chemical disorder $\chi$ on a) density and b) configuration energy of $\beta$-SiC simulation cell, MD-equilibrated at 300 K and 2000 K.
Fig. 22 Distributions of a) Si coordination and b) local cluster ring size at Si sites for β-SiC simulation cell, MD equilibrated at 2000 K, as a function of resulting chemical disorder $\chi$. Lines are drawn between integer CN and ring count data points to better visualize trends.
The resulting final chemical disorder $\chi$ is indicated. Black nodes are Si atoms, gray nodes C atoms.

**Fig. 23** Network configurations for P-SIC results from initial chemical disorder $\chi = 0.23$, annealed at 2000 K.

$0.23 = \chi$ annealed at 2000 K

$0.85 = \chi = 0.0$ annealed at 2000 K
Fig. 24 Behavior of a) cell volume and b) configuration energy during heating and cooling (at 10 K/ps) of chemically disordered β-SiC, originally MD-equilibrated at 100 K. Assemblies with large initially imposed chemical disorder $\chi_0$ underwent a reversible glass transition, those with lower $\chi_0$ a melting transition.
Fig. 25 Network configurations for $\beta$-SiC with initial chemical disorder $\omega$ = 1.0 annealed at 300 K, 2000 K and 3000 K. Black nodes are Si atoms, grey nodes C atoms.

- 3000 K: $x = 0.62$, CN(Si) = 4.50, CN(C) = 3.99
- 2000 K: $x = 0.85$, CN(Si) = 4.44, CN(C) = 3.99
- 300 K: $x = 1.0$, CN(Si) = 4.11, CN(C) = 4.00
Fig. 26 Changes in configuration energy, chemical disorder and 6-ring topology in fully chemically-disordered β-SiC through topological disordering (by 2000 K) and through the glass transition at 3000 K.
4.3 The Amorphizing Transition in SiC

The MD simulations described in §4.2, coupled to the topology and rigidity considerations developed in §4.1, have enabled a fundamental understanding of the role that chemical disorder plays in the amorphization of SiC. The ability to form homonuclear bonds is what distinguishes SiC from Si$_3$N$_4$ and SiO$_2$ structures and makes possible antisite defect formation. The possibility of forming homonuclear bonds in SiC removes coordination constraints that would otherwise render crystalline SiC topologically very difficult to amorphize. Because formation of homonuclear bonds is (at least initially) a necessary consequence of antisite formation and likely outcome of Frenkel interstitial accommodation, both defect types doubtless contribute to the amorphizing transition. Homonuclear dumb-bell interstitials are indeed found to be the dominant interstitial configuration in displacement simulations [107]. Excluding homonuclear bonds would preclude antisite defect formation and render Frenkel defects far less stable and less likely to integrate into the amorphizing network; it would also make amorphization impossible. We believe we have demonstrated that homonuclear bond formation plays a key role in SiC amorphization.

The behaviors depicted in Figs. 22-24 suggest strongly that there is a chemical disorder threshold in the vicinity of $\chi = 0.3-0.4$ for amorphization of SiC, and that topological disorder is strongly preferred for $\chi > 0.5$. This conclusion is in keeping with structural freedom arguments and supports our earlier topological modeling observation [105] that topological dis-ordering of SiC without chemical disorder ($\chi = 0$), i.e. keeping [SiC$_4$] coordination tetrahedra intact) is impossible to achieve. It is also consistent with analyses of an ab initio MD-simulated amorphous SiC [114] and of Tersoff’s a-SiC assembly modeled with a smooth cutoff [113], which give $\chi = 0.6$ and 0.5 respectively. Recently completed MD simulations, carried out by Professor Yip’s group [125] in parallel with the topological MD results reported here, have corroborated the role of a critical local homonuclear bond density in effecting amorphization. In these simulations, an 8000-particle $\beta$-SiC supercell, into which Frenkel and anisite defect distributions consistent with collision cascade simulations were embedded, was equilibrated using the MDCASK code developed at Lawrence Livermore National Laboratory [126]. A critical level of homonuclear bonds was found necessary to drive heterogeneous nucleation of amorphous pockets in addition to interstitial defects.

While major topological changes are possible at large $\chi$, including amorphization and a glass transition, small changes in $\chi$ at small $\chi$ contribute disproportionately to changes in density and configurational energy and result in only trivial changes in topology. Almost 80% of the density change on amorphization can be attributed to accumulation of chemical disorder alone below the $\chi$ threshold, providing an explanation for the anomalous low-temperature “point defect swelling” of irradiated SiC, noted long ago [127].

5. ON-GOING RESEARCH INTO AMORPHIZED STRUCTURES

Several areas of current research are still in progress, and have not yet generated the definitive level of results outlined in §§ 2-4, but are described below. In many cases,
our thinking about the problem has been informed by our earlier conclusions, and the discussion below reflects our current thinking about the approaches we have adopted for continuing work in these areas.

5.1 Characterization of Topological Disorder by Electron Diffraction and Imaging

Characterization of intermediate-range structure in amorphous materials has long been a difficult task for experimental approaches owing to a lack of suitably sensitive characterization tools. MD simulations provide explicit atom positions and local ring topologies, but in the absence of periodicity atom positions cannot be obtained through experimental study and even ring statistics cannot be experimentally verified. Our recent study shows that dominant ring topologies are evidently associated with the first sharp diffraction peak [88], but not in a straightforward way. Recently, a real-space imaging method has been proposed as a way of studying of intermediate-range order in amorphous network semiconductors [128,129]. The method records image intensity fluctuations across dark-field TEM images of variable coherence that can be related to correlations of higher order than simple pair correlations; such higher order correlations can be compared to those obtained from simulations, or the simulations can be used to generate fluctuation maps for comparison.

5.1.1 First Peak in Electron Diffraction

Fig. 13 illustrates data from energy-filtered electron diffraction (EFED) measurements of amorphized silicas obtained on the Vacuum Generators HB5 100-kV predecessor of our current HB603 300-keV field-emission STEM out to $Q \sim 100$ nm$^{-1}$. Fig. 27 demonstrates (with a polycrystalline gold calibration standard) the improved sensitivity and accuracy of the latter current instrument in this mode out to $Q > 150$ nm$^{-1}$ ($q = Q/2\pi = 25$ nm$^{-1}$). On the other hand, our simulations of neutron diffraction (ND) spectra from silica assemblies of widely differing topologies, and the pair-correlations derivable from them, Fig. 12, show that much of the extended diffraction spectrum provides little additional information about topological differences. Neutron diffraction data, in fact, represent the best-case scenario, because atom scattering factors for thermal neutrons remain constant with scattering angle, whereas electron scattering intensities fall roughly as $q^{-4}$. Even so, only the first sharp diffraction peak provides adequate diagnostic shifts to be useful, as seen in Fig. 14.

These two experimental facts together mean that there is little point in pursuing electron diffraction data to higher $Q$, because little additional information about topological differences could be obtained, even if the data were rendered statistically reliable. Instead, our focus will be on characterizing with as much clarity and precision the position and shape of the first sharp diffraction peak in electron diffraction. This is, from an intensity point of view, the most accessible information in any event for electron diffraction. Fig. 28 shows data taken with our HB603 STEM for four $\alpha$-SiC TEM samples, ion-amorphized by Dr. Lu-Min Wang of the University of Michigan in the Argonne HVEM-Tandem Ion Accelerator facility. The first diffraction peak is, of course, prominent for each, and differences in the peak position and shape are well resolved.
Fig. 27 Experimental electron diffraction data and calibration to $q (= Q/2\pi)$ (polycrystalline gold standard) using VG HB 603 STEM and serial EELS.
Fig. 28 Electron diffraction patterns collected in HB603 STEM from ion-amorphized $\alpha$-SiC thin foil: a) unfiltered; b) energy-filtered with 5 eV window centered on zero loss. c) EFED dedicated linescans yielding $I(q)$ for four samples amorphized under various conditions, showing shifts in the position of the first diffraction peak.
The theory for information contained in the first diffraction peak is not well worked out yet [96], but with our MD models with designated topologies we now have a way to correlate information appearing at the first peak with known topological features. As well as continuing to acquire experimental EFED data from SiO$_2$, SiC, Si$_3$N$_4$ and Si amorphized networks, we are pursuing this correlation by comparison of MD-synthesized topological models of these networks, well characterized in their intermediate-range topologies, with their corresponding calculated electron diffraction intensities simulated in the region of the first peak. These comparisons should eventually provide a powerful data base from which to interpret experimental EFED first-peak details.

5.1.2 Fluctuation Microscopy of Amorphized SiO$_2$, SiC and Si$_3$N$_4$

As indicated above, diffraction generally provides structural information in the form of atom pair correlations that, while sensitive to short-range order, are substantially less sensitive to intermediate-range structure. Direct imaging potentially offers additional information on atomic structure over that supplied by area-averaged diffraction, but conventional high-resolution TEM images of amorphous solids do not provide even lateral atomic-level structural information, because projection through the specimen thickness does not present an invariant projection, as in crystals oriented along prominent symmetry axes [130]. In most cases, the amorphous material serves as little more than a test object for randomly sampling the imaging lens transfer function, though non-random features can sometimes be extracted using auto-correlation or information theory methods [131].

Higher order (third or fourth order) correlations (for example, pair-pair correlations) have recently been shown to be much more sensitive to intermediate-range structure [128], and a microscopy-based method has been recently explored (variously dubbed variable coherency microscopy [128] or fluctuation microscopy [129]) which is sensitive to intermediate-range structure in the presence of disorder. The higher order correlations are revealed from the fluctuations of the intensity diffracted from sample volumes, over which illumination coherence is maintained, that have the scale of intermediate-range structure components. The practice involves varying the lateral coherence of the electron illumination by varying the inner cone angle in hollow-cone illumination in conventional TEM or alternatively the effective width of the annular dark-field aperture in STEM [132], then measuring the variance (speckle) of intensity in the dark-field images at low resolution. The fluctuation variance $V(Q)$ is defined as

$$V(Q, \kappa) = \frac{\langle I^2(Q, \kappa) \rangle}{\langle I(Q, \kappa) \rangle^2} - 1 \quad (2)$$

where $\langle \rangle$ indicates averaging over images, $I(Q, \kappa)$ is the image intensity, $Q$ is the scattering vector, and $\kappa$ is a measure of image resolution related to the reciprocal-space radius of the objective aperture in CTEM or probe radius in STEM. For the isotropic amorphous samples, $I(Q)$ is typically averaged azimuthally. Variable coherence microscopy [128] amounts to measuring $V(Q)$ at constant $\kappa$, for which a deliberately low image resolution of $\sim 1.5$ nm is used. Information comes from the position and height of peaks in $V(Q)$ vs. $Q$ curves. Peaks are generally found at the positions of diffraction maxima of the underlying materials. The height of these peaks indicates the relative
intermediate-range correlation strengths in the material. Fluctuation microscopy [129] systematically maps out the full locus of $V(Q, \kappa)$ as a function of changes in both parameters.

Hollow-cone dark-field images are built up from many coherent tilted dark-field (TDF) images. For MD simulated structures, the TDF images can be computed using the phase-grating approximation [133]. The situation approximates a sample with a transmission function that is the potential of the sample projected along the direction of travel of the electron beam. The TDF image intensity is the squared modulus of the incident wave multiplied by the transmission function and then convolved with the microscope point-spread function. To compute the intensity for an incoherently filled hollow-cone annulus of finite width, the TDF image intensities are summed for many incoming wave vectors inside the annulus.

We are pursuing this technique, using our VG HB603 UHV 300-kV field-emission STEM, instead of the conventional TEM fitted with hollow-cone illumination employed by Gibson, Treacy and Voyles [128,129]. There are two ways in which the STEM can be configured to provide the desired information. In the first, the annular dark-field (ADF) mode, a somewhat defocused (diameter $\kappa$) electron probe of small convergence angle ($\sim 1$ mrad) is scanned across the specimen and an image formed serially from scattered electrons collected on a narrow annulus of the dark-field detector; by reciprocity, this configuration is optically conjugate to hollow-cone illumination in TEM. Altering the probe diameter (by defocusing the probe) alters $\kappa$ directly, instead of relying on the extent of lateral coherence to define indirectly the sample volume across which correlation-enhanced diffracted intensity emanates. The dark-field detector field is easily masked to a narrow ring, and the HB603 post-specimen lenses used to select the band in $Q$-space from which to form speckle images.

Alternatively, and more powerfully, we use the STEM in a nanodiffraction mode, again with a variable probe diameter (greater than the correlation lengths to be probed), and collect the whole diffraction pattern $I(Q)$ in parallel, over all $Q$ of interest simultaneously, from each volume of the sample defined by the probe area and addressed in turn. The probe scan coils are easily programmed to step areas sequentially. This method makes far more efficient use of incident electrons, since information over all $Q$ of interest is collected in parallel. Nanodiffraction patterns are collected using an existing fluorescent screen in the HB603, optically coupled to an available $1024 \times 1024$-element slow-scan CCD detector with cooled sensor and frame store; again, the post-specimen lenses are used, this time to scale the diffraction pattern to the size of the CCD. $I(Q)$ in each nanodiffractogram is then simply azimuthally averaged at each selected $Q$ increment and statistically totaled for all the areas addressed to generate $V(Q)$ at constant $\kappa$. Altering the probe size generates another $V(Q)$ series at a second $\kappa$, and so forth to generate $V(Q, \kappa)$.

In both configurations, we have discovered the need to establish probe sizes rather larger and probe convergences rather smaller than usual for an imaging STEM probe. This is best accomplished by reducing the excitation of the objective lens (to achieve focal lengths $\sim 10$mm) and defining the probe size and convergence with a small real objective aperture—for which a multiple holder exists in our HB603 column—instead of with the virtual objective aperture (VOA). A set of 5, 10, 15 and 20 $\mu$m objective apertures under these conditions yield probe diameters of 6, 3, 2.3 and 1.5 nm.
Fig. 29 The local cluster of the zeolite faujasite (O’Keeffe form of the Schläfli cluster) reproduced from Fig. 1c of Treacy et al. [151].
(further adjustable by changing objective lens excitation) with acceptable convergence angles between 0.25 and 1 mrad. Poor electron statistics in this alternative arrangement prove an issue with the large probes and indirect detection through the fluorescent screen and CCD, addressable by longer counting times which demand better mechanical stability and higher emission stability. Both short- and long-term emission stability are, in fact, recognized problems encountered with cold field emitters, such as used in the HB603. The residual current intercepted by the (now redundant) VOA can, however, be easily used to monitor variations in the emission current continuously and so correct measured \( I(Q, \kappa) \) data. Because fluctuation microscopy is effectively a high-resolution technique, the usual formation of an (also amorphous) hydrocarbon contamination layer under the intense electron probe is a serious problem that seriously affects measured correlations. The UHV STEM, which itself introduces almost no contamination, is certainly a better instrument from this standpoint than a non-UHV TEM/STEM instrument for the nanodiffraction configuration and probably also better than a conventional TEM in hollow-cone illumination mode. A plasma cleaner is installed on our HB603 to remove any incidental contamination brought in with the specimen. Because fluctuation microscopy is still essentially a high-resolution microscopy technique we cannot average over large areas to minimize the electron beam exposure during analysis, as we can in EFED. Hence, it is certain that the atom arrangements continue to change significantly during image recording, and we can expect that the data may be seriously flawed. The nanodiffraction configuration in STEM has the advantage of making much more efficient use of diffracted electrons than do the dark-field TEM or ADF STEM geometries, which means that data acquisition times are shorter, with a corresponding reduction in ionizing radiation load to specimens, like \( \text{SiO}_2 \), sensitive to radiolytic displacements. Of large potential interest to us is the comparison of EFED measurements of the first diffraction peak with the fluctuation microscopy assessment of intermediate-range structure.

5.2 Further MD Simulation of SiC Amorphization

It has been shown in our previous study described in §4 that chemical disorder plays an important role in SiC amorphization, and the thermophysical behavior of \( \beta \)-SiC crystal changes gradually from crystalline behavior to glass-like behavior as the initial chemical disorder ratio \( \chi \) increases. Our further study is focused on how chemical disorder and topological disorder change within and above the transition range. MD annealing of SiC structures with various imposed chemical disorder ratios is conducted at different temperatures around their transition ranges. These annealed structures are then cooled down to room temperature and analyzed.

5.2.1 Ab-initio MD Modeling of Silicon Carbide Structure

5.2.1.1 Shortcomings of topological modeling. One problem of using the topological modeling approach to study a-SiC structures is that many Si sites are not tetrahedral. Our MD study using Tersoff 1989 and 1994 SiC potentials shows that there are only about 30% 4-coordinated Si sites in a-SiC. Even with the 1990 Tersoff potential, there are still over 20% Si sites that are either 3- or 5-coordinated. Earlier \( ab \)
initio MD (AIMD) simulations [114] also suggest that there are less than 70% 4-fold Si sites in a-SiC. Despite the great variation in numbers for the different approaches, it is clear that a significant portion of Si sites are not in tetrahedral configurations. While 5-fold Si is hard to model with our regular topological modeling method, 3-fold Si has quite different geometry (not triangular like [BO$_3$] polytopes) and is not simply an under-connected 4-fold Si atom. Therefore, topological modeling based on Si/C-tetrahedral building blocks alone is not completely suitable for study of a-SiC local structures without additional polytopic modifications.

5.2.1.2 Shortcomings of MD simulation. MD studies of SiC cascades have now been conducted by several groups. One of the most crucial parameters for MD simulation is interatomic potential. It has been shown that any of the Tersoff empirical potential variants is more appropriate for SiC modeling than are the Pearson [121] or modified EAM[122] potentials, and recent SiC simulations have mostly used the Tersoff potential forms. However, the Tersoff potential comes in several versions, which produce many contradictory results, most notable significantly different local topologies. For example, an almost topologically perfect structure can be obtained from embedded a-SiC with the 1990 Tersoff potential, whereas such perfect structure is nearly impossible to obtain with other Tersoff potentials, due to a large fraction of non-tetrahedral Si sites that impede the retention of topologically perfect structures.

As found in the case of MD study of boron glasses, as well as of a-SiC in this study, it is very difficult to use MD simulation techniques using empirical potentials to model structures with species that frequently change their configurations. Compared to earlier AIMD study of a-SiC [114], MD simulation with any version of Tersoff empirical potentials yields significant differences in C/Si local configurations. For example, our MD simulations of a-SiC with the various Tersoff potentials [117] generated 26% (1989), 80% (1990), and 33% (1994) tetrahedral Si sites, whereas AIMD gives 65-70% tetrahedral Si sites [114]. In addition, Si-Si pair radial distribution functions and homonuclear bond ratios differ in empirical-potential (classic) MD and AIMD simulations. Discrepancies in the formation enthalpies and stability of various defect configurations (antisites, interstitials) are also seen [111]. Obviously, these differences have the potential to lead to conflicting conclusions, as shown in our recent study. As a result, many details about a-SiC remain unconfirmed and will profit from AIMD analysis.

5.2.1.3 Ab-initio molecular dynamics (AIMD) simulation. The biggest problem with AIMD is its size limitation. Instead of the thousands or even millions of atoms required in knock-on cascade simulations, AIMD simulations usually number at most only hundreds of atoms. In our topological studies, however, simulation size is seen as less significant than the accurate description of Si and C local structures. A previous study of silicate systems [48] suggests that the size influence on topology can be neglected once the system size is much larger than the largest primitive rings in the system. The largest primitive ring in the classic MD-simulated a-SiC is about a 10-ring, which translates to a minimal diameter of about 1 nm, or 100 atoms. Furthermore, the SiC system should be less influenced by size than silicate systems, because its bonding is more covalent and does not require a calculation of long-range Coulombic interactions.
Thanks to the rapid development of computer hardware and open source codes, running AIMD with hundreds of atoms can nowadays be achieved within a reasonable cost budget. The AIMD codes are free for academic research, the Linux operating system is free, and the appropriate parallel software package, Beowulf, is free also. We have assembled a small Beowulf cluster with thirty-one 2.1-GHz AMD Athlon processors. Although the first AIMD simulation of a-SiC was carried out nearly a decade ago, current advances in the technique allow us to revisit this approach with far greater capability now. In addition, in order to perform various detailed structural and topological analyses and to study the structure variation under various forming conditions, e.g. different cooling procedures and/or different initial configurations, etc., we find we need the sort of accurate raw data provided by AIMD. Our further AIMD study of a-SiC may in turn help classic empirical-potential MD to refine its SiC potentials and validate its simulation results.

Earlier AIMD simulations [114] show that there may exist segregated graphitic regions in a-SiC assemblies [113]. The result is somewhat surprising considering that the simulation systems were very small, containing only 54-64 atoms, and were instantly quenched to 300 K from 4000 K with differing initial configurations. Nonetheless, electron paramagnetic resonance experiments [135] from the same time show evidence for \(sp^2\) carbon in a-SiC that supports the existence of graphitic regions. We believe this is a very interesting result and worthy of further investigation. A much larger-scaled AIMD simulation of a-SiC would definitely help to understand the formation and stability of a-SiC and validate this speculation. It is possible that a uniform a-SiC system may not be stable after all and might consist of many nanometer-sized or even sub-nanometer topologically segregated regions. However, such a study is impossible with classic MD, because its potential models cannot switch readily between different bonding configurations, for example between \(sp^2\) and \(sp^3\) carbons.

Another major discrepancy between classic MD and AIMD results lies in the assessment of chemical ordering. While one AIMD result [114] claimed that no chemical ordering exists in SiC, i.e. the ratio \(\chi\) of homonuclear to heteronuclear bond ratio \(\chi\) is near 1.0, our classic MD simulations using Tersoff potentials suggest a strong chemical ordering, with \(\chi\) between 0.3 and 0.6 [117,124]. Although it has been suggested [113] that the explanation for the discrepancy resides in the above-mentioned graphitic segregation, a detailed analysis of a large-scale AIMD-derived a-SiC should serve to test this suggestion and perhaps confirm the classic MD results.

5.3 MD Simulation of Silicon Nitride Amorphization

Silicon nitride (Si₃N₄) is a ceramic material of great interest due to its high melting temperature, high resistance to thermal shock, and superior mechanical properties, which explain its application in engine components and cutting tools. It has also been used in microelectronic devices as a gate dielectric and as a charge storage medium, owing to its high dielectric constant and large electronic band gap. Silicon nitride thin films are prepared by several processes: sputtering, chemical vapor deposition, and glow-discharge decomposition, which may leave the deposit in a nanocrystalline or amorphous state. As electronic device become thinner, high quality films
are required; understanding the microstructure and amorphizability of silicon nitride is therefore essential to the control of film deposition.

Silicon nitride has also been shown to be highly resistant to irradiation-induced amorphization. Amorphization in ion-implanted crystals occurs at deposited energy densities $\sim 60$ eV/atom (0.9 dpa) [64], Table 1, but careful experiments with high energy ions, for which the displacement peak and ion stopping zone can be distinguishably separated, suggest that silicon nitride may not amorphize at all from displacements alone, in the absence of a chemical effect of the implanted ion [134].

5.3.1 Topology of $\text{Si}_3\text{N}_4$

Crystalline silicon nitride comes in two polymorphic forms, $\alpha$ and $\beta$, which are topologically distinct. Both comprise vertex-sharing [$\text{SiN}_4$] tetrahedra connected three to a vertex; hence, $\text{Si}_3\text{N}_4$ is intermediate between $\text{SiO}_2$ and $\text{SiC}$ in connectivity as a vertex-sharing network. Its calculated structural freedom $f = -1.5$ indeed lies between that of $\text{SiO}_2$ ($f = 0$) and $\text{SiC}$ ($f = -3$ without admitting the possibility of antisite disorder). What distinguishes $\text{Si}_3\text{N}_4$ from $\text{SiC}$ is that, while $\text{Si-Si}$ and $\text{N-N}$ covalent bonds are stable, the $\text{SiN}$ and $\text{NSi}$ antisite configurations are not particularly stable. $\text{Si}_3\text{N}_4$ therefore resembles $\text{SiO}_2$ in its amorphization behavior but with considerably more constraints applicable. $\text{Si}_3\text{N}_4$ can partially decompose with formation of $\text{N}_2$ (the reverse of nitridation of silicon in $\text{N}_2$ environments to synthesize $\text{Si}_3\text{N}_4$), as apparently can $\text{SiO}_2$-based networks [136], but such reactions are in principle reversible and subject to back reactions, hence to kinetic controls that may be unavailable to stochastic topological amorphization routes.

With [$\text{SiN}_4$] tetrahedra kept intact, the simpler of the two silicon nitride polymorphs, $\beta$-$\text{Si}_3\text{N}_4$, has a single set of tetrahedron assembly rules and a simple local cluster of 27 tetrahedra comprising 3 3-rings, 8 4-rings and 20 6-rings [44]. The $\alpha$-form is topologically much more complex, with two inequivalent tetrahedron sites, correspondingly more complex assembly rules, and two local clusters of 29 and 40 tetrahedra respectively, comprising different numbers of 3-, 4-, 5-, 6- and 7 rings and dominated by 5-rings. In our modeling studies (proposed below) and experimental studies (outlined above) we will begin with the simpler $\beta$-$\text{Si}_3\text{N}_4$ structure, with an awareness that an alternative crystalline arrangement with broader ring size distribution is also stable when evaluating the topology of amorphized assemblies.

Our previous attempts to model amorphized $\beta$-$\text{Si}_3\text{N}_4$ using assembly-rule modifications [44] or tetrahedral bond-breaking and reassembly [105] yielded credibly amorphized structures ($\text{Si}_3\text{N}_4$-like local clusters) but with substantially more underconnection (37%) than unoptimized a-silica models (27%) and unrealistically high densities (3.42-3.65 instead of the $3.19 \times 10^3$ kg/m$^3$ for crystalline $\beta$-$\text{Si}_3\text{N}_4$). Such assemblies are ripe for MD-optimization, as described in §3 for silica, coupled perhaps with global match reconstruction to minimize pre-optimization underconnection.

5.3.2 Potentials for Silicon Nitride

There are few empirical potential models for silicon nitride. Umesaki et al. [137] developed a model based on a two-body interaction consisting of a Coulombic and a repulsive term. Vashishta and co-workers [138-140] developed an empirical model that
includes two- and three-body interactions. The latter potential has been tested by comparing structural properties from MD simulations with experimental data, and has been used to study fracture of Si$_3$N$_4$ and Si/Si$_3$N$_4$ interfaces. However, both potential models undergo poor transferability. For example, the interface simulation used eight components to represent the Si and N species that experience different environments across the interface, along with a Stillinger-Weber potential to model the Si bulk. Consequently, MD simulations of silicon nitride with varying N contents are close to impractical. Mota et al. [141] developed a model based on Tersoff potential and claimed to be able to extend to a wide range of excess N contents. Collaborating with Dr. Shigenobu Ogata, a visiting scientist from Osaka University in Professor Sidney Yip’s MIT group, we are using the Vashishta et al. and Mota et al. potential models in our MD refinement of silicon nitride and are seeking to validate them from the results of our topological analysis.

5.3.3 Topological Analysis of MD-Refined Silicon Nitride

MD simulations of Si$_3$N$_4$ with up to several million atoms have been performed by Vashishta and his group [138-140] using massively parallel computational platforms. While mainly focused on the fracture and Si/Si$_3$N$_4$ interface simulations, they also demonstrated formation of amorphous Si$_3$N$_4$. They have offered us coordinates for their a-Si$_3$N$_4$, from which we are attempting to deduce the local topologies using our ring search algorithms. We are also calculating the position of the first sharp electron diffraction peak for their assembly for comparison to experimental measurements of ion-amorphized Si$_3$N$_4$ (for which the chemical influence of the implanted ion appears necessary).

We are in addition conducting our own MD simulations of silicon nitride, using as starting positions topological models derived from local rules modifications (as in [44]); from tetrahedron separation, reorientation and rules-based reassembly (as in [105]); and from global match reconstructions (as done for SiO$_2$ [84]). Because the initial topological modeling reconstructs so much of the assembly beforehand, the MD can be done quite economically, with modest computational platforms and without resort to massively parallel approaches.

We will additionally assess the effect of varying nitrogen content, evaluating compositions SiN$_x$ (x = 0-1.6) to explore the consequences of N$_2$ loss or Si precipitation during irradiation or deposition. The influence of N content, topological disorder, and (possibly) chemical disorder, on density will likewise be explored. These MD simulations will be performed using various initial configurations, including random and crystalline, different equilibration temperatures, and gradual heating for thermophysical analysis as done for SiC.

Topological analysis of atomic coordination number, network ring size distribution, local cluster configurations, chemical disorder, homonuclear bond distribution, total correlation function, and first diffraction peak for all resulting arrangements is being carried out on all these simulations. Lastly, the effect of N content on amorphizability of silicon nitride in being investigated from both topological and chemical disorder points of view.
5.3.4 Modeling Aluminum Nitride Amorphization

As an intriguing corollary to the proposed silicon nitride study and our prior exploration of SiC, amorphization of a nitride with the same stoichiometry and crystal structure as silicon carbide, but without its antisite disorder facility, is being investigated. Aluminum nitride (AlN) has the hexagonal wurtzite structure of α-SiC, with each Al or N atom tetrahedrally coordinated by four atoms of the opposite species. Growth of AlN crystal has been difficult because of the decomposition of the material at temperatures approaching the melting point, and there are few simulations of AlN structure, except for some *ab initio* lattice dynamics simulations [142]. Currently, there is no suitable empirical potentials for the AlN structure, which makes MD modeling of AlN a difficult task. It is, however, possible to use *ab initio* molecular dynamics to simulate the AlN structure.

5.4 Structural Simulations of Amorphous Silica

Despite our extensive topological and MD modeling of silica, described in §3, and the experimental diffraction work proposed in §5.1.1, there still remain several silica modeling projects we are intent on completing. These concern paracrystallinity, ring enumerations, and a classic density anomaly.

5.4.1 Paracrystallinity in Amorphous Silicas

The question of whether amorphous silica (a-SiO$_2$) is a continuous random network (CRN [143]) or a paracrystalline assemblage (PC [144-146]) has been debated for decades and is still not settled. However, with the help of topological analysis, particularly the local primitive ring cluster (LRC) concept proposed by Marians and Hobbs [83], we are attempting to resolve the issue by carefully designed simulations.

One of the difficulties in distinguishing between CRN and PC arrangements is the scale of paracrystalline units. While the Si-tetrahedron [SiO$_4$] is the basic unit for a-SiO$_2$ and all compact crystalline silica polymorphs but stishovite, the Si-centered LRC is the smallest topological unit to differentiate crystalline from amorphous silica structures. We have repeatedly [45,83,85] pointed out that LRC is the topological equivalent of a unit cell. As examples, the Si-centered LRC in cristobalite comprises twelve 6-rings and involves 87 atoms, in quartz six 6-rings and 40 8-rings and involves a total of 189 atoms, and in coesite a wide range of ring sizes from 4-rings to 12-rings over two non-equivalent Si sites involving 225 and 243 atoms.

Our investigation implements an earlier suggestion by Marians [147] that vitreous silica could be thought of as cristobalite-like 6-ring local cluster regions embedded in a glue of quartz-like 8-ring connective material. In the simulations, we engineer a series of structures with various numbers, sizes and kinds of these LRCs distributed throughout an amorphous matrix (for example, the fairly random 5000-K configuration in Fig. 11c); relax the assemblies under various conditions; and compute their total correlation functions, first sharp diffraction peaks, and fluctuation microscopy signatures. These latter three correlative functions, thus obtained for various LRC distributions, are...
compared to experimental values in order to validate either CRN or PC predictions. We then compare the same diagnostics obtained for the cristobalite-like, quartz-like and 5000-K random MD-equilibrated amorphous silica structures discussed in §3.2.2 and illustrated in Fig. 11.

5.4.2 Ring-Circuit Enumeration in Local Ring Clusters

Different local ring enumeration schemes (e.g. [148-151]) have been proposed beside that introduced by Marians and Hobbs [83], and we consider it important to establish their equivalence. For example, a disparity we found [85] with the Goetzke and Klein [149] primitive ring accounting is actually attributable (Goetzke, private communication, 2001) to their choice to exclude translationally equivalent or symmetry-equivalent rings; we prefer to include all primitive rings, whether crystallographically equivalent or not in crystalline polymorphic forms, because of our primary focus on aperiodic structures.

Recently, Treacy et al. [150-151] proposed an altogether different approach to local ring enumeration in network structures that groups rings according to pairs of atom neighbors for each atom. For example, the Si atom in quartz is four-coordinated and has six pairs of neighbors, which leads to a ring complement given by the expression (employing circuit symbols) \(6: 6: 6; 6: 8: 8,\) where \(6\) means there are two 6-rings that go through the center Si and a certain pair of its neighbors. The rings (or circuits) examined in this approach, termed fundamental circuits by Treacy et al., are just the primitive rings defined by Marians and Hobbs [83]: circuits for which there is no shorter path between any two atoms on the ring (circuit) than the path that lies on the ring (circuit).

The approach appears to encounter problems in application to more complex amorphous structures, however, despite its success with simple crystal structures. This is because the way Treacy et al. group circuits does not comply with the circuit definition. As argued by Guttmann [148], there may be no fundamental circuit involving a certain pair of neighbors of a central atom, or there may be more than one fundamental circuit for a certain pair of neighbors of a central atom. While it is possible to extend the Treacy et al. expressions, such as NC:NC:6;6;6;6;8;8, where two pairs have no fundamental circuits (NC) and one pair has five such circuits with various sizes, we do not see much advantage to using this description in preference to the simpler ring distribution with respect to ring size as 6;8;20;40. Therefore, we plan to continue to employ our own LRC enumeration scheme.

We have used NC for no fundamental circuit instead of symbol \(\infty\) as suggested by Treacy et al. because use of symbol \(\infty\) could be misleading, as it suggests an “open” circuit with no ring for that pair. In fact, we note that there are two possibilities for no fundamental circuit: 1) pairs that do have Wells-type [152] circuits but just do not have O’Keeffe-type [153] fundamental circuits; 2) pairs that do not have any type of circuit up to a quite large size \(K\) (open circuit).

Treacy et al. also claim to have discovered a much simpler algorithm for searching for fundamental circuits. Their algorithm is also problematic. We take as an example the 12-ring in Fig. 29 (their Fig. 1c in ref. [151]). Clearly, the 12-ring is a fundamental circuit (primitive ring). We list below the breadth-first search using p and q...
values (the numbers of the coordination shell around a chosen central vertex) centered on vertices 1 and 2 for the 12-ring:

<table>
<thead>
<tr>
<th>Vertex of 12-ring</th>
<th>1</th>
<th>2</th>
<th>23</th>
<th>22</th>
<th>21</th>
<th>20</th>
<th>19</th>
<th>18</th>
<th>17</th>
<th>16</th>
<th>15</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>p-value on atom 1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>q-value on atom 2</td>
<td>—</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>4</td>
</tr>
</tbody>
</table>

Here vertex 19 is the aponode, the furthest vertex on the circuit from the central vertex. The q-value of vertex 3 is shortcut by path 2-10-4-6-3. As described in the “additional test of step 6” in Treacy et al. [151], for early vertices before the aponode, \( p = q + 1 \), which is true. However, for the later vertices after aponode 19, the test fails for \( p + q = p_a + q_a \), where \( p_a + q_a \) are the values at the aponode. Therefore, the test incorrectly regards the 12-ring as a non-fundamental circuit.

As a consequence, the Si-centered LRC in quartz calculated using this algorithm is incorrect. It has been definitively established in several studies [83,85,112] that the LRC in quartz comprises six 6-rings and 40 8-rings. However, the Treacy et al. study claims that Si in quartz has the ring sequence 6:6:6;6:8:7:8 with weight of 63, which means they find six 6-rings and only 14 8-rings; 26 8-rings are missed by this algorithm. Furthermore, their concept of “circuit flux” (the number of circuits that pass through each vertex) proves inadequate; it fails at least when there is a shortcut from the center vertex to one of the vertices on the circuits, e.g., the 4-1-5 pair in Fig. 29.

We nevertheless continue to investigate alternative ring enumeration schemes in well-connected networks to test against the robustness of those algorithms we have already developed.

5.4.3 MD Simulation of the Silica Anomaly using a Topological Approach

It is well known that fast-cooled silica has a higher density than slowly cooled silica, an observation known as the silica anomaly. This phenomenon has been successfully reproduced in MD simulation of silica structures [91]. However, less has been done to examine the phenomenon in greater detail. In our MD simulation study, we cool down a silica melt to room temperature with various cooling rates, choose several instantaneous structures at various temperatures, particularly around the transition range and anomaly points, instantly quench them to zero temperature, and then study their structures with analysis of CN, LRC, and other topological parameters. We find that changes in local structure (atom coordination) as well as intermediate-range structure (ring configurations) play an important role. Our current experiments are helping to understand this phenomenon on a microscopic scale.

Our presumption is that the silica anomaly is caused by the transition of Si from a higher coordination (5-fold, 6-fold) at high temperature to four-coordination at low temperature. If this assumption holds true, we should expect the CN transition to parallel the density anomaly. By this reasoning, Si atoms in alkali silicates should always be 4-coordinated, even in the melt, because these compounds do not exhibit the silica anomaly. In the course of carrying out the MD simulations, we are exploring modifications to the BKS potential we use in an attempt to improve the Si-Si interaction term.
5.5 Topological-MD Modeling of Irradiation Amorphized Silicon

Silicon is a major component in semiconductor devices for electronic communications and control systems and in microelectromechanical device systems (MEMS) used in chemical sensing and electrical and mechanical control. These devices find widespread use in applications (space, military and defence, nuclear reactors, nuclear waste monitoring) with the potential for significant radiation exposure [1]. “Radiation hardening” is an approach traditionally used in the design of electronics for satellite systems, and typically involves protection against spurious generation of charge carriers in ionizing irradiation fields; but in MEMS applications, small changes in mechanical properties such as dimension and elasticity can degrade device performance, and it is less clear how to protect such devices from mechanical degradation in irradiation fields. The primary irradiation events in the latter case are single displacements (proton and electron irradiation fields) and more extension collision cascade events in the case of neutron flux or high energy ions.

The nature and structure of the resulting damage (point defect, defect clusters and extended defects, amorphous zones) is important to understand in predicting the mechanical response, particularly for small irradiation fluences below those at which responses can be measured experimentally by even sensitive conventional techniques such as triple-crystal X-ray diffraction [M. Treska and L. W. Hobbs, to be published] and acoustic spectroscopy [154; H.-Z. Wu, L. W. Hobbs and G. A. D. Briggs, to be published]. Silicon has long been known to amorphize under selected ion implantation conditions, depending on temperature and ion flux, mass and energy. The collision cascades responsible have been variously modeled in MD simulations of up to 1 million atoms [155-158], from which it has been concluded that 5 keV ions at least as light as Ar could leave behind amorphous regions large enough to be stable up to 400-500 K. Neutron irradiation of Si (Si self-ion PKAs) has been observed to produce amorphous regions at 300 K [159]. The most recent MD model [158], using the environmentally-dependent potential (EDIP) [50], has demonstrated that silicon likely amorphizes through growth of such locally amorphous zones.

5.5.1 Topological-MD Simulation of Amorphous Zones in Silicon

Apart from the studies of Treacy, Voyles, Gibson et al. discussed in §5.4.2, there has been little topological modeling of the amorphous state of silicon, and none applied to radiation-induced amorphization. Treacy et al. [150] applied our concept of the local cluster to coordinates from six computer models (four continuous random network models, two paracrystalline assemblies) of a-Si and have presented ring statistics and a limited local cluster analysis for each. With respect to radiation-induced amorphization, the density of metamict silicon has been estimated at –1.7% below that of crystalline Si [160], while a percolation rigidity transition has been predicted at a bond-rupture density corresponding to an average Si coordination \(<CN> = 2.4 [161]\). We are investigating more fully the topology of amorphized silicon analogously to the manner described in
%§§3 and 4 for SiO\textsubscript{2} and SiC. Using several different topological generation algorithms, we apply the EDIP to optimize the topologically-generated assemblies using MD.

As noted in §2.2.2, the diamond structure of crystalline silicon shares the same topology as cristobalite SiO\textsubscript{2} and the same structural freedom $f \sim 0$. This fact provides a potentially intriguing way to simulate a-Si: we amorphize an ideal $\beta$-cristobalite model, as outlined in §3 using $\beta$-cristobalite re-assembly rules to favor 180° Si-O-Si inter-tetrahedral angles, then remove the oxygen atoms which sit at the Si-Si bond midpoints. The result is an amorphous Si model, like our cristobalite-like a-SiO\textsubscript{2} dominated by 6-rings, whose atom positions and topologies can be refined by subsequent MD. The global-match algorithm can likewise be applied to a disordered Si atom assembly. Both models are equilibrated using MD methods, as we have done for amorphized SiO\textsubscript{2}, and compared in their topologies with each other and with other a-Si models and previous MD-cascade results.

Previous MD cascade simulations have been based mainly on Stillinger-Weber [162] and Tersoff [163] potentials. The Stillinger-Weber potential heavily penalizes coordinations other than tetrahedral, while the Tersoff potential generates an overly high melting point of 2400 K. The former could contribute to over-recrystallization of disordered Si, the latter to resistance to local melting. The environmentally-dependent interatomic potential for Si [50] provides a more realistic melting point (1550 K; the experimental value is 1685 K), and its functional form contains coordination dependence, making it a good candidate for use in collision cascade reconstructions in which local melting and sudden quenching into disordered states play important roles.
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