Modeling convection in solidification processes using stabilized finite element techniques
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SUMMARY

Solidification of dendritic alloys is modeled using stabilized finite element techniques to study convection and macrosegregation driven by buoyancy and shrinkage. The adopted governing macroscopic conservation equations of momentum, energy and species transport are derived from their microscopic counterparts using the volume-averaging method. A single domain model is considered with a fixed numerical grid and without boundary conditions applied explicitly on the freezing front. The mushy zone is modeled here as a porous medium with either an isotropic or an anisotropic permeability. The stabilized finite-element scheme, previously developed by authors for modeling flows with phase change, is extended here to include effects of shrinkage, density changes and anisotropic permeability during solidification. The fluid flow scheme developed includes SUPG (streamline-upwind/Petrov-Galerkin), PSPG (pressure stabilizing/Petrov-Galerkin), DSPG (Darcy stabilizing/Petrov-Galerkin) and other stabilizing terms arising from changes in density in the mushy zone. For the energy and species equations a classical SUPG-based finite element method is employed with minor modifications. The developed algorithms are first tested for a reference problem involving solidification of Lead-Tin alloy where the mushy zone is characterized by an isotropic permeability. Convergence studies are performed to validate the simulation results. Solidification of the same alloy in the absence of shrinkage is studied to observe differences in macrosegregation. Vertical solidification of a Lead-Tin alloy, where the mushy zone is characterized by an anisotropic permeability, is then simulated. The main aim here is to study convection and demonstrate formation of freckles and channels due to macrosegregation. The ability of stabilized finite element methods to model a wide variety of solidification problems with varying underlying phenomena in two- and three-dimensions is demonstrated through these examples. Copyright © 2005 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Solidification of alloys invariably results in the formation of a two-phase mushy zone. This zone, where solid and liquid phases coexist, plays an important role in determining the final properties of a cast alloy. Most solidifying alloys are accompanied by macrosegregation, i.e. large scale non-uniformity of local solute composition. Macrosegregation leads to a wide variation of properties in the final cast structure and is therefore a leading cause of defects in alloys. Inter-dendritic melt flow caused by thermal and solutal buoyancy forces and shrinkage in the mushy zone, which arises because of density differences between the solid and liquid phases, is one of the leading causes of macrosegregation. Shrinkage in the solidifying alloy caused by this volume change results in the casting being pulled away from the mold wall and induces defects such as hot tears and porosity. Single domain continuum models have been used extensively [1]-[3] to simulate solidification of binary alloys. Xu and Li in [4, 5] were the first to use a continuum model to simulate solidification of an alloy incorporating the effects of density changes. In their simulations, the mushy zone was characterized by an isotropic permeability. One of their primary observations was that a large pressure gradient is required in the mushy zone so that feed liquid can compensate for volume changes occurring during solidification. Shrinkage induced flows were found to dominate in regions at or near the solidus temperature. Heinrich and co-workers in [6]-[9] have modeled solidification of Lead-Tin alloys where the mushy zone is characterized by an anisotropic permeability. In [8], Heinrich et al. used finite element methods to model flow driven by density changes during phase change. They discretized the governing equation for fluid flow using the penalty formulation along with the classical SUPG method. Incropera and Krane in [10] analyzed the effect of shrinkage on macrosegregation during the solidification of a Lead-Tin alloy. They employed a continuum model based on the mixture theory for their analysis and used finite difference methods to solve the governing transport equations.

Over the past few years finite element methods have been increasingly used for modeling complex alloy solidification problems that were previously tackled by finite difference and finite volume solution methodologies. Stabilized finite element methods, characterized by their superior convergence rates, have gained greater acceptability in recent years due to vast improvements in computational power and capability. In [11], the authors had proposed a stabilized finite element method for analyzing flow in porous media and binary alloy solidification problems where convection was dominant. The mushy zone was characterized by an isotropic permeability for all two-dimensional examples considered in [11]. Building up on our earlier work, we extend the stabilized finite element method to model solidification of alloys where both buoyancy and shrinkage driven flows exist and where permeability of the mushy zone can be either isotropic or anisotropic. The developed methodology is general in nature and is applicable for a wide range of problems. Stabilized finite element methods have matured over the past few years and their ability in modeling a wide class of solidification problems with diverse underlying phenomena in both two- and three-dimensions is demonstrated in this work through various numerical examples.

The organization of the paper is as follows. In Section 2, the mathematical model, used for simulating solidification of alloys with different but constant phase densities, is presented. This model is derived from microscopic conservation equations and the details of the derivation process are not repeated here. The reader is referred to [12]-[14] for more details. To complete the model, closure relationships, like those derived from thermodynamic relations for phase
### NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>assembly over elements</td>
</tr>
<tr>
<td>C</td>
<td>solute concentration</td>
</tr>
<tr>
<td>c</td>
<td>specific heat</td>
</tr>
<tr>
<td>D</td>
<td>mass diffusivity</td>
</tr>
<tr>
<td>d</td>
<td>dendrite arm spacing</td>
</tr>
<tr>
<td>e</td>
<td>direction cosines</td>
</tr>
<tr>
<td>f</td>
<td>liquid mass fraction</td>
</tr>
<tr>
<td>G</td>
<td>vertical thermal gradient</td>
</tr>
<tr>
<td>g</td>
<td>gravity</td>
</tr>
<tr>
<td>h</td>
<td>enthalpy, convection</td>
</tr>
<tr>
<td>K</td>
<td>permeability</td>
</tr>
<tr>
<td>k</td>
<td>thermal conductivity</td>
</tr>
<tr>
<td>m</td>
<td>slope of phase diagram lines</td>
</tr>
<tr>
<td>p</td>
<td>pressure</td>
</tr>
<tr>
<td>τ</td>
<td>cooling rate</td>
</tr>
<tr>
<td>Re</td>
<td>Reynolds number</td>
</tr>
<tr>
<td>t</td>
<td>time</td>
</tr>
<tr>
<td>T</td>
<td>temperature</td>
</tr>
<tr>
<td>v</td>
<td>velocity vector</td>
</tr>
<tr>
<td>W, V</td>
<td>function spaces</td>
</tr>
<tr>
<td></td>
<td>velocity magnitude</td>
</tr>
<tr>
<td>x</td>
<td>position vector</td>
</tr>
<tr>
<td>x</td>
<td>x coordinate</td>
</tr>
<tr>
<td>y</td>
<td>y coordinate</td>
</tr>
<tr>
<td>z</td>
<td>z coordinate</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>μ</td>
<td>fluid viscosity</td>
</tr>
<tr>
<td>ν</td>
<td>kinematic viscosity</td>
</tr>
<tr>
<td>ρ</td>
<td>density</td>
</tr>
<tr>
<td>Ω</td>
<td>problem domain</td>
</tr>
<tr>
<td>τ</td>
<td>stabilizing parameters</td>
</tr>
<tr>
<td>ζ</td>
<td>viscous stabilizing term</td>
</tr>
</tbody>
</table>

#### Subscripts

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>amb</td>
<td>ambient</td>
</tr>
<tr>
<td>C</td>
<td>solutal</td>
</tr>
<tr>
<td>conv</td>
<td>convection</td>
</tr>
<tr>
<td>eut</td>
<td>eutectic</td>
</tr>
<tr>
<td>f</td>
<td>fusion</td>
</tr>
<tr>
<td>g</td>
<td>gravity</td>
</tr>
<tr>
<td>i</td>
<td>initial</td>
</tr>
<tr>
<td>l</td>
<td>liquid</td>
</tr>
<tr>
<td>liq</td>
<td>liquidus</td>
</tr>
<tr>
<td>l0</td>
<td>liquid reference</td>
</tr>
<tr>
<td>m</td>
<td>melting</td>
</tr>
<tr>
<td>max</td>
<td>maximum</td>
</tr>
<tr>
<td>min</td>
<td>minimum</td>
</tr>
<tr>
<td>n, n+1</td>
<td>time step index</td>
</tr>
<tr>
<td>0</td>
<td>reference/initial</td>
</tr>
<tr>
<td>its</td>
<td>solid</td>
</tr>
<tr>
<td>sol</td>
<td>solidus</td>
</tr>
<tr>
<td>T</td>
<td>thermal</td>
</tr>
<tr>
<td>tol</td>
<td>tolerance</td>
</tr>
</tbody>
</table>

#### Greek symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>thermal diffusivity</td>
</tr>
<tr>
<td>β</td>
<td>coefficient of expansion</td>
</tr>
<tr>
<td>Δₜ</td>
<td>change in volume</td>
</tr>
<tr>
<td>δ</td>
<td>advection stabilizing term</td>
</tr>
<tr>
<td>ε</td>
<td>liquid volume fraction</td>
</tr>
<tr>
<td>η</td>
<td>pressure stabilizing term</td>
</tr>
<tr>
<td>γ</td>
<td>Darcy stabilizing term</td>
</tr>
<tr>
<td>κₚ</td>
<td>partition coefficient</td>
</tr>
</tbody>
</table>

#### Superscripts

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>e</td>
<td>element domain</td>
</tr>
<tr>
<td>h</td>
<td>finite element</td>
</tr>
<tr>
<td>j, j+1</td>
<td>iteration index</td>
</tr>
<tr>
<td>nₑₜ</td>
<td>number of elements</td>
</tr>
<tr>
<td>T</td>
<td>transpose</td>
</tr>
</tbody>
</table>
change, are used. A detailed description of these relationships is given in Section 2. In Section 3, the stabilized finite element formulation for the fluid flow problem is presented along with a brief discussion of various stabilizing terms. In addition to those present in the model developed in [11], extra stabilizing terms, arising from density changes in the mushy zone, are described here. Discretization of energy and species equations is briefly described in Section 4, which is followed by a brief description of the overall solution algorithm and solution techniques in 5. Numerical examples to validate this method are discussed in Section 6. Solidification of a Lead-Tin alloy under the influence of convection driven by buoyancy and shrinkage is modeled first. The results obtained are compared with those given in [10]. Convergence studies are also performed by refining the finite element mesh. The developing mushy zone is assumed to be a porous medium of isotropic permeability. The problem is then repeated after assuming equal phase densities, which eliminates the effect of shrinkage. Differences in macrosegregation are observed for both cases, and this highlights differences in the underlying phenomenon. Vertical solidification of a Lead-Tin alloy, where the mushy zone is characterized by an anisotropic permeability, is considered next. In this example, the development of channels and freckles is observed. Macrosegregation in a solidifying alloy under the influence of convection is studied in all these examples. Convection is either driven by the combined influence of thermosolutal buoyancy and shrinkage or by thermosolutal buoyancy alone.

Box I: Governing equations for solidification of alloys with different phase densities

\[
\frac{\partial \rho(x,t)}{\partial t} + \nabla \cdot (\rho(x,t)v(x,t)) = 0, \quad x \in \Omega
\]  

\[
\frac{\partial (\rho(x,t)v(x,t))}{\partial t} + \nabla \cdot \left( \frac{\rho(x,t)v(x,t)v(x,t)}{f(x,t)} \right) = -\nabla p(x,t) + \frac{\rho(x,t)}{\rho_l} \nabla \varepsilon(x,t) 
\]

\[
+ \nabla \left[ \frac{\mu}{\rho_l} \left( \nabla (\rho(x,t)v(x,t)) + (\nabla (\rho(x,t)v(x,t)))^T \right) \right] - \frac{\epsilon \mu}{K(\epsilon)} \frac{\rho(x,t)}{\rho_l} v(x,t)
\]

\[
-\varepsilon(x,t)\rho_{l_0} g [\beta_T(T(x,t) - T_0) + \beta_s(C_l(x,t) - C_{l_0})] e_g, \quad x \in \Omega
\]  

\[
\frac{\partial (\rho(x,t)h(x,t))}{\partial t} + \nabla \cdot (\rho(x,t)v(x,t)h_l(x,t)) = \nabla \cdot [(\varepsilon(x,t)k_l + (1 - \varepsilon(x,t))k_s)\nabla T(x,t)], \quad x \in \Omega
\]  

\[
\frac{\partial (\rho(x,t)C_l(x,t))}{\partial t} + \nabla \cdot (\rho(x,t)v(x,t)C_l(x,t)) = \nabla \cdot (\rho(x,t)f(x,t)D_l\nabla C_l(x,t)), \quad x \in \Omega
\]  

Initial conditions:

\[ v(x,0) = 0, \quad h(x,0) = h_i, \quad C(x,0) = C_i, \quad \rho(x,0) = \rho_{l_0}, \quad \frac{\rho(x,0)}{\rho_l(x,0)} = 1.0 \quad x \in \Omega \]  

2. MATHEMATICAL MODEL FOR ALLOY SOLIDIFICATION

Governing transport equations for solidification of alloys are summarized in Box I. These are obtained by volume averaging the microscopic transport equations as described in [12]-[14]. We
Figure 1. The phase diagram for a binary alloy. Individual values are given in Table I.

assume that there are only two phases and no pore formation occurs. The liquid is assumed to be Newtonian, the flow laminar and the solid phase stationary. We also assume conservation of both mass and volume. $\epsilon$ denotes the liquid volume fraction and $f$ the liquid mass fraction. With the assumption of a linear lever-rule model, $f$ is calculated from the phase diagram. $\epsilon$ can then be calculated as $\epsilon = \rho f / \rho_l$. The mushy zone is modeled as a porous medium characterized by either an isotropic or anisotropic permeability. The former is given by the Kozeny-Carman relationship as follows:

$$K(\epsilon) = \frac{K_0 \epsilon^3}{(1-\epsilon)^2} \quad (6)$$

where $K_0$ is a permeability constant that depends on the morphology of the two-phase mushy region as $K_0 = d^2/180$, with $d$ denoting the secondary dendrite arm spacing. When the permeability is assumed to be anisotropic, it is expressed in principal growth directions by

$$K_x(\epsilon) = K_y(\epsilon) = \begin{cases} 
1.09 \times 10^{-3} \epsilon^{3.32} d^2 & \epsilon \leq 0.65 \\
4.04 \times 10^{-6} \left[ \epsilon / (1-\epsilon) \right]^{0.7436} d^2 & 0.65 < \epsilon \leq 0.75 \\
-6.49 \times 10^{-2} + 5.43 \times 10^{-2} \left[ \epsilon / (1-\epsilon) \right]^{0.25} d^2 & 0.75 < \epsilon < 1.0
\end{cases} \quad (7)$$

$$K_z(\epsilon) = \begin{cases} 
3.75 \times 10^{-4} \epsilon^2 d^2 & \epsilon \leq 0.65 \\
2.05 \times 10^{-7} \left[ \epsilon / (1-\epsilon) \right]^{0.739} d^2 & 0.65 < \epsilon \leq 0.75 \\
0.074 \left[ \log(1-\epsilon)^{-1} - 1.49 + 2(1-\epsilon) - 0.5(1-\epsilon)^2 \right] d^2 & 0.75 < \epsilon < 1.0
\end{cases} \quad (8)$$

Equations (7) and (8) express permeability in directions transverse and parallel to the dendrite growth, respectively. These relations are listed in [6]-[9] and have been obtained from experimental data through curve fit and regression analysis.

Closure relationships for variables like temperature, solute concentrations and mass fractions of individual phases are necessary to complete the description of the mathematical model. The closure relationships described in this section are similar to those given in [1, 2, 11]. With the assumption of thermal equilibrium of all phases in the averaging volume, we have $T_l = T_s = T$. 
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Enthalpies of the liquid and solid phases are given by,
\[ h_l = c_l T + h_{l0} \quad (9) \]
\[ h_s = c_s T \quad (10) \]
where \( h_{l0} \) is the reference enthalpy expressed as
\[ h_{l0} = (c_s - c_l)T_{eut} + h_f \quad (11) \]
and \( h_f \) is the enthalpy of fusion at the eutectic temperature \( T_{eut} \). Using Equations (9), (10) and (11), the mixture enthalpy is expressed in terms of temperature as:
\[ h = f h_l + (1 - f) h_s = f [(c_l - c_s)(T - T_{eut}) + h_f] + c_s T \quad (12) \]
We use the phase diagram, shown in Fig. 1, for our alloy solidification model with the partition coefficient, \( \kappa_p = m_{liq}/m_{sol} \) being a constant. \( m_{liq} \) and \( m_{sol} \) denote the slopes of liquidus and solidus lines, respectively. The local conservation of concentration in terms of the solid and liquid solute concentrations is expressed as
\[ C = f C_l + (1 - f) C_s \quad (13) \]
With the assumption of equilibrium, the solid concentration is related to the liquid concentration through the equilibrium partition ratio \( \kappa_p = C_s/C_l \). The liquid solute concentration, after neglecting under-cooling, is related to the temperature as:
\[ C_{liq} = \frac{T - T_m}{m_{liq}} \quad (14) \]
When the densities of the two phases are not equal, \( \rho_l \neq \rho_s \), the mixture density is expressed as
\[ \rho = \epsilon \rho_l + (1 - \epsilon) \rho_s \quad (15) \]
Assuming conservation of volume, we have \( \epsilon_l + \epsilon_s = 1 \). This yields
\[ \rho \left( \frac{f}{\rho_l} + \frac{1 - f}{\rho_s} \right) = 1 \quad (16) \]
Some relevant variables, required in update formulae for temperature \( T \), liquid solute concentration \( C_l \) and liquid volume fraction \( \epsilon \), are defined as follows:
\[ T_{liq} = T_m + m_{liq} C \quad (17) \]
\[ T_{sol} = \max\{T_m + \frac{m_{liq} C}{\kappa_p}, T_{eut}\} \quad (18) \]
\[ h_{liq} = c_l T_{liq} + h_{l0} \quad (19) \]
\[ h_{sol} = c_s T_{sol} \quad (20) \]
\[ h_e = f_{cut} h_f + c_s T_{cut} \quad (21) \]
With the assumption of conservation of mass and volume, the mixture density \( \rho \) can be calculated from the liquid mass fraction \( f \). The Lever rule is used to calculate the liquid mass fraction and is given by
\[ f = 1 - \frac{1}{1 - \kappa_p} \left( \frac{T - T_{liq}}{T - T_m} \right) \quad (22) \]
Update formulae for various thermodynamic variables are listed below:
• When \( h > h_{\text{liq}} \), the particular point is occupied by pure liquid, corresponding to region (1) in Fig. 1. The following holds: \( T = \frac{h-h_{\text{liq}}}{c_1 f} , f = 1, \epsilon = 1 \) and \( C_l = C \).

• When \( h_{c} < h \leq h_{\text{liq}} \), solidification has started but the liquid concentration has not reached the eutectic point, corresponding to region (2) in Fig. 1. In this region, the liquid mass fraction, \( f \), and temperature, \( T \), are solved iteratively using \( T = \frac{h-h_{\text{liq}}}{c_1 (1-f)c_2} \) and \( f = [1 - \frac{1}{1-k_c} (\frac{T-T_{\text{liq}}}{T_{\text{eut}}-T_{\text{liq}}})] \). Once \( T \) and \( f \) converge, \( C_l \) and \( \rho \) are calculated from Equations (14) and (16), respectively. The liquid volume fraction, \( \epsilon \), is calculated as \( \epsilon = \rho f / \rho_l \).

• When \( h_{\text{sol}} < h \leq h_c \), the melt in the control volume is solidified at eutectic temperature and eutectic concentration. In this case, \( T = T_{\text{cut}} \) and \( C_l = C_{\text{cut}} \). \( f \) is calculated from Equation (12) as \( f = \frac{h-h_{\text{sol}}}{h_f} \). Both \( \rho \) and \( \epsilon \) are calculated from \( f \).

• When \( h \leq h_{\text{sol}} \), the alloy in the averaging volume is completely solidified, corresponding to region (3) in Fig. 1. In this case, \( T = \frac{h}{c_1} \), \( C_s = C \) and \( \rho = \rho_s \). Both \( f \) and \( \epsilon \) are zero.

3. STABILIZED FINITE ELEMENT METHOD FOR FLUID FLOW

Let us define the function spaces \( S_{\text{v}} \) and \( S_p \) as follows:

\[
S_{\text{v}} \overset{\text{def}}{=} \{ \mathbf{v} | \mathbf{v} \in (L_2(\Omega))^{3n}, \text{div} \mathbf{v} \in L_2(\Omega), \mathbf{v} = 0 \text{ on } \Gamma \} \quad (23)
\]

\[
S_p \overset{\text{def}}{=} \{ p | p \in L_2(\Omega), \int_{\Omega} p d\Omega = 0 \} \quad (24)
\]

The classical Galerkin formulation for the flow problem, given by Equations (1) and (2) in Box I, can be stated as follows: Find \( \mathbf{V} \overset{\text{def}}{=} \{ \mathbf{v}, p \} \in S_{\text{v}} \times S_p \) such that for all \( \mathbf{W} \overset{\text{def}}{=} \{ \mathbf{w}, q \} \in S_{\text{v}} \times S_p \) the following holds:

\[
B(\mathbf{W}, \mathbf{V}) = L(\mathbf{W})
\]

where

\[
B(\mathbf{W}, \mathbf{V}) = \int_{\Omega} \mathbf{w} \cdot \left( \frac{\rho}{\partial t} \frac{\partial \mathbf{v}}{\partial t} + \frac{\rho}{f} \nabla \mathbf{v} - \frac{\partial \rho}{\partial t} \frac{(1-f)}{f} \mathbf{v} + \frac{\epsilon \rho}{K(\epsilon) \rho_l} \mathbf{v} \right) d\Omega
- \int_{\Omega} p \nabla \cdot \mathbf{w} \, d\Omega + \int_{\Omega} \frac{\mu \rho}{\rho_l} \nabla \mathbf{w} \cdot (\nabla \mathbf{v} + (\nabla \mathbf{v})^T) \, d\Omega
+ \int_{\Omega} \frac{\mu}{\rho_l} \nabla \mathbf{w} \cdot (\mathbf{v} \otimes \nabla \rho + (\mathbf{v} \otimes \nabla \rho)^T) \, d\Omega
+ \int_{\Omega} q \rho \nabla \cdot \mathbf{v} \, d\Omega + \int_{\Omega} q \mathbf{v} \cdot \nabla \rho \, d\Omega
\]

\[
L(\mathbf{W}) = \int_{\Omega} \frac{\mu}{\epsilon} \mathbf{w} \cdot \nabla \epsilon \, d\Omega - \int_{\Omega} \mathbf{w} \cdot \epsilon \rho_l \, g(\beta_T(T - T_0) + \beta_C(C_l - C_{\text{liq}})) \mathbf{e}_d \, d\Omega
- \int_{\Omega} q \frac{\partial \rho}{\partial t} \, d\Omega
\]

Terms involving gradient of density, \( \nabla \rho \), arise due to varying densities in the mushy zone. In introducing the FEM used here, let us first define a modified pressure space \( S_p' \) as follows:

\[
S_p' \overset{\text{def}}{=} \{ p | p \in H^1(\Omega), \int_{\Omega} q d\Omega = 0 \} \quad (27)
\]
The stabilized weak form proposed here is the following: Find $V = \{v, p\} \in S_v \times S_p'$ such that for all $W = \{w, q\} \in S_v \times S_p'$ the following holds:

$$B_{\text{stab}}(W, V) = L_{\text{stab}}(W)$$

(28)

where:

$$B_{\text{stab}}(W, V) = B(W, V) + \int_\Omega \mathcal{F}(v, p) \cdot \mathcal{G}(w, q) \, d\Omega$$

(29)

$$L_{\text{stab}}(W) = L(W) + \int_\Omega (\frac{1}{\epsilon} \nabla \epsilon - \epsilon \rho_0 \sigma_T (T - T_0) + \beta_C (C_l - C_i) e_\sigma) \cdot \mathcal{G}(w, q) \, d\Omega$$

(30)

where we defined:

$$\mathcal{F}(v, p) = \rho \frac{\partial v}{\partial t} + \frac{\rho v \cdot \nabla v}{f} - \frac{\partial p}{\partial t} \frac{(1 - f) v}{f} + \nabla p + \frac{\epsilon \mu \rho}{K(\epsilon) \rho_l} v$$

(31)

$$\mathcal{G}(w, q) = \tau_1 \frac{v \cdot \nabla w}{f} - \frac{1}{\rho} \frac{\partial (1 - f) w}{\partial t} - \frac{\epsilon \mu}{K(\epsilon) \rho_l} w$$

(32)

$$- \frac{\tau_2}{\rho} \nabla \cdot \left[ \frac{\mu}{\rho_l} \nabla (\rho w) + (\nabla (\rho w))^T \right] + \tau_4 \nabla q$$

where $v$ denotes the velocity obtained from the previous iteration.

The stabilizing terms in Equations (29) and (30) can be derived by various techniques including a least squares procedure. In addition to those discussed in [11], extra stabilizing terms arise due to change in density in the mushy zone. The sign of the Darcy term used here is the reverse of that obtained by least squares [15]. This sign reversal, first discussed in [15], was verified in our previous work in [11]. The particular values of the parameters $\tau_1, \ldots, \tau_4$, used in this work, are introduced later in this section.

Let us now consider a given finite element partition $\bar{\Omega} = \bigcup_{e=1}^{n_e} \bar{\Omega}_e$. To avoid high sensitivity of the fluid flow simulator on the variation of $\epsilon$ or $f$, we neglect terms that involve gradients of these fields in the implementation of Equation (28). This leads to simplification of the final weak form of equations and helps in improving the convergence rate.

We next define, for the given finite element partition, spaces $S_v^h$ and $S_p^h$ as follows:

$$S_v^h \overset{\text{def}}{=} \{ v^h | v^h \in S_v, v^h \in (C^0(\bar{\Omega}))^{n_{d}}, v^h|_{\Omega_e} \in (P(\Omega_e))^{n_{d}}, \epsilon = 1, 2, \ldots, n_{el} \} \qquad (33)$$

$$S_p^h \overset{\text{def}}{=} \{ p^h | p^h \in S_p, p^h \in C^0(\bar{\Omega}), p^h|_{\Omega_e} \in P(\Omega_e), \epsilon = 1, 2, \ldots, n_{el} \} \qquad (34)$$

The final FEM is then posed as follows: Find $V^h = \{v^h, p^h\} \in S_v^h \times S_p^h$ such that for all $W^h = \{w^h, q^h\} \in S_v^h \times S_p^h$ the following holds:

$$B_{\text{stab}}^h(W^h, V^h) = L_{\text{stab}}^h(W^h)$$

(35)

with

$$B_{\text{stab}}^h(W^h, V^h) = B^h(W^h, V^h) + \sum_{e=1}^{n_{el}} \frac{A^e}{\epsilon} \int_{\Omega_e} \mathcal{F}^h(v^h, p^h) \cdot \mathcal{G}^h(w^h, q^h) \, d\Omega_e$$

(36)
\[ L_{\text{stab}}(W^h) = L(W^h) + \sum_{e=1}^{n_{\text{el}}} \int_{\Omega^e} \nabla \cdot \left( \mathbf{A} \right) \left( -\varepsilon_0 \rho g (T^r - T_0) + \beta_C (C_l^h - C_l_0) \right) \mathbf{e}_g \cdot \mathbf{G}^h(w^h, q^h) \, d\Omega \]  

where we have defined \( F^h(v^h, p^h) \) and \( G^h(w^h, q^h) \) as:

\[ F(v^h, p^h) = \frac{\partial v^h}{\partial t} + \frac{\rho v^h \cdot \nabla v^h}{f} - \frac{\partial p}{\partial t} \frac{1 - f}{f} \left( 1 + \frac{\epsilon \mu}{K(\varepsilon) \rho} \right) v^h \]

\[ - \nabla \cdot \left( \frac{\mu}{\rho l} \left( \nabla (\rho v^h) + (\nabla (\rho v^h))^T \right) \right) \]  

\[ G(w, q) = \tau_1 \frac{v^h \cdot \nabla w^h}{f} - \tau_2 \frac{1 - f}{\rho} \frac{\partial (1 - f) w^h}{f} - \tau_3 \frac{\epsilon \mu}{K(\varepsilon) \rho} w^h \]

\[ - \frac{\tau_3}{\rho} \nabla \cdot \left( \frac{\mu}{\rho l} \left( \nabla (\rho w^h) + (\nabla (\rho w^h))^T \right) \right) + \tau_4 \nabla q^h \]  

The stabilizing contributions from the advective, Darcy, viscous and pressure terms are expressed as:

(A) \( \delta^h = \tau_1^h \frac{v^h \cdot \nabla w^h}{f} - \tau_2^h \frac{1 - f}{\rho} \frac{\partial (1 - f) w^h}{f} \) (advection term)

(B) \( \gamma^h = -\tau_3^h \frac{\epsilon \mu}{K(\varepsilon) \rho} w^h \) (Darcy term)

(C) \( \zeta^h = -\tau_3^h \frac{\epsilon \mu}{K(\varepsilon) \rho} \nabla \cdot \left( \nabla (\rho w^h) + (\nabla (\rho w^h))^T \right) \) (viscous terms)

(D) \( \eta^h = \tau_4^h \nabla q^h \) (pressure term)

The stabilizing parameters for the advective and pressure terms are selected as follows:

\[ \tau_1^h = \tau_3^h = \min_{x \in \Omega^e} \left[ \tau_{\text{SUPG}}, \frac{K(\varepsilon) \rho l}{\epsilon \mu} \right] \]  

for the convective and viscous term,  

\[ \tau_4^h = \min_{x \in \Omega^e} \left[ \tau_{\text{PSPG}}, \frac{K(\varepsilon) \rho l}{\epsilon \mu} \right] \]  

for the pressure term

where \( \tau_{\text{SUPG}}, \tau_{\text{PSPG}} \) are defined as

\[ \tau_{\text{SUPG}} = \frac{f h}{2\|v^h\|} \left( \text{Re} v \right) \]  

\[ \tau_{\text{PSPG}} = \frac{f h^\#}{2\|V^h\|} \left( \text{Re} V \right) \]
Here, $Re_\mathbf{v}$ and $Re\mathbf{V}$ are element Reynolds numbers based on the local velocity $\mathbf{v}^h$ and a global scaling velocity $\mathbf{V}^h$ as:

$$Re_\mathbf{v} = \frac{||\mathbf{v}^h||h}{2\nu}$$  \hspace{1cm} (44)

$$Re\mathbf{V} = \frac{||\mathbf{V}^h||h^\#}{2\nu}$$  \hspace{1cm} (45)

The expressions for element lengths $h$ and $h^\#$ along with those of $z(Re)$ are given in detail in references [11, 16, 17, 18] and are not repeated here. When the permeability is anisotropic, like in Equations (7) and (8), $\tau_1^v$, $\tau_3^v$ and $\tau_4^v$ have separate $x$, $y$ and $z$ components. The presence of stabilizing terms arising due to changes in density and the generalized expression taking into account isotropic or anisotropic permeability is the main difference between the current approach and the one previously described by the authors in [11]. The latter was specifically formulated for alloys where the mushy zone permeability was isotropic and whose phase densities were equal. The stabilizing parameters transition from the advective to the diffusive or Darcy dominated regime depending on the dominant underlying flow phenomenon. This makes the numerical scheme suitable for a wide class of solidification problems with strong convection.

For the Darcy term, we select $\tau_2^v$ such that the stabilization takes the form $\gamma^h = -(1-\epsilon)\mathbf{w}^h$, i.e.

$$\tau_2^v = \frac{(1-\epsilon)K(\epsilon)\rho_l}{\epsilon \mu}$$  \hspace{1cm} (46)

**Remark 1:** The stabilization term $\gamma^h$ induced by the Darcy flow varies linearly with $\epsilon$ transitioning from $\gamma^h = 0$ for a pure fluid phase ($\epsilon = 1$) to $\gamma^h = -\mathbf{w}^h$ towards a pure solid phase ($\epsilon \rightarrow 0$). The stabilizing terms are linearized using quantities from the earlier time step or from previous iterations at the current time step. This linearization does not affect the convergence rate appreciably.

After applying the stabilized finite element method for discretizing governing equations for fluid flow, we obtain the following system of equations.

$$\begin{align*}
[M + M_\delta + M_v + M_\zeta]\{\dot{v}\} + [N(v) + N_\delta(v) + N_\gamma(v) + N_\zeta(v)]\{v\} \\
+ [K + K_\delta + K_v + K_\zeta]\{v\} + [D + D_\delta + D_v + D_\zeta]\{v\} \\
- [G + G_\delta + G_\gamma + G_\zeta]\{p\} = \{F(T, C_l) + F_\delta(T, C_l) + F_\gamma(T, C_l) + F_\zeta(T, C_l)\},
\end{align*}$$

$$M_\eta\{\dot{v}\} + (M_\epsilon + M_\eta(v) + K_\eta + D_\eta)\{v\} + G_\eta\{p\} = \{F_\eta(T, C_l) + F_\eta1\},$$

(47)

(48)

where $\{v\}$ is the vector of nodal values of $\mathbf{v}^h$, $\{\dot{v}\}$ is the time derivative of $\{v\}$ and $\{p\}$ is the vector of nodal values of $p^h$. The matrices $M$, $N(v)$, $K$, $D$ and $G$ are derived from the time-dependent, advective, viscous, Darcy and pressure terms, respectively. All these matrices incorporate changes arising due to varying density in the mushy zone. $F_\eta1$ in Equation (48) represents the forcing quantity due to rate of change of density $(\rho^n - \rho^{n-1})/\Delta t$. Subscripts $\delta$, $\eta$, $\gamma$ and $\zeta$ identify the SUPG, PSPG, DSPG and viscous stabilizing terms, respectively. The subscript $p$ is used here to denote the global velocity degree of freedom in the final system of equations that corresponds to the $i^{th}$ velocity degree of freedom of the elemental node $\alpha$ ($\alpha = 1, \ldots, n_{nodes}^e$) in the $e^{th}$ element. Similarly, one can define $q$. We also introduce $r$ and $s$. 
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to denote the global pressure degrees of freedom. We denote the SUPG contribution as \( P^e_\alpha \), the PSPG contribution in the \( i \)th (\( i = 1, \ldots, n_{sd} \)) direction as \( E^e_\alpha,i \), DSPG contribution as \( D^e_\alpha \). They are defined as follows:

\[
\begin{align*}
P^e_\alpha &= \frac{1}{f} \tau^e_i v^h \cdot \nabla N^e_\alpha \\
E^e_\alpha,i &= \tau^e_i N^e_{\alpha,i} \\
D^e_\alpha &= -(1 - \epsilon)N^e_\alpha
\end{align*}
\]  

(49)  

(50)  

(51)

\( Z^e_\alpha \) denotes the contribution from viscous terms. After simplifying and neglecting some terms, it takes the following form:

\[
Z^e_\alpha = \tau^e_i \frac{2\mu}{\rho \rho_i} \nabla \rho \cdot \nabla N^e_\alpha
\]  

(52)

Matrices and vectors in Equations (47) and (48) are described below.

\[
[M + M_\delta + M_\gamma + M_\zeta]_{pq} = \delta_{ij} \int_{\Omega^e} \rho (N^e_{\alpha} + P^e_\alpha + D^e_\alpha + Z^e_\alpha) N^e_{\beta,j} \cdot \delta_{ij} d\Omega^e
\]  

(53)

\[
[N(v) + N_\delta(v) + N_\gamma(v) + N_\zeta(v)]_{pq} = \delta_{ij} \int_{\Omega^e} \frac{\rho}{f} (N^e_{\alpha} + P^e_\alpha + D^e_\alpha + Z^e_\alpha) N^e_{\beta,j} \cdot \delta_{ij} d\Omega^e
\]  

(54)

\[
[K + K_\delta + K_\gamma + K_\zeta]_{pq} = \delta_{ij} \int_{\Omega^e} \frac{\mu}{\rho_i} (N^e_{\alpha,k} N^e_{\beta,k} \cdot \delta_{ij} + N^e_{\alpha,j} N^e_{\beta,i}) d\Omega^e
\]  

(55)

\[
[D + D_\delta + D_\gamma + D_\zeta]_{pq} = \delta_{ij} \int_{\Omega^e} \frac{\epsilon \mu}{K(\epsilon)} \rho_i (N^e_{\alpha} + P^e_\alpha + D^e_\alpha + Z^e_\alpha) N^e_{\beta,j} \cdot \delta_{ij} d\Omega^e
\]  

(56)

\[
[G + G_\delta + G_\gamma + G_\zeta]_{ps} = \delta_{ij} \int_{\Omega^e} (N^e_{\alpha,i} N^e_{\beta,j} - (P^e_\alpha + D^e_\alpha + Z^e_\alpha)) N^e_{\beta,i} \cdot \delta_{ij} d\Omega^e
\]  

(57)

\[
[F + F_\delta + F_\gamma + F_\zeta]_{p} = \delta_{ij} \int_{\Omega^e} -\epsilon \rho_0 g (N^e_{\alpha} + P^e_\alpha + D^e_\alpha + Z^e_\alpha) (\beta_T(T^e - T_0) + \beta_s(C_s^e - C_{s0})) e_{g,i} d\Omega^e
\]  

(58)

\[
[Me]_{rq} = \delta_{ij} \int_{\Omega^e} N^e_{\alpha} \rho N^e_{\beta,j} + \rho_j N^e_{\beta} d\Omega^e
\]  

(59)

\[
[M]_{rq} = \delta_{ij} \int_{\Omega^e} \rho (E^e_{\alpha,j} N^e_{\beta}) d\Omega^e
\]  

(60)


\[ [N_n(v)]_{rq} = \sum_{e=1}^{n_{el}} \frac{A}{\rho} \int_{\Omega_e} \left( \frac{\rho}{f} f_{\sigma_j} v_k N_{\sigma_{j,k}} - \frac{1-f}{f} \frac{\partial \rho}{\partial t} E_{\sigma_{j,b}} N_{\tau_{b}} \right) d\Omega_e \]  

(61)

\[ [K_n]_{rq} = \sum_{e=1}^{n_{el}} \frac{A}{\rho} \int_{\Omega_e} -\frac{\mu}{\rho_l} \left( 2N_{\sigma_{j,k}} \rho_{\sigma_{j,k}} E_{\sigma_j} + N_{\sigma_{j,b}} E_{\sigma_{j,b}} \rho_{\sigma_{j,b}} + E_{\sigma_{j,b}} \rho_{\sigma_{j,b}} \right) d\Omega_e \]  

(62)

\[ [D_n]_{rq} = \sum_{e=1}^{n_{el}} \frac{A}{\rho} \int_{\Omega_e} \frac{\epsilon \mu}{\rho_l} E_{\sigma_j} N_{\tau_{b}} d\Omega_e \]  

(63)

\[ [G_{0}]_{rs} = \sum_{e=1}^{n_{el}} \frac{A}{\rho} \int_{\Omega_e} E_{\sigma_{j,b}} N_{\tau_{b}} d\Omega_e \]  

(64)

\[ [F_n]_r = \sum_{e=1}^{n_{el}} \frac{A}{\rho} \int_{\Omega_e} -\epsilon \rho_{\sigma_{j,b}} g_{\sigma_{j,b}} \left( \beta_T (T^e - T_0) + \beta_s (C^e_T - C_T) \right) d\Omega_e \]  

(65)

\[ [F_{01}]_r = -\sum_{e=1}^{n_{el}} \frac{A}{\rho} \int_{\Omega_e} N_{\rho_{\sigma_{j,b}}} d\Omega_e \]  

(66)

where \( \delta_{ij} \) stands for the Kronecker delta and \( \frac{\partial}{\partial t} \) is expressed as \( \frac{(n^n - n^{n-1})}{\Delta t} \). Terms involving second derivatives of shape functions have been eliminated because of our use of bilinear elements. The time integration of Equations (47, 48) is performed using a backward Euler scheme with \( \dot{v} \) expressed as

\[ \dot{v} = \frac{v^n - v^{n-1}}{\Delta t} \]  

(67)

The volume-averaged pressure gradient term \( -\epsilon \nabla < p_l > \), where \( < p_l > \) denotes the intrinsic liquid pressure, is expressed in Equation (2) using \( \epsilon < p_l > = p \). This modification, previously mentioned in [11], eliminates \( \delta_{ij} \) from the diagonal term \( G_n \) in Equation (64) and helps in improving the convergence rate of the fluid flow solver. The solution procedure, which is similar to that described in [11], is not repeated here.

4. FINITE ELEMENT SCHEME FOR THE ENERGY AND SPECIES EQUATIONS

A classical SUPG formulation is used for the solution of the energy and species conservation equations. The energy and species equations are first cast into the standard form of a convection-diffusion scalar equation. We first consider the energy equation where the enthalpy \( h_l \) is the main unknown to be solved. Using Equations (9)-(12), we get the following expression relating \( h_l \) and \( h \):

\[ h_l - h = (1 - f) [(c_l - c_s) (T - T_{out}) + h_f] \]  

(68)

We can approximate \( \nabla T \) as follows:

\[ \nabla T^n \approx \alpha^n \nabla h^n \]  

(69)

with \( n \) denoting the time step and \( \alpha^n \) is defined element-wise as:

\[ \alpha^n = \begin{cases} \frac{\nabla T^n(x) \cdot \nabla h^n(x)}{|\nabla h^n(x)|^2} & \text{if } |\nabla h^n(x)| > 0, \\ \frac{\nabla T^n(x)}{|\nabla h^n(x)|} & \text{if } |\nabla h^n(x)| = 0, \end{cases} \]
Using Equations (1), (68), and the above approximation, Equation (3) is written as:

\[
\rho \frac{\partial h(x,t)}{\partial t} + \rho \mathbf{v}(x,t) \cdot \nabla h(x,t) = - \nabla \cdot [\rho (1 - f) \mathbf{v}(x,t)(c_l - c_s)(T(x,t) - T_{cut}) + h_f] + \nabla \cdot [(\epsilon k_l + (1 - \epsilon)k_s)\alpha \nabla h(x,t)]
\]  

(70)

We also define the following finite element interpolation function space for \( h^h \):

\[
S^h_H = \{ h^h \mid h^h \in C^0(\Omega), \ h^h|_{\Gamma_e} \in P^1(\Omega^e), \ e = 1,2,\ldots,n_{el}, h^h \equiv 0 \text{ on } \Gamma \}
\]  

(71)

The weak formulation of Equation (70) can be stated as follows: Find \( h^h \in S^h_H \) such that, \( \forall \tilde{w}^h \in S^h_H \):

\[
\int_{\Omega} \tilde{w}^h \left( \rho \frac{\partial h^h}{\partial t} + \rho \mathbf{v}^h \cdot \nabla h^h \right) d\Omega + \int_{\Omega} \nabla \tilde{w}^h \cdot \left( (\epsilon k_l + (1 - \epsilon)k_s)\alpha \nabla h^h \right) d\Omega \\
+ \sum_{e=1}^{n_{el}} \int_{\Omega^e} \delta^h \left( \rho \frac{\partial h^h}{\partial t} + \rho \mathbf{v}^h \cdot \nabla h^h \right) d\Omega^e
\]

\[
= - \int_{\Omega} \tilde{w}^h \nabla \cdot [\rho \mathbf{v}^h(1 - f)((c_l - c_s)(T^h - T_{cut}) + h_f)] d\Omega \\
- \sum_{e=1}^{n_{el}} \int_{\Omega^e} \delta^h \nabla \cdot [\rho \mathbf{v}^h(1 - f)((c_l - c_s)(T^h - T_{cut}) + h_f)] d\Omega^e
\]

(72)

The spatial discretization of Equation (72) leads to the following ordinary differential equation:

\[
[\mathbf{\tilde{M}} + \mathbf{M}_3]\{\dot{h}\} + [\mathbf{\tilde{N}} + \mathbf{N}_3]\{h\} + [\mathbf{\tilde{K}} + \mathbf{K}_3]\{h\} = \{\mathbf{\tilde{F}} + \mathbf{F}_3\}
\]  

(73)

The element stiffness matrices and the load vector are given as follows:

\[
[\mathbf{\tilde{M}} + \mathbf{M}_3]_{pq} \left[ \begin{array}{c}
\mathbf{\tilde{M}} \\
\mathbf{M}_3
\end{array} \right] = \sum_{e=1}^{n_{el}} \int_{\Omega^e} \rho(N^e_\alpha + \delta^e_\alpha)N^e_\alpha d\Omega^e
\]

(74)

\[
[\mathbf{\tilde{N}}(\mathbf{v}) + \mathbf{N}_3(\mathbf{v})]_{pq} = \sum_{e=1}^{n_{el}} \int_{\Omega^e} \rho(N^e_\alpha + \delta^e_\alpha)\mathbf{v}_k^e N^e_{\alpha,k} d\Omega^e
\]

(75)

\[
[\mathbf{\tilde{K}} + \mathbf{K}_3]_{pq} = \sum_{e=1}^{n_{el}} \int_{\Omega^e} (\epsilon k_l + (1 - \epsilon)k_s)\alpha N^e_{\alpha,k}N^e_{\beta,k} d\Omega^e
\]

(76)

\[
[\mathbf{\tilde{F}} + \mathbf{F}_3]_{pq} = \sum_{e=1}^{n_{el}} \int_{\Omega^e} -N^e_\alpha \rho(1 - f)(c_l - c_s)T^h_k \mathbf{v}^h_k d\Omega^e \\
+ \int_{\Omega^e} (N^e_\alpha + \delta^e_\alpha)(1 - f)(c_l - c_s)(T^h - T_{cut}) + h_f) d\Omega^e
\]

(77)

Using a similar argument, we rewrite Equation (4) as:

\[
\rho \frac{\partial C(x,t)}{\partial t} + (C(x,t) - C_l(x,t)) \frac{\partial \rho}{\partial t} + \rho \mathbf{v}(x,t) \cdot \nabla C_l(x,t) = \nabla \cdot (D^*\rho \nabla C(x,t)) \\
+ \nabla \cdot (\rho D^* \nabla (C_l(x,t) - C(x,t)))
\]  

(78)
where $D^* = fD_t$. Note that, like its energy and momentum counterparts, this equation too has terms arising due to changes in density.

The weak formulation of Equation (78) can be stated as follows: Find $C^h \in S^h_C$ such that, $\forall \, \phi^h \in S^h_C$:

$$
\int_{\Omega} \hat{\phi}^h \left( \rho \frac{\partial C^h}{\partial t} + \rho \nu^h \cdot \nabla C^h + \frac{\partial \rho}{\partial t} (C^h - C^h_l) \right) \, d\Omega + \int_{\Omega} \nabla \hat{\phi}^h \cdot (\rho D^* \nabla C^h) \, d\Omega + \int_{\Omega} \hat{\phi}^h \Delta \left( \rho D^* \nabla (C^h_l - C^h) \right) \, d\Omega^e = 0
$$

$\forall \, n = 1, \ldots, n_{el}$

The spatial discretization of Equation (79) leads to the following ordinary differential equation:

$$
\begin{bmatrix}
\hat{M} + \hat{M}_\delta \end{bmatrix} \dot{\hat{C}} + \begin{bmatrix} \hat{N}_1 + \hat{M}_1 \end{bmatrix} \dot{C}_l + \begin{bmatrix} \hat{N} + \hat{N}_\delta \end{bmatrix} \dot{C}_l + \begin{bmatrix} \hat{K} + \hat{K}_\delta \end{bmatrix} \dot{C}_l = \begin{bmatrix} \hat{F} + \dot{F}_\delta \end{bmatrix}
$$

The element stiffness matrices and the load vector are given as follows:

$$
\begin{align*}
[\hat{M} + \hat{M}_\delta]_{pq} &= \sum_{e=1}^{n_{el}} \int_{\Omega^e} \rho(N_{\alpha}^e + \delta_{\alpha}^e)N_{\beta}^e \, d\Omega^e \\
[\hat{N}_1 + \hat{M}_1]_{pq} &= \sum_{e=1}^{n_{el}} \int_{\Omega^e} \frac{\partial \rho}{\partial t} (N_{\alpha}^e + \delta_{\alpha}^e)N_{\beta}^e \, d\Omega^e \\
[\hat{N}(v) + \hat{N}_\delta(v)]_{pq} &= \sum_{e=1}^{n_{el}} \int_{\Omega^e} \rho(N_{\alpha}^e + \delta_{\alpha}^e)v_{\beta,k}^e N_{\beta,k}^e \, d\Omega^e \\
[\hat{K} + \hat{K}_\delta]_{pq} &= \sum_{e=1}^{n_{el}} \int_{\Omega^e} \rho D^* (N_{\alpha}^e + \delta_{\alpha}^e)v_{\beta,k}^e N_{\beta,k}^e \, d\Omega^e \\
[\hat{F} + \dot{F}_\delta]_{pq} &= \sum_{e=1}^{n_{el}} \int_{\Omega^e} (N_{\alpha}^e + \delta_{\alpha}^e)C_l \frac{\partial \rho}{\partial t} \, d\Omega^e
\end{align*}
$$

Let us denote:

$$
\hat{M} = [\hat{M} + \hat{M}_\delta]
$$

with similar notation being used for $\hat{N}$, $\hat{K}$, and $\hat{F}$. The resulting non-linear equations for enthalpy and solute concentration can be expressed as:

$$
\begin{align*}
\hat{M}\{\dot{h}_n\} + (\hat{N}(v_n) + \hat{K})\{h_n\} &= \hat{F}_T \\
\hat{M}\{\dot{C}_n\} + (\hat{M}_1 + \hat{K})\{C_n\} + \hat{N}(v_n)\{C_{1n}\} &= \hat{F}_C
\end{align*}
$$

Incorporating the viscous term, $\hat{K}$, into the mass matrix of the predictor-corrector algorithm ($M = \hat{M} + \gamma \Delta t (\hat{M}_1 + \hat{K})$) for Equation (88), with $\Delta \hat{C}$ as the main unknown, helps in improving the convergence rate of the solute sub-problem.
4.1. Calculation of shrinkage

When densities of the solid and liquid phases are different, decrease in volume or shrinkage occurs due to progressive phase change. To feed the resulting volume contraction, a riser is provided near the insulated end. Our approach here is different from that of [10], where an inlet velocity boundary condition was provided on a portion of the top surface. Feeding velocity was calculated from the volume required to compensate shrinkage. In our work, liquid from the riser feeds the shrinkage and this leads to an effective reduction in the domain size. The change in volume at each time step is calculated according to the following relation, previously described in [8]:

$$\Delta v = \int_{\Omega} \left( \rho_s - P \frac{\partial \varepsilon}{\partial t} \right) \, d\Omega$$  \hspace{1cm} (89)

To account for this change, the top surface representing the riser is moved downwards like a rigid lid whose velocity is determined from $\Delta v$. This approach neglects any changes in curvature that may occur at the top surface due to surface tension effects.

5. COUPLING OF THE VARIOUS SUB-PROBLEMS AND OVERALL TIME INTEGRATION

Various sub-problems considered here include the thermal, flow, and solute sub-problems as well as update formulae based on thermodynamic and two-phase relationships. The error criterion is based on the relative error in the solutions obtained between iterations within a time step. For example, in the fluid solver, the error norm is defined as $|\Delta u^{j+1}|/|U_n^{j+1}|$ where $U = [v, p]$. The overall time integration process summarized below:

1. At time $t_n$, all fields such as velocity $v_n$, enthalpy $h_n$, temperature $T_n$, concentration $C_n$, liquid mass and volume fractions $f_n$ and $\varepsilon_n$, density $\rho_n$ etc. are known.
2. Advance to time step $t_{n+1} = t_n + \Delta t$. Set $j=0$, $v_{n+1}^j = v_n$, $h_{n+1}^j = h_n$, $f_{n+1}^j = f_n$, $C_{n+1}^j = C_n$ etc., where $j$ is an iteration index and subscripts $n, n + 1$ denote time levels.
3. Compute the mixture enthalpy $h_{n+1}^{j+1}$ using the algorithm described in Section 4.
4. Compute the mixture concentration $C_{n+1}^{j+1}$ using the algorithm described in Section 4.
5. Update temperature $T_{n+1}^{j+1}$, liquid concentration $C_{n+1}^{j+1}$, liquid mass and volume fractions $f_{n+1}^{j+1}$ and $\varepsilon_{n+1}^{j+1}$ and density $\rho_{n+1}^{j+1}$.
6. Repeat steps 3 to 5 so that $\|T_{n+1}^{j+1} - T_{n+1}^j\| < \epsilon_{\text{tol}}$, $\|C_{n+1}^{j+1} - C_{n+1}^j\| < \epsilon_{\text{tol}}$, $\|f_{n+1}^{j+1} - f_{n+1}^j\| < \epsilon_{\text{tol}}$ are all satisfied ($\epsilon_{\text{tol}} = 10^{-8}$ here denotes an appropriate tolerance). If convergence is satisfied, set $h_{n+1} = h_{n+1}^{j+1}$, $C_{n+1} = C_{n+1}^{j+1}$ and $f_{n+1} = f_{n+1}^{j+1}$.
7. Compute the mixture velocity $v_{n+1}^{j+1}$ and pressure $p_{n+1}^{j+1}$ using the algorithm of Section 3. Upon convergence, set $v_{n+1} = v_{n+1}^{j+1}$, $n = n + 1$ and proceed to step 2.

The momentum equations are decoupled and solved only once in the overall time integration loop. The energy and solute equations are solved multiple times in an inner iteration loop. Both of these processes help in increasing the overall convergence rates of the individual solvers. For the solution of the energy and solute sub-problems, a multi-step predictor-corrector method is used. For the solution of the momentum sub-problem, the Newton-Raphson method is used. A parallel matrix free solver based on the GMRES algorithm developed in [19], is employed.
for all our numerical examples. By eliminating the need to assemble and LU factorize global matrices, significant speed up is obtained besides reduction in memory requirements. In the initial time steps, convergence is typically obtained in 3 to 4 iterations. Later in the solution process, convergence is obtained in 2 iterations for all sub-problems. All problems considered were run on a parallel Windows-based cluster in the Cornell Theory Center (CTC) consisting of Intel Pentium IV 2.4 GHz processors. The number of processors used for Examples 1 and 2 (two-dimensional problems) was 10 and 16, respectively, whereas 30 processors were used for the three-dimensional problem (Example 3).

6. NUMERICAL EXAMPLES

Three examples are considered in this section including a three-dimensional vertical solidification example. Finite element meshes for all problems considered are made using bilinear quadrilateral elements.

6.1. Example 1: Horizontal solidification of Lead-Tin alloy

With the aim of testing and validating our mathematical model and numerical algorithm, a binary alloy solidification problem is solved where densities of solid and liquid phases are different. The domain is shown in Fig. 2. $L_1$, $L_2$, $H_1$ and $H_2$ are taken as 0.2 m, 0.15 m, 0.05 m and 0.02 m, respectively. The left wall is subjected to convective cooling condition with the heat transfer coefficient, $h_{\text{conv}}$, being 1000 Wm$^{-2}$$^\circ$$\text{C}^{-1}$. No slip boundary conditions are applied on all walls and the melt is initially assumed to be stationary and at a constant initial temperature, $T_i$.

We consider the solidification of an alloy whose composition is 19.2% Tin with the rest Lead. This problem was addressed earlier in [10] using finite difference methods. The authors in [10] used an inlet flow condition instead of a riser to compensate the volume change arising due to shrinkage. Important physical constants for this alloy are summarized in Table I. The alloy considered is characterized by a wide freezing range of approximately 100 $^\circ$C. Tin, which is lighter than Lead, is rejected from the solid phase with progressive solidification. Consequently, thermal and solutal convection oppose each other. Moreover, due to different densities of the solid and liquid phases, shrinkage driven flow is present in the mushy zone. This problem is implemented with two meshes consisting of 1150 and 1800 elements to study convergence. Comparison between maximum velocities and midplane ($y = H_1/2$) solute concentrations are
Table I. Important physical parameters for the solidification of Lead-Tin alloy (taken from [10]).

<table>
<thead>
<tr>
<th>Physical parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heat conductivity in solid</td>
<td>$k_s$</td>
<td>$3.97 \times 10^{-2}$</td>
<td>kW m$^{-1}$°C$^{-1}$</td>
</tr>
<tr>
<td>Heat conductivity in melt</td>
<td>$k_l$</td>
<td>$2.29 \times 10^{-2}$</td>
<td>kW m$^{-1}$°C$^{-1}$</td>
</tr>
<tr>
<td>Specific heat in solid</td>
<td>$c_s$</td>
<td>0.1779</td>
<td>kJ kg$^{-1}$°C$^{-1}$</td>
</tr>
<tr>
<td>Specific heat in melt</td>
<td>$c_l$</td>
<td>0.1547</td>
<td>kJ kg$^{-1}$°C$^{-1}$</td>
</tr>
<tr>
<td>Latent heat</td>
<td>$h_f$</td>
<td>30.162</td>
<td>kJ kg$^{-1}$</td>
</tr>
<tr>
<td>Partition coefficient</td>
<td>$\kappa_p$</td>
<td>0.31</td>
<td></td>
</tr>
<tr>
<td>Thermal expansion coefficient</td>
<td>$\beta_T$</td>
<td>$1.09 \times 10^{-4}$</td>
<td>°C$^{-1}$</td>
</tr>
<tr>
<td>Solutal expansion coefficient</td>
<td>$\beta_s$</td>
<td>0.354</td>
<td>°C$^{-1}$</td>
</tr>
<tr>
<td>Density of solid</td>
<td>$\rho_s$</td>
<td>10800</td>
<td>kg m$^{-3}$</td>
</tr>
<tr>
<td>Density of liquid</td>
<td>$\rho_l$</td>
<td>10000</td>
<td>kg m$^{-3}$</td>
</tr>
<tr>
<td>Viscosity</td>
<td>$\mu$</td>
<td>0.0023</td>
<td>kg m$^{-1}$s$^{-1}$</td>
</tr>
<tr>
<td>Eutectic temperature</td>
<td>$T_{eut}$</td>
<td>183</td>
<td>°C</td>
</tr>
<tr>
<td>Melting temperature</td>
<td>$T_m$</td>
<td>327</td>
<td>°C</td>
</tr>
<tr>
<td>Initial temperature</td>
<td>$T_i$</td>
<td>287</td>
<td>°C</td>
</tr>
<tr>
<td>Ambient temperature</td>
<td>$T_{amb}$</td>
<td>20</td>
<td>°C</td>
</tr>
<tr>
<td>Initial concentration</td>
<td>$C_{l,0}$</td>
<td>19.2</td>
<td>wt%</td>
</tr>
<tr>
<td>Gravity</td>
<td>$g$</td>
<td>9.81</td>
<td>ms$^{-2}$</td>
</tr>
<tr>
<td>Slope of liquidus line</td>
<td>$m_{liq}$</td>
<td>$-232.63$</td>
<td>°C</td>
</tr>
<tr>
<td>Liquid diffusion coefficient</td>
<td>$D_l$</td>
<td>$1.05 \times 10^{-9}$</td>
<td>m$^2$s$^{-1}$</td>
</tr>
</tbody>
</table>

Table II. Comparison of magnitudes of maximum velocities for both grids in Example 1.

| Simulation time | $|v|_{max}$ (grid 1) mm/s | $|v|_{max}$ (grid 2) mm/s |
|-----------------|--------------------------|--------------------------|
| 50.0            | 11.4                     | 11.2                     |
| 100.0           | 16.8                     | 13.6                     |
| 400.0           | 16.2                     | 17.0                     |
| 600.0           | 63.9                     | 66.8                     |

given in Tables II and III, respectively, for both grids at different times. A fairly good match is obtained. The same problem is repeated after neglecting shrinkage driven flow by assuming densities of both the phases to be equal. Physical parameters are assumed to be the same for both cases.

Figure 3 shows mid-height concentration profiles at different times. When compared with corresponding plots in [10] for buoyancy driven flow and combined buoyancy and shrinkage flows, a fairly good match is obtained with small quantitative differences. This is also summarized in Table IV where maximum and minimum midplane concentrations of Tin are compared with those plotted in [10] at different times for the combined flow case. Figures 4-7 show solute distribution, liquid solute concentration, liquid mass fraction and temperature at different times. Solute enrichment occurs near the top surface of the cavity and solute depletion near the bottom surface. Effects of shrinkage driven flow are prominent in regions where the
Table III. Comparison of maximum and minimum midplane concentrations for both grids in Example 1.

<table>
<thead>
<tr>
<th>Simulation time</th>
<th>$C_{\text{grid 1}}^{\text{max}}$</th>
<th>$C_{\text{grid 1}}^{\text{min}}$</th>
<th>$C_{\text{grid 2}}^{\text{max}}$</th>
<th>$C_{\text{grid 2}}^{\text{min}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25.0</td>
<td>0.1972</td>
<td>0.1902</td>
<td>0.1970</td>
<td>0.1901</td>
</tr>
<tr>
<td>50.0</td>
<td>0.2005</td>
<td>0.1884</td>
<td>0.1998</td>
<td>0.1884</td>
</tr>
<tr>
<td>100.0</td>
<td>0.2011</td>
<td>0.1867</td>
<td>0.2014</td>
<td>0.1864</td>
</tr>
<tr>
<td>200.0</td>
<td>0.2019</td>
<td>0.1834</td>
<td>0.2017</td>
<td>0.1832</td>
</tr>
<tr>
<td>400.0</td>
<td>0.2017</td>
<td>0.1744</td>
<td>0.2016</td>
<td>0.1741</td>
</tr>
<tr>
<td>600.0</td>
<td>0.2019</td>
<td>0.1736</td>
<td>0.2023</td>
<td>0.1713</td>
</tr>
</tbody>
</table>

Table IV. Comparison between maximum and minimum midplane concentration of Tin calculated here with grid 2 and those reported in [10] for a similar example.

<table>
<thead>
<tr>
<th>Simulation time</th>
<th>$C_{\text{calculated}}^{\text{max}}$</th>
<th>$C_{\text{calculated}}^{\text{min}}$</th>
<th>$C_{\text{reported}}^{\text{max}}$</th>
<th>$C_{\text{reported}}^{\text{min}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25.0</td>
<td>0.197</td>
<td>0.190</td>
<td>0.198</td>
<td>0.190</td>
</tr>
<tr>
<td>50.0</td>
<td>0.200</td>
<td>0.188</td>
<td>0.200</td>
<td>0.188</td>
</tr>
<tr>
<td>100.0</td>
<td>0.201</td>
<td>0.186</td>
<td>0.201</td>
<td>0.184</td>
</tr>
<tr>
<td>200.0</td>
<td>0.202</td>
<td>0.183</td>
<td>0.202</td>
<td>0.180</td>
</tr>
<tr>
<td>400.0</td>
<td>0.202</td>
<td>0.174</td>
<td>0.202</td>
<td>0.167</td>
</tr>
</tbody>
</table>

temperature approaches the solidus temperature. This is evident from midplane segregation plots in Fig. 3, where there is sharp rise in concentration of Tin near the left wall. However, when shrinkage driven flows are neglected, there is no such rise in the midplane concentrations as observed in Fig. 3 for only buoyancy driven flows. Thermal and solutal buoyancy driven flows dominate in other regions. As the mushy zone slowly develops, buoyancy driven flows expel Tin-rich liquid into the melt thereby producing a large zone of negative segregation in the mush. In Figs. 3e and 3f discontinuities, similar to those shown in [10], are observed. These are attributed to the localized remelting that occurs as solidification progresses and contribute to further segregation. Effects of convective activity and severe segregation are also observed in isotherms and liquid concentration profiles. Both of them are significantly distorted near the top and bottom surfaces. The overall CPU time for examples in this section was around 78 hours.

6.2. Example 2: Vertical two-dimensional solidification of a Lead-Tin alloy

Vertical solidification of a Lead-Tin alloy is considered next where the mushy zone is characterized by an anisotropic permeability. Equations (7) and (8) describe permeability of the mushy zone in directions transverse and parallel to dendrite growth, respectively. To maintain consistency between the numerical model discussed here and that used in the previous examples, we use the same segregation model viz. lever rule for examples in this section too. The alloy being solidified has a composition 23.4% Tin with the rest Lead. The two-dimensional problem domain along with boundary conditions is shown in Fig. 8. The cavity is 0.007 m wide and 0.04 m high. Initially, the bottom surface is at 272.5 °C. An initial vertical thermal
Figure 3. Midplane concentration of Tin (Sn) at different times for Example 1 using grid 2: (a) 25 s, (b) 50 s, (c) 100 s (d) 200 s (e) 400 s and (f) 600 s.

Figure 4. Distribution of Tin in Example 1 at different times - (a), (b) and (c) correspond to combined flow, (d), (e) and (f) correspond to buoyancy driven flow: (a) and (d) 50 s, (b) and (e) 200 s, (c) and (f) 600 s.
Figure 5. Liquid solute distribution in Example 1 at different times - (a), (b) and (c) correspond to combined flow, (d), (e) and (f) correspond to buoyancy driven flow: (a) and (d) 50 s, (b) and (e) 200 s, (c) and (f) 600 s.

Figure 6. Mass fractions and velocity distribution in Example 1 at different times - (a), (b) and (c) correspond to combined flow, (d), (e) and (f) correspond to buoyancy driven flow: (a) and (d) 50 s, (b) and (e) 200 s, (c) and (f) 600 s.
gradient of 7700 °C/m is applied throughout the domain. The bottom surface is cooled at a constant rate of 0.05 °C/s. After solidification starts, the thermal gradient is maintained at the top surface. Figures 9 (a)-(e) show the velocity distribution and extent of the mushy zone at different times. Figure 10 shows solute distribution in the cavity at some selected times. As solidification progresses, the velocity field slowly starts to develop. Initially at time $t = 50$ seconds (s), the first convection cells form. The mushy zone has developed only until a height of 0.2 mm similar to that observed in [7]. At $t = 100$ s, the velocity field is higher and the resulting convection gives rise to vertical plumes in the center of the cavity. The mushy zone has progressed a distance of 0.8 mm from the bottom. At $t = 200$ and 300 s, convection increases substantially with progressive solidification and the vertical plumes in the center of the cavity rise higher and become stronger. At $t = 200$ s, the mushy zone occupies a distance of 1.4 mm and at $t = 300$ s, a distance of 1.9 mm. These results correlate well with the corresponding quantities observed in [7]. Convection cells continue to grow, weaken, appear and disappear and this contributes to segregation in the cavity. At $t = 2000$ s, the depth of the mushy zone is approximately 10.6 mm and the solid shell has formed at the bottom of the cavity. Solute distribution at this time is shown in Fig. 10b. Convection weakens by time $t = 3000$ s and the solid occupies a height of approximately 8.5 mm from the bottom. Two channels form at both the vertical sidewalls where solute rich liquid penetrates into the mushy zone. The concentration of Tin inside these channels reaches as high as 33.7 wt.%. Freckles are formed in the interior of the cavity as a consequence of negative segregation caused by fluid flow. Deviation from the initial concentration in these freckles reaches as high as 12.4 wt.%. The upper half of the cavity is positively segregated. Figure 11 shows the concentration of Tin averaged every 0.5 mm along the vertical direction. As in the previous example, a
zone of negative segregation is found followed by a zone of positive segregation. Table V gives a comparison between the maximum velocity magnitudes obtained from this simulation and those given in [7], at different times. Some quantitative differences are expected due to a different segregation model used in [7]. The overall CPU time for this problem was 178 hours due to the large total simulation time.

Table V. Comparison of maximum velocity magnitudes between present calculations in Example 2 and those given in [7].

| Simulation time | \( |v|_{max} \) (mm/s) | \( |v|_{max} \) (mm/s) |
|-----------------|---------------------|---------------------|
| 100.0           | 1.78                | 2.10                |
| 200.0           | 2.01                | 1.90                |
| 300.0           | 1.92                | 1.40                |
| 2000.0          | 2.11                | 1.90                |
| 3000.0          | 0.94                | 0.6                 |

6.3. Example 3: Vertical three-dimensional solidification of a Lead-Tin alloy

Next we consider a three-dimensional example where a Lead-10% Tin alloy solidifies from the bottom. The length, width and height of the cavity are 0.01 m, 0.01 m, and 0.02 m, respectively. The finite element mesh is constructed using 12000 elements with 20 divisions in the \( x \) and \( y \) axes, and 30 in the \( z \)-axis. The cooling rate at the bottom is \( 1.67 \times 10^{-2} ^\circ C/s \) and an initial vertical thermal gradient of 1000 \(^\circ C/m\) is applied throughout the cavity. No-slip boundary conditions are imposed on the cavity walls. The velocity field and temperature field are monitored throughout the simulation.
Figure 9. Velocity field and liquid volume contours for Example 2 at different times: (a) 100 s, (b) 200 s, (c) 300 s, (d) 2000 s and (e) 3000 s.

Figure 10. Solute distribution for Example 2 at different times: (a) 300 s, (b) 2000 s, (c) 3000 s.
conditions are applied on all vertical and horizontal surfaces. The temperature gradient is maintained on the top surface after solidification starts at time $t = 0$. Fluid flow in the cavity leads to development of channels with progressive solidification. The simulation is carried until $t = 1800$ s and evolution of freckles and channels is studied.

Figures 13 and 14 show the distribution of Tin and liquid volume fraction in the cavity at two different times. Figures 15 (a) and (b) show the concentration profiles of Tin on planes $z = 0.005$ m at $t = 600$ s and $z = 0.015$ at $t = 1800$ s, respectively. From Figs. 15 (a) and 15 (b) it is clear that more channels are formed here than in the two-dimensional simulation of Example 2. At $t = 600$ s, nine channels are observed. Greater segregation is observed in channels formed at the edges as against those formed inside the cavity. Table VI gives a comparison between quantities obtained from the present calculation and the work reported in [9] at time $t = 600$ s. As solidification progresses, solute redistribution occurs throughout the cavity. The main cause of solute redistribution is convection. Greater convective activity is observed in the three-dimensional simulation as against the two-dimensional case of Example 2. At $t = 1800$ s, the channels on the edges are well developed and concentration of Tin inside these channels reaches as high as 16.1 wt%. Solute depletion occurs near the bottom of the cavity. Localized solute redistribution leads to extensive freckling in the final solidified alloy. This is a major cause of defects and widely varying properties in alloys. The overall CPU time for this problem was 198 hours because of the large total simulation time. The use of matrix free GMRES solver is critical for large scale three-dimensional problems for overcoming memory constraints.

Table VI. Comparison of quantities obtained from current calculations for Example 3 and those given in [9].

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Present calculations</th>
<th>From [7]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max. velocity magnitude (mm/s)</td>
<td>3.81</td>
<td>4</td>
</tr>
<tr>
<td>Max. concentration (wt % Sn)</td>
<td>12.11</td>
<td>11.96</td>
</tr>
<tr>
<td>Max. number of channels</td>
<td>9</td>
<td>7</td>
</tr>
</tbody>
</table>
Figure 12. Domain and boundary conditions for vertical solidification of Lead-Tin alloy with anisotropic permeability in three dimensions (Example 3).

Figure 13. Macrosegregation profile (distribution of Tin) at two different times for Example 3: (a) 600 s (b) 1800 s.

7. CONCLUSIONS

A stabilized FEM formulation, previously developed for porous media and solidification problems was extended to model solidification of alloys with isotropic or anisotropic mushy zone permeability and with different phase densities. Shrinkage driven flow arises due to different densities of the solid and liquid phases. Numerical scheme and solution methodology developed here were first tested for a reference problem involving horizontal solidification of a Lead-Tin alloy where the mushy zone is characterized by an isotropic permeability. Two
Figure 14. Liquid volume fractions at two different times for Example 3: (a) 600 s (b) 1800 s.

Figure 15. Macrosegregation profile (distribution of Tin) on $x - y$ plane at different times for Example 3: (a) $z = 0.005$ m, 600 s (b) $z = 0.015$ m, 1800 s.
cases were considered - one involving combined shrinkage and buoyancy driven flow and the other involving only buoyancy driven flow. Severe segregation occurs near the top and bottom surfaces for both cases. However, when shrinkage driven flow is present in addition to buoyancy, segregation is magnified near the left cooling wall and near the right bottom. The influence of shrinkage driven flow, arising due to density differences, was found to be greater in regions at or near the solidus temperature. In other regions, segregation was primarily driven by flows arising due to thermal and solutal buoyancy. The algorithm was further validated through a convergence analysis for the same example. Vertical directional solidification of a Lead-Tin alloy was considered next. Here, the mushy zone was characterized by an anisotropic permeability obtained from experimental data and regression analysis. In this case both two-dimensional and three-dimensional examples were attempted. With the mushy zone permeability varying in $x$, $y$ and $z$ directions, the stabilizing parameters varied correspondingly. Fluid flow here, driven by thermal and solutal buoyancy, led to redistribution of solute in the cavity causing macrosegregation. This led to the development of freckles and channels in the cast alloy. Examples considered here demonstrate the versatility and efficacy of our dimension-independent simulator based on stabilized finite element methods in modeling complex solidification problems. Our current efforts are to extend the model to capture multiscale phenomena and non-equilibrium effects arising during solidification of alloys.
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