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Abstract
This report presents general concepts in a broadly applicable methodology for validation of Accelerated Strategic Computing Initiative (ASCI) codes for Defense Programs applications at Sandia National Laboratories. The concepts are defined and analyzed within the context of their relative roles in an experimental validation process. Examples of applying the proposed methodology to three existing experimental validation activities are provided in appendices, using an appraisal technique recommended in this report.
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Executive Summary

Accelerated Strategic Computing Initiative (ASCI) codes will be applied to high-consequence nuclear stockpile problems. In some cases, a premium will be placed on the credibility of the predictive application of these codes. The credibility of a code for use on a high-consequence problem is strongly dependent upon the success of a set of scientifically defensible and consequential verification and validation tasks. For computational science and engineering codes of the type being developed by ASCI, validation requires experimental activities that can serve as substantive benchmarks for assessing the fidelity of implemented physics and engineering models. We believe that a systematic, documented analysis of the critical elements of experimental validation projects that is broadly relevant to the Sandia ASCI program does not currently exist.

It is the purpose of this report to define and analyze a process methodology that can be used in planning, executing, and assessing experimental validation projects. Our perspective in writing this report has been to present a specific view of what useful experimental outcomes should be and how they can be achieved in experimental validation projects. The process methodology consists of eight key elements that embody important concepts distinguishing experimental validation. This process is schematically presented in Figure 1.2 as a serial movement through each of the eight key elements. In fact, the text also discusses the complex connections between those process elements that have not been suggested in Figure 1.2 and which act to further complicate the experimental validation methodology.

The main body of this report provides a critical discussion of the eight key elements in Figure 1.2. A brief description of the elements follows.

Element 1: Defense Programs (DP) Application

Validation activities must assess confidence in the use of the code for a specified DP application. The DP application at which a particular validation activity is directed is a critical planning element and must be defined before the performance of any specific validation work. Specific requirements associated with the selected DP application must be identified during planning (Element 2), as these requirements place serious constraints on the goals of the validation activity.

Element 2: Planning

Validation activities must be formally planned. The plan should define the key elements in the experimental activity, including the design of the validation experiments (Element 4), the validation metrics intended to be applied (Element 5), and the assessment criteria to be applied (Element 6). If some aspects of the validation activity involve research, such as definition of particular metrics, this should be spelled out in the plan. It is important to emphasize that this planning exists within a broader planning environment governing DP activities, experimental campaigns, and ASCI code development. An important component that strongly influences the
development of the plan of a particular experimental validation effort is the Phenomena Identification and Ranking Table (PIRT), a deployment tool that crystallizes specific prioritized validation activities from the application requirements of the code. The PIRT is discussed in greater detail in Pilch et al. (2000a.).

**Element 3A: Code Verification**

A nominal level of code verification should be established as a requirement to conduct a validation activity. Typically, this element centers on gathering evidence that the code can produce calculations that can be fruitfully compared with the gathered experimental data. Although this evidence will likely exist independently within the code development project (for example, evidence of configuration management and testing performance), code verification may also require independent work on the part of the validation team. Bluntly speaking, we do not consider codes that do not run as being proper targets for the scarce resources associated with dedicated experimental-validation efforts.

**Element 3B: Calculation Verification**

Calculation verification seeks assessment of the accuracy of calculations performed during the course of the validation activity, for example, through convergence studies and *a posteriori* error estimation. Such calculations encompass additional verification studies that could be needed to accomplish satisfactory code verification (Element 3A), as well as predictive calculations applied in the design of validation experiments and postdictive calculations applied in postexperiment analysis (Element 4). The role of calculation verification should be defined in the planning element (Element 2).

**Element 4: Experimental Design, Execution, and Analysis**

Properly designed and executed validation experiments are an important deliverable of any experimental validation activity. Validation experiments should provide data that are accurate enough to fulfill the validation requirements defined by the underlying DP application. The design of validation experiments should provide quantification of the experimental uncertainty as part of the delivered data. The collected data should be comparable with code calculations in precise enough ways to conduct the metrics (Element 5) and assessment (Element 6) in the validation methodology. This is most possible when the code has participated in the definition and design of the validation experiments as well as in the postexperiment analysis. We thus place a high premium on usage of the code in the design phase of the planned experiments. All anticipated aspects of experimental design, execution, and analysis should be defined in the planning element (Element 2).

**Element 5: Metrics**

Conclusive comparisons of code calculations with experimental data are the most significant outcome of dedicated experimental validation. These comparisons must be
quantitative, should encompass uncertainty in both the experimental data and the code calculations, and must be assessed (Element 6). The definition of metrics that accounts for uncertainty, say, within a probabilistic framework, is currently a research and development topic (Trucano et al. 2001). Anticipated metrics should be defined in the plan (Element 2).

**Element 6: Assessment**

Assessment is the methodological element that determines the increase or decrease in confidence in the code that results from the validation activity. Sharp assessment is dependent upon sharp metrics; hence, this element is very strongly coupled to the metrics (Element 5). An ideal situation is to define assessment criteria that define “passing” or “failing” or both for the test posed by comparison of the calculations with the gathered experimental data. The assessment criteria should be defined in the plan (Element 2).

**Element 7: Prediction and Credibility**

The original DP application and its requirements ultimately require code usage that may be predictive. Prediction in this case means that the required use of the code represents an extrapolation from the associated validation knowledge base to the larger domain of applicability of the code. Element 7 ensures that the question of credibility of the code for this intended application is asked at the completion of the specific validation activity or activities, and that some attempt is made to answer it. The desirable outcome of Element 7 is thus to specifically determine the contribution of the specific validation activity, especially through the results of the metrics and assessment elements (Elements 5 and 6), to improving our understanding of the credibility of the code. Formal thought should be devoted to the implications of the assessment activity (Element 6) on establishing credible confidence in the required predictive application of the code. It is desirable to define and apply a methodology for performing the extrapolation of credibility from experimental validation to the desired predictive application. For example, this could be defined as a technique for directly extrapolating observed metric performance in the assessment element from the validation data to the intended application domain using statistical techniques. Extrapolation of credibility gained in the assessment element (Element 6) to the prediction domain should be addressed in the plan for the experimental validation activity (Element 2).

**Element 8: Documentation**

Documentation should be sufficient to provide traceable, repeatable, and credible information about the conduct, results, and conclusions of the experimental validation activity needed for future evaluation. The validation activity under consideration is typically only one of several validation activities that are undertaken for a given code application. Therefore, detail and accuracy of the documented information are also required for proper integration of distinct validation activities.
While there are significant interactions between these elements as previously claimed, we have emphasized the serial character of this process in Figure 1.2 and our detailed treatment because this approach favors the practical constraint that specific experimental validation activities must begin at some point and end at some point. Thus, we have emphasized that experimental validation activities begin with the specification of the driving DP application, end with the delivery of the necessary information in documented form, and have a carefully defined series of steps that lead from beginning to end. One who is so inclined could probably just as productively read this text by starting at the end state (Element 8) and backtracking to the beginning.

In the more detailed discussion of the major process elements in the body of this report, we have developed a series of further concepts that follow from the general goals of these eight elements. The report focuses on the presentation of these more detailed concepts, a total of 33, which are also summarized in Section 11. In that section, a notional measurement approach has been defined that could that be useful for applying this methodology in planning experimental validation activities, as well as in assessing the outcomes of these activities. The suggested measurement approach is applied to three distinct experimental activities in Appendices A, B, and C. The appendices demonstrate that the concepts presented in this report and summarized in Section 11, along with a rather simple measurement process, develop useful information about the strengths and weaknesses of ongoing as well as historical experimental validation activities.

The ideas presented in this report support a view of experimental validation that contradicts the naively simple characterization that experimental validation activities simply consist of the following elements: conducting experiments, performing calculations, and comparing results. While the elements of the naïve characterization are, indeed, critical in any experimental validation activity, it is attention to their underlying details (how the elements fit together and how they are used) that leads to complexity. The success of experimental validation, in our view, requires painstaking attention to many details, particularly Elements 1 through 8 highlighted in this report, and also requires a process that specifies the manner in which these details are executed and linked.

We now comment on our intended audience. During the writing of this report, we were attempting to define the needs of the modeling community vis-a-vis experimental validation activities. Thus, the primary audience for this report is the joint community of code developers and code users who, at least, might be interested in our view of the needed outcomes of experimental validation. The secondary audience comprises the experimenters themselves, who may wonder about the increased intricacies of interacting with the computational modeling community in experimental validation activities. While this report contains the key definitions of the concepts underlying the proposed experimental validation process, the report also relies upon a body of published work, including other work of the present authors, which is referenced in detail.

Importantly, this report is neither intended nor written to be a requirements document for experimental validation. Attention to all of the concepts described here for a given
experimental validation activity could be interpreted as a maximally acceptable approach to validation. From this perspective, requirements should then serve to define a minimally acceptable approach, though we have devoted no attention to this important topic here. There are also topics that influence experimental validation, especially the use of the results of experimental validation, which have only been touched upon in this report and require a more complete discussion. One such topic is code qualification, which is closely associated with the problem of when validation (and verification) results are sufficient in number and quality to support a decision to use the code for a specified stockpile problem. Qualification is clearly an important topic that is coupled to the development of requirements for experimental validation tasks.
# Acronyms and Abbreviations

<table>
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<tr>
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<tr>
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<tr>
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<td>Department of Energy</td>
</tr>
<tr>
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</tr>
<tr>
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</tr>
<tr>
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</tr>
<tr>
<td>PIRT</td>
<td>Phenomena Identification and Ranking Table</td>
</tr>
<tr>
<td>Sandia</td>
<td>Sandia National Laboratories</td>
</tr>
<tr>
<td>SLEP</td>
<td>Stockpile Life Extension Program</td>
</tr>
<tr>
<td>SQE</td>
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</tr>
<tr>
<td>STS</td>
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</tr>
<tr>
<td>TGA</td>
<td>thermal gravimetric analysis</td>
</tr>
<tr>
<td>V&amp;V</td>
<td>verification and validation</td>
</tr>
<tr>
<td>VALTS</td>
<td>Validation Test Suite</td>
</tr>
<tr>
<td>VERTS</td>
<td>Verification Test Suite</td>
</tr>
</tbody>
</table>
Section 1
Introduction

As defined in the Department of Energy’s Accelerated Strategic Computing Initiative (ASCI) program plan, validation is “The process of determining the degree to which a computer model is an accurate representation of the real world from the perspective of the intended model applications” (DOE 2000). The important terms to emphasize in this definition are “process” and “applications.” Validation, as understood by DOE and implemented at Sandia National Laboratories (Sandia) under the ASCI program, is an evaluation process that is focused by the specific application (or use) of numerical models (also called codes in this report for simplicity and with an implied restriction to only the software implementing the mathematical model of a physical process). The guidelines for developing verification and validation (V&V) plans for ASCI code projects at Sandia emphasize the critical need to focus on applications in planning V&V activities (Pilch et al. 2000a). As discussed below, these two features, process and applications, are the most important determining factors in defining appropriate validation experiments.

From a technical point of view, validation relies upon the process of comparing the results of ASCI code calculations with the results of physical experiments, and has the primary goal of developing and quantifying sufficient confidence in the codes so that they can be used to predict a specified problem result. The components of a validation process designed to achieve this goal are generically termed validation activities. For DOE stockpile stewardship applications, the intended usage of ASCI codes will typically have high consequence because they are connected to decisions about the nuclear weapons stockpile. At the same time, ASCI code applications supporting stockpile programs will require predictive use of codes in direct proportion to the degree that the intended use extrapolates beyond the existing validation characterization.

Perhaps the most important aspect of our present work in validation is our belief that the goal of validation activities is to assess the predictive capability of codes for specified applications. This goal is illustrated in Figure 1.1. This figure, which is discussed in greater detail in Easterling (2001a), explicitly emphasizes the need for extrapolation from experimental validation to likely stockpile application. The figure also suggests a hypothetical region of the parameter domain for the model that has been studied through experimental validation. Model in this report, unless otherwise specifically stated, always means the computational code and the physics models implemented by the code, as well as the input necessary for performing calculations, such as the mesh definition, choice of material parameters, and computational parameter settings. An understanding of the model errors determined from validation experiments is represented by

\[ e_x = y(x) - y^*(x) \]

where \( y(x) \) is the result of validation experiments at the parameter domain location \( x \), \( y^*(x) \) is the model prediction at that location, and \( e_x \) is some measure of the difference between the two. The “minus” sign in the formula defining \( e_x \) is purely schematic and representative of some choice of “validation metric” (Trucano et al. 2001). We anticipate that we may not be able to perform experiments that closely
approximate the specified use in many situations. The intended application thus requires utilization of the code in domains where direct experimental confirmation of prediction accuracy is not possible. Inference must thus be used to estimate $e_x$ in the region labeled “stockpile application” in Figure 1.1. The need to perform this extrapolation emphasizes our need for models to be judged to achieve the right answer for the right reasons in the validation regime. Code calibration, which is performed for the purpose of achieving some degree of agreement with complex integrated tests in the required application domain of the code by explicit tuning, will not assess predictive use of the code.

![Figure 1.1](image.png)

**Figure 1.1.** Extrapolation beyond the experimental validation regime is typically required for stockpile applications of computational science and engineering (Easterling 2001a).

The goal of the ASCI program is to develop computational science and engineering codes for which we have confidence in this predictive extrapolation. While this may not be the only role of ASCI codes, we contend that predictive ASCI code calculations in this extrapolative sense establish objectives that require the greatest rigor in validation activities. The concepts discussed in this report are intended to form a basis for achieving the necessary rigor. Explicit in the goals for these validation activities is the hope of quantitatively characterizing the margin of error between the computational extrapolation outcome and the actual physical outcome if it could be observed.

We therefore assume that the most important objective of the Sandia ASCI V&V program is to achieve confidence in the predictive application of the relevant codes to high-consequence modeling tasks. The requirement for high-consequence code use implies
there are nontrivial consequences of poor code performance. The requirement for predictive code use necessitates extrapolation beyond the understanding gained strictly from experimental validation data. Traditional problems of computational science and engineering in many fields have not had to deal simultaneously with these two requirements: predictive application and high consequence. Therefore, the traditional use of complex scientific numerical models has not demanded as great attention to formalizing the methods and outputs of the validation process as will be needed for high-consequence predictive code use, with some exceptions. One discipline where this statement is not true is in numerical modeling performed as an integrated component of regulatory assessment, such as in nuclear reactor safety assessment (Boyack 1990) and waste repository performance (Cragnolino et al. 2000; Mohanty et al. 2000).

It is difficult to understand technical requirements for performing validation activities that are isolated from the intended application of the code. Validation experiments—the most important activities associated with validation—must be properly centered in the overall process that enables predictive code use. Figure 1.2 depicts our high-level view of the role of experimental validation in evaluating the predictive capability of codes.

![Figure 1.2. The validation process and its predictive capability.](image-url)
In Figure 1.2 we suggest that the validation-prediction process relies upon the following elements:

1. Identification of the Defense Programs (DP) application driver that focuses the use of the code under discussion.

2. Careful planning of validation activities, especially the use of the Phenomena Identification and Ranking Table (PIRT) to define prioritized V&V activities for the application of the code to the given stockpile application driver.

3. Development and documentation of appropriate verification confidence in the code, as well as the specific solution verification of validation calculations.

4. Design and execution of appropriate experimental activities to mirror the validation elements in the PIRT.

5. Development and application of appropriate metrics for comparing computational results with experimental results to measure confidence in the intended application of the code.

6. Development and application of criteria for assessing the success or failure of the code when compared with the validation experiments using the comparative metrics.

7. Some determination of the conclusions of the validation activities with respect to our confidence in the required predictive application of the code, given that the required level of confidence in the capability of the code is strongly dependent upon the intended predictive application. (The constraints and requirements of how subsequent predictive application of the code is technically accomplished are only briefly touched on in the present document. We will not discuss this challenge.)

8. Accurate and full documentation of the planning, results, and consequences of the validation activity, especially its implications for confidence in the intended predictive application of the code.

The elements shown in Figure 1.2 are discussed in greater detail in the remaining sections of this report. Our thrust is that these elements govern overarching guidance for the implementation of validation experiments. Validation and associated constraints on validation experiments cannot be separated from the requirements that are used to generate objectives for application of the code, nor can validation be separated from the ultimate predictions that are demanded of the code. This single observation tightly constrains validation experiment activities, as we will argue subsequently.

Although we tend to focus on the role of experimental validation in the development of necessary confidence in the predictive high-consequence application of a specific code, there is another goal of validation. It is clearly important to define code application domains where confidence in the code is not sufficient and why, therefore determining with some precision the boundary of applicability of the code. Such a goal may implicitly
or explicitly result from validation experiments that *fail* to develop the required confidence in the intended application of the code. As discussed by Younger (1997), it is desirable to have experimental validation tasks that have the explicit goal of defining those application domains where use of the code is questionably adequate to better quantify the boundary of applicability of the code. To perform these validation tasks in a conscious and scientifically directed manner is not necessarily any easier than to achieve desirable levels of confidence in other application domains. McMillan (1996) also touches on this important philosophical point when he emphasizes the need to design validation experiments that explicitly challenge our ability to apply a code in simulating the experiments. He calls the resulting experimental validation efforts “Challenge Problems.”

To support predictive, consequential applications of ASCI codes for stockpile stewardship requires new quantitative assessment procedures for the physical-science modeling community. A tradition of very complex and groundbreaking computational modeling certainly exists in the nuclear weapons community. However, there is currently no external regulatory climate that governs how this modeling is being applied to nuclear-weapon performance and management issues for the U.S. nuclear stockpile. Such a regulatory climate helped to spur the development of enhanced formal approaches to validation of code usage in analysis of the safety of nuclear reactors. It occurs to us that the stockpile challenges of tomorrow, given the current curtailment of full-system testing for nuclear weapons, place burdens on complex computational models that are quite similar to similar burdens arising from nuclear-power regulatory practices. Thus, enhancing the formal rigor of all aspects of validation is a logical goal, even if it is not currently mandated from outside the DOE weapons community.

It is essential that we focus attention on the formal aspects of experimental validation processes and their associated activities as the uses of codes become more consequential and the predictive capability of codes is emphasized. This document reflects this concern. It is also important that a large and complex V&V program like the ASCI V&V program at Sandia achieve useful levels of consistency in approach and expected results for the experimental tasks associated with validation processes. At Sandia the ability to achieve consistency is complicated by three factors:

- Formal principles, procedures, and metrics for experimental validation activities are in an early stage of development in the entire engineering community.

- A complex spectrum of experimental activities contributes information to the process of validating use of codes, sometimes in an ad hoc fashion. These activities include scientific discovery experiments, dedicated validation experiments, and system certification experiments, as well as the use of archival experimental data. Uniform experimental-validation concepts are difficult to apply to such a diversity of experimental activities.
ASCII does not fund the relevant validation experiments required to validate applications of the codes. Implementation of uniform concepts then requires a difficult partnership between ASCII and the associated experimental campaigns.

It is also true that the ASCII program at Sandia involves a wide variety of codes, at diverse stages of development. This fact adds additional difficulty to the task of uniformly applying concepts for experimental validation.

Despite this complexity, achieving a degree of uniformity in approach and anticipated results for validation experiment activities should aid in the execution of, and increase the consequence in, these activities. Organizational processes also contribute to the administration and coordination of validation activities, including the dissemination of information that may be useful beyond validation tasks that are narrowly focused on a particular application of a code. Finally, organizational processes such as peer review are mandatory for performing quantitative scrutiny and assessment (Pilch et al. 2000b).

For these reasons, we believe that it is worthwhile to suggest and discuss a set of general concepts for experimental validation that are useful and appropriate in a broad sense. It is the purpose of this report to specify these concepts and develop the logic that underlies this specification. These concepts are necessarily constrained by their generality. More detail beyond the current concepts is dependent on the subject matter of the particular code or codes that are involved with the associated stockpile application and cannot be developed in general terms. It is not our intent to provide such detailed guidance even in one particular subject-matter area.

In Sections 2 through 10 of this report we develop concepts of experimental validation based on the elements in the validation and prediction process outlined in Figure 1.2. In each section, the concepts fundamental to a specific element in this figure are defined, followed by a summary statement of each concept.

We believe it is fruitful to measure the relationship of specific validation experiment activities to the concepts written in this report. In Section 11 we suggest such a means of measurement. We illustrate the application of our measurement principles in three particular experimental examples in appendices A, B, and C. In Appendix A we measure a previous validation study associated with a radiation-hydrodynamics application of the ALEGRA shock-wave physics code (Trucano et al. 1999). In Appendix B and Appendix C we measure ongoing studies of the development and application of “validation metrics” to structural dynamics in a normal environment and to the thermal decomposition of foam in an abnormal environment, respectively. These examples serve to illustrate the effectiveness of the stated concepts and our ability to apply them to assess the quality and success of particular validation experiment activities. Section 12 gives a brief summary and draws some conclusions based on the main content of this report. One final appendix, Appendix D, provides some additional information about the PIRT discussed in Section 3.
Section 2
Element 1: Application Requirements

2.1 Description

As discussed in the planning guidance (Trucano and Moya 1999; Pilch et al. 2000a), the most important principle underlying the Sandia ASCI V&V program is that validation is centered on specific applications, or uses, of codes. These applications of the code are called “stockpile drivers” in the planning references. An alternative phrase is “Directed Stockpile Work (DSW) Driver.” These specified code applications concentrate validation requirements that originate in Defense Programs (DP) requirements at Sandia. DP requirements emerge from diverse sources of information, including military characteristics, Stockpile-to-Target Sequence (STS) requirements, Stockpile Life Extension Program (SLEP) requirements, requirements in program guidance for the various DOE campaigns, and requirements from other weapons program projects. The DP requirements that are embedded in the stockpile drivers include schedules and priorities that must be reflected in the particular choices of validation experiment activities that will be used to develop confidence in the code application.

The requirements for the code applications also influence the ultimate predictive intent for usage of the code in the associated applications. The related DP requirements either implicitly or explicitly specify scenarios, constraints, and application decision criteria for the code applications. These requirements provide, in principle, the primary information needed to construct the specific elements of validation experiments. For example, DP requirements may offer necessary conditions for specifying conditions for code usage in validation experiments, which include code parameter or variable domains, success and failure criteria, and qualification criteria, although this information may not be at all obvious.

Figure 2.1 suggests some of the aspects involved in integrating V&V activities with the needs of DSW. In this figure we have categorized four types of factors that must be considered to understand the role that future DP applications play in influencing V&V. These categories are labeled “DP,” “Coordination,” “V&V,” and “Review.” The horizontal direction in the figure denotes a generic measure of the progression of time. While units are not given or essential, realistic time scales for at least some DP application requirements are on the order of four to five years. Information flows across the categories, specifically concentrating in the coordination activities.
Three major elements are emphasized in the DP category of Figure 2.1. First, there is the information collected in various forms that identifies requirements for stockpile programs and schedules. An important stimulus for these requirements and their associated qualification activities are the STS requirements. Second, specific modeling and simulation (M&S) capability is based on stockpile application requirements, as emphasized in Pilch et al. (2000a). This information may be modified over time by progress on a variety of DP activities. Third, “1st Validated Use” is a phrase that has been used in some formal planning exercises at Sandia to describe a decision point for determining when a code must first be used in an essential role for a given weapon-project activity. These decision points are associated, for example, with SLEP schedules.

V&V activities, identified in the third category of Figure 2.1, are generally directed by the planning that is governed by the DP category. This information transfer is currently most concentrated in integrated planning and alignment activities, one of the elements called out in the coordination category of the figure. Alignment emphasizes the most critical DP need: to best balance limited resources. The alignment processes are ongoing, constantly balancing the evolving planning, requirements, and schedules at the DP level with the evolving work of V&V. An important additional coordinating factor emphasized in
Figure 2.1 is the role of Campaign Six (the Weapons Engineering Certification Campaign) and Campaign Seven (the Hostile Environments Campaign). These experimental campaigns are directly engaged in the alignment processes and must be responsive to the requirements of DP, while also acting as the most important source of experimental data for validating application of Sandia ASCI codes to stockpile problems. The importance of the campaigns is a dominant coordination concern between DP and V&V, in our opinion.

Given the importance of “1st Validated Use” in modeling and simulation applications for DP projects, a logical goal of a directed set of V&V activities is to demonstrate the achievement by a given code of this requirement at a fixed point in time. Thus, we have pictured this element in Figure 2.1 as “Qualification,” which is an important consequence of the progression of V&V tasks. DP clearly has a strong voice in whether or not this capability has been demonstrated.

We anticipate that the peer review process described by Pilch et al. (2000b), pictured in the fourth category of Figure 2.1, will play a significant role in achieving first validated use in both stockpile computing and qualification. We have clearly indicated a role for Level 3 Peer Review in the DP decision regarding “1st Validated Use.” As described by Pilch and his colleagues, the Level 3 Peer Review is designed to aid directly in assessing the achievement of readiness for “1st Validated Use” for specific DP applications governed by the DP category in Figure 2.1. For further discussion about this topic, see Pilch et al. (2000b).

The interaction of V&V program activities, DP program schedules, executed DP project work, and the work of Campaigns Six and Seven is very complex. A more detailed discussion of this topic is beyond the scope of the present document. Our major conclusion is clear, however. Validation activities should be explicitly directed at assessing code capability for required DP applications.

From our perspective, it is crucial that planned and dedicated validation experiments be cognizant of the underlying code application and associated requirements. The planning for the experimental validation project should recognize this application of the code and the STS requirements it addresses. Formal understanding of the code application requirements may be sufficiently documented in the code-application V&V plan. Additional information beyond the general V&V plan documentation may be required in the plan specific to the experimental validation project, such as (1) geometric details of the associated weapon system, (2) detailed knowledge of application scenarios, and (3) appropriate initial conditions and boundary conditions that are faithful to these scenarios. A dedicated validation experiment that is not built upon the existing defined application requirements in the code-application V&V plan is of limited value.
2.2 Application Requirements-Based Concepts

**APP1**: The validation experiment activity should be derived from the intended code application defined in an existing code-application V&V plan.
Section 3
Element 2: Planning

3.1 General Comments

Careful and formal planning is a critical foundation of the Sandia V&V program. Formal planning of experimental validation activities should be performed before the execution and analysis of these activities. The planning for particular experimental validation activities should also be well integrated into the larger scope of V&V planning for the particular code application that is the focus of the V&V.

A key component of V&V planning, especially of experimental validation activities, is the Phenomena Identification and Ranking Table (PIRT). This technique facilitates the collection and aggregation of information that is required to define and prioritize particular experimental validation activities. The PIRT aids in upward planning, which emphasizes the linking of one or more experimental validation activities to the driving code application. (PLAN1) The primary questions to be resolved in upward planning are (1) Why is the particular experimental validation activity needed for the driving code application? (2) Why is the particular experimental validation activity defined as it is? (3) What is the definition of success for the experimental validation activity? In the latter case, success is defined by such factors as success in gathering experimental data and in comparing calculations with experimental data. (PLAN2) As discussed below, the PIRT should be designed to capture the hierarchical approach to validation recommended by the Sandia V&V planning guidance, which also helps to further resolve the answer to the first two questions above. (PLAN3) The better defined and applied a PIRT is in an ongoing series of experimental validation activities, the more likely these questions can be answered before the experiments are executed.

The PIRT also enables more precise downward planning, especially that which guides the details associated with the experimental validation elements of “Experiment Design, Execution, and Analysis,” “Metrics,” and “Assessment” shown in Figure 1.2 and discussed in greater detail in subsequent sections of this report. Because of the complexity of aligning requirements of the DP, ASCI Applications Program, V&V program, and experimental campaigns mentioned above, these validation process elements directly influence schedule and cost estimates for experimental validation activities and should be accounted for in planning.

The planning details for the experimental validation activity should, of course, be formally documented. (PLAN4)
3.2 The Phenomena Identification and Ranking Table (PIRT)

As argued in version 2 of the Sandia V&V planning guidelines (Pilch et al. 2000a), the PIRT is the most important tool in our V&V planning process for translating requirements of the stockpile driver application into requirements on usage of the code, hence specifically on validation activities. The PIRT is particularly important for prioritizing and directing dedicated validation experiment tasks. The intended use of this methodology is thoroughly specified and elaborated in Pilch et al. (2000a) and is not repeated here. However, we do point out that the PIRT is designed to convert the DSW driver application and its associated requirements into specific technical requirements for the code, verification activities, validation activities, and consequent experimental validation requirements. It is the code technical requirements for the driving application that are the proper focus of V&V activities. As a result of a well-executed PIRT process, the validation requirements of the code application are rank ordered in importance. The prioritized PIRT elements directly create the definition and prioritization of the specific validation tasks, especially dedicated validation experiments, which are performed under the validation plan for the code application.

The PIRT is critical for planning validation experiments because it helps establish both sufficiency and efficiency of the validation activities. To demonstrate sufficiency requires a careful response to the question, What has to be done to establish a necessary level of confidence in the application of the code? To demonstrate efficiency requires evidence that limited resources (people, money, time) are balanced as a result of planning, not simply as a reaction to circumstances. We presume in this report that dedicated validation experiments supporting the validation assessment of a particular code application are directed at the most important elements in the associated PIRT. If this is not true, there is already a revealed weakness in the planned validation project. The planning for the dedicated validation experiments should make this direction explicit and clear.

The PIRT (and the underlying DSW driver requirements that it expresses) is also likely to provide information, or point to additional sources of such information, that are necessary for quantifying success or failure of the validation experiment activity. As discussed later in this report, a critical goal of any experimental validation project should be to define and apply success and failure criteria that assess the comparison of code calculations and experimental data in terms of revealed confidence in the application of the code. Any expression of acceptance criteria associated with the PIRT information must be addressed in the planning for the validation experiment.

The PIRT also provides links to application requirements governing code verification activities. Alignment with the PIRT is an additional means for assessing the level of code verification. Verification assessment of the code is an important, necessary condition before a planned validation experiment activity is conducted.
A complexity-based hierarchical approach to validation is critical for demonstrating that calculations agree with experiments for the right reasons. The design of the PIRT should reflect the recommended validation tier structure suggested by the V&V planning guidelines (Pilch et al. 2000a) that addresses hierarchical validation. Validation activities, including dedicated experiments, are logically structured in terms of physical complexity. The complexity of validation activities is given coherence by the PIRT and its detailed elements. The guidance (Pilch et al. 2000a) recommends that the Validation Test Suite (VALTS) reflect the complexity structure of the PIRT. A description of its position within the documented VALTS is one way that a planned validation experiment can be precisely located in the PIRT. Each specific problem in the VALTS, for example, could correspond to a single validation experiment project. However, we do not assume that this is generally the case for this report because it is likely that one or more of the problems identified in the VALTS will be dealt with through existing experimental data, not through the initiation of a dedicated validation experiment activity.

Recall that Pilch et al. (2000a) specify the following levels of complexity for validation activities that should be reflected in the VALTS:

- Tier 1—Single physics validation
- Tier 2—Validation for the simplest couplings in the application
- Tier 3—Validation for the full couplings in the application

An additional category, Tier 4, was defined for the VALTS in Pilch et al. (2000a). Tier 4 was defined to be “Qualification” activities. As used by Pilch and his colleagues, qualification is any experimental activity that is defined to be a formal acceptance test for application of the code to a stated stockpile problem. Because qualification is not properly the domain of our current report, it will not be discussed directly here. To understand the intent of this category, one can read the relevant material in Pilch et al. (2000a). We also provide some additional discussion in Section 9 concerning the requirements that predictive applications place on experimental validation, since in our view qualification is intrinsic to stockpile prediction.

The VALTS hierarchy is based on that suggested by Sindir, Barson, Chan, and Lin (1996) and the Guide for the Verification and Validation of Computational Fluid Dynamics Simulations (AIAA 1998), herein referred to as the “AIAA V&V Guide.” The “Unit,” “Benchmark/Subsystem,” and “Complete System” categories discussed in these references map directly into the Tier 2 through Tier 3 categories above. There is no corresponding qualification category defined in the AIAA V&V Guide. There may also be some additional classification of hierarchical validation in the VALTS directly emerging from the DP application requirements, such as what might be defined in program plans of the experimental campaigns. We believe that alternative hierarchies of validation complexity can be faithfully translated into the Sandia-recommended VALTS structure above, so alternative approaches are not directly addressed here.
Validation complexity, defined through the PIRT and expressed in the VALTS, tends to be correlated with complexity of the experimental data, although this is not always the case. One form of this correlation is depicted in Figure 3.1. In this figure we have loosely suggested a possible dependence between the complexity of validation activities and the complexity of the data that might be acquired. The validation physical complexity reflects the validation tier structure specified in the Sandia V&V planning guidance (Pilch et al. 2000a) and is fully described in that document. The data complexity passes from high-level integrated system data through complex fully spatially and temporally varying data (time series, radiographs, photometric data, etc.). In Figure 3.1 we have also suggested a potential trajectory for a hierarchical set of validation activities through the validation data–physical complexity plane. The key to likely optimizing the impact of such a hierarchical experimental activity for validation of the code application under study is to rigorously account for the information, priorities, and requirements developed in the PIRT.

Figure 3.1. One projection of the validation process defined by a PIRT in terms of validation-data complexity and the complexity structure defined in that PIRT.

We conclude this discussion by observing that three important questions are answered by any dedicated validation experiment project that is properly linked to a well-crafted PIRT:
**What additional validation activities—either involving dedicated experiments or existing experimental data, or both—should precede the current validation experiment activity?**

**What future validation activities—either involving dedicated experiments or existing experimental data, or both—depend upon the current validation experiment activity?**

**Can the current validation activity be simplified by removing components not relevant to the driver application?**

Pilch et al. (2000a) observed that the PIRT is properly viewed as a process as well as a collection of information. As stressed by Boyack et al. (1990), the PIRT is most certainly not set in stone once it is formulated and documented. While a given formulation of a PIRT guides V&V activities it must also adapt to reflect the information gathered during the conduct of those activities. It is important in planning to recognize that to take the greatest advantage of its value, the PIRT can be and possibly should be adapted during the course of experimental validation activities.

Figure 3.2 shows the conceptual coupling between the PIRT, the execution of validation experiments, and their outcomes. We have isolated five categories of information that could reasonably be associated with the PIRT, either as part of the PIRT or from subsequent analysis of the PIRT. These categories are “Importance,” “Conceptual Model Adequacy,” “Code Adequacy,” “Experimental Adequacy,” and “Validation Adequacy.” (One form these categories may take is described in Appendix D of this report.) The information in the five categories defines certain validation activities that are then performed, as well as the definition and application of metrics and the success and failure criteria that should be applied in assessing the outcomes of experimental-computational comparisons. The outcomes will influence the PIRT as well as the confidence we have in the code applications.

Several scenarios illustrate the potential interaction of validation experiment activities and revision and adaptation of the PIRT during the course of these activities:

- A validation experiment may be planned and conducted under the assumption that a specific PIRT element has a high importance. After the results of the experiment are analyzed, the importance of that PIRT element is found to change from high to medium or low in response to these results. (This does not argue that underlying DP requirements could or would change as a result of experiments, only that the technical importance of an element for validation may change.)

- An experiment is conducted that reveals a shift of a PIRT element from low to high importance. This may require an exploratory experiment as a succeeding experimental activity that was not planned at all in the existing PIRT.
• An experiment is performed addressing a high-importance PIRT element. The current code implementation addressing that phenomenon is believed to be adequate. (Thus this experiment may also be some kind of qualification test for the code application.) However, it is discovered unexpectedly that the code cannot even function properly in defining the proposed experiments, thereby changing the ranking of the implementation to inadequate.

• An experiment designed to probe fully coupled phenomena reveals the presence of a completely unexpected and unknown phenomenon that is of high importance for the DSW driver. Not only must the PIRT be changed to reflect this event, but also the overall V&V effort for the code application may require significant revision. For example, a previously low-ranked phenomenon may now be ranked high, or a planned validation experiment may have to be redefined as a phenomenon exploration experiment.

• A validation experiment for a single phenomenon reveals that certain models implemented in the code must be recalibrated. This changes the code implementation from adequate to incomplete, and may require additional planning for calibration experiments to improve the current model capabilities.

It is clear that this kind of interaction between the PIRT and the results of validation experiment activities is almost limitless. The initial development of the PIRT is often largely subjective. This implies that there is a high possibility that subsequent experimental validation activities may change the PIRT. In addition, peer review
activities suggested in Figure 2.1 may change the PIRT. For example, the Level 1 peer review could lead to PIRT modifications in the planning phases of V&V. The Level 2 peer review could lead to PIRT modifications during detailed planning and execution of experimental validation activities. Finally, continued evolution of system-level understanding could lead to PIRT modifications through the requirements and alignment elements suggested in Figure 2.1.

3.3 Planning Requirements-Based Concepts

**PLAN1:** The dedicated validation experiment activity should be part of a hierarchical validation activity that is defined by a PIRT. The planned validation experiments should then be well correlated with specific PIRT elements, and those elements should be clearly identified in the experimental plan.

**PLAN2:** Information relevant to defining success and failure for comparison of code calculations with the results of experiments should be identified in the PIRT.

**PLAN3:** The dedicated validation experiment activity should be defined in terms of the recommended Tier 1 through Tier 3 complexity structure if this is not explicit in the existing PIRT.

**PLAN4:** The validation experiments should be defined in a formal documented plan.
Section 4
General Comments on Experimental Validation

4.1 Overview

The key elements in the experimental validation methodology that are concentrated on the conduct of validation experiments are isolated in Figure 4.1. These elements are code and calculation verification; experimental design, execution, and analysis; metrics; and assessment. It is useful to keep in mind for this discussion that the elements presented in Figure 4.1 are necessary inputs and outputs for specific validation experiments, as will be explained next.

![Figure 4.1. Validation experiment elements.](image)

Inputs that are necessary for conducting validation experiments are code verification, calculations used to plan validation experiments and verification of those calculations, the definition of metrics used to compare calculations and experiments, and the specification of assessment criteria used to determine the success of the calculation-experiment comparisons. As explained in greater detail in Section 5, code verification implies the readiness of a code to be compared fruitfully with the results of validation experiments. We argue in Section 6 that the code subjected to validation should play an integral role in the predictive definition and design of validation experiments, as well as in postexperiment analysis. This task requires confidence in the functionality of the code; code verification should provide this confidence. Critical evaluation of the physical models in the code is, after all, the primary goal of experimental validation. At the same
time, calculations that are used for the predictive design of validation experiments should be determined to be as accurate as possible. Confirmation of calculation accuracy is calculation verification, also described in detail in Section 5.

We find that it is logically convenient to separate the metrics used to compare calculations with experimental data, for example, the choice and application of particular norms, from criteria that are used to assess how successful these comparisons are. It is important to define both the metrics, discussed in Section 7, and the assessment criteria, discussed in Section 8, before validation experiments are executed. One’s ability to define the metrics and the assessment criteria before the execution of validation experiments is a function of the planning process and the level of detail developed in the PIRT.

Outputs that logically result from executing validation experiments include experimental data, postexperiment computational analysis and verification of these calculations, results of applying defined comparison metrics to calculations and experimental data, and assessment of the results of these metrics. It is typically the case, even when predictive calculations contributed to the design of the experiments, that additional postexperiment computational analysis must be performed. For example, such analysis could aid in understanding the collected experimental data, serve as the basis for metric comparisons, or both.

Quantitative comparisons between computational and experimental results should be defined by the particular choice of metrics. Defining the metrics before the execution of validation experiments increases our ability to claim that the results of assessment of the calculation-experiment comparison are achieved for the correct reasons. Modifying or supplementing the defined metrics after the execution of validation experiments may also be required because the actual experiments may deviate from the planned experiments or because there was insufficient information in the planning stage of the experiments.

Comparing computational and experimental results without assessing the meaning of this comparison in terms of increased or decreased confidence in the code is a near-empty exercise. Assessment is the most important output of a directed validation experiment activity. Determining a quantitative level of confidence in the capability of the code in the domain of validation experiments is of increasing importance the greater the degree of overlap that exists between the parameter domain of the validation experiments and the parameter domain of the required code application. All of the elements in Figure 4.1 are defined and directed to achieve this goal in an optimal validation experiment.

4.2 Existing Guidance for Validation Experiment Activities

In this report we do not present a review of existing literature that addresses the topic of validation methodology and procedures. This literature is quite extensive and represents distinctively different perspectives and approaches, ranging from engineering and physics to operations research. Recent reviews of the literature are given in Kleijnen (1995), Balci (1997), Roache (1998), Kleindorfer et al. (1998), Oberkampf (1998), Murray-Smith (1998), Robinson (1999), Oberkampf and Trucano (2000), and Oberkampf and Trucano
(2002). As a supplement to these reviews, we will now make several general comments about the existing literature, specifically from the perspective of physics-based simulations.

Roache (1998) devotes two chapters to summarizing validation-centered activities. As such, and given their context in his most extensive discussion of V&V, we believe these chapters are of intrinsic interest. The emphasis of Roache’s discussion is on practical guidance that is directed at modeling areas where he has personal experience, most notably computational aerodynamics and geophysical fluid mechanics. Roache’s exposition focuses on examples from the published literature and points that can be made about these examples. Of importance to us is his cautionary tone. Specifically, Roache carefully discusses questions that arise from the need to infer confidence in computational simulations from comparison with experimental data. These questions reflect Roache’s concerns about the usefulness of existing experimental data for validating specific applications of the code.

Roache’s cautionary tone originates in his implicit focus on how to approach existing experimental data as potential information for validating specific applications of the code. He does not devote significant attention in his discussion to the specific problem we address here, which is guidance for developing and executing dedicated validation experiments. We believe the shift in emphasis is subtle, but important, and allows us to convert a variety of warnings into specific targets for action in considering how to perform validation experiments. Implicitly, Roache’s discussion is aimed at an audience that will approach validation from the point of view that most of the necessary experimental data they will need for validation will not have been gathered in activities in which they directly participate. In our seasoned view, most existing data are of such limited value that it is doubtful that high-quality validation can proceed without dedicated experiments of the kind we discuss here. We, in effect, require that the weaknesses in data highlighted by Roache be eliminated, and we claim that such should be the stated goal of any high-quality validation project. Our experience supports our view that weaknesses in the data, such as incomplete specification of experimental boundary conditions, do not allow mathematical models of physical processes to be critically evaluated.

We find that other treatments in the literature are considerably less helpful than Roache’s discussion, except for AIAA V&V Guide. The AIAA V&V Guide (AIAA 1998) does discuss the design and execution of validation experiments, but the presentation is built so closely upon the work of Oberkampf and Aeschliman (1992), Aeschliman and Oberkampf (1998), and Oberkampf and Blottner (1998) that we will effectively be discussing this work below.

It is often claimed that ASCI software is unique; for example, see DOE/DP (2001b). Concerning the demands ASCI codes place on experimental validation, this appears to be a true statement. And while one might reasonably hope that a useful formal prescription for validation experiments that addresses the unique validation requirements of the ASCI program might be found in more detailed articles available in the journal literature, the
fact is that this is unlikely. The recent review of V&V by two of the authors (Oberkampf and Trucano 2002) did not uncover published guidance for experimental validation of computational science and engineering that addresses the topics of concern to us in this report. It is possible that there exists unpublished proprietary guidance in various venues that may likely address at least some of the elements in this report. Such literature is virtually useless for our purpose because it is not accessible and, therefore, is equivalent to being nonexistent. It is worth stressing that not even the current ASCI program plans (DOE 2000; DOE/DP 2001b) mention validation experiments, let alone any kind of guidance about their conduct. These documents do stress that linkage to the campaigns is essential. This, of course, expresses a certain element of programmatic reality—the ASCI program does not fund experimental work.

We believe the implicit position of the computational science and engineering community on validation experiments is “the design of validation experiments is left to experimenters.” This turns out to be a self-fulfilling prophecy. It not only explains why Roache and Oberkampf and his colleagues believe it is critical to provide significant warnings about how “dangerous” experimental data are for validating specific applications of a code, it also creates the climate in which experimental data will continue to be dangerous for validating specific uses of a code. We simply must progress beyond this state of affairs to have any hope of achieving the stated objectives of modeling under the ASCI program, even at the risk of re-inventing a wheel.

There is one example of existing general guidance on the conduct of validation experiments that is fully appropriate to our present task. This is found in the paper of Aeschliman and Oberkampf (1998). It is worth repeating the key principles that underlie the approach these authors take to designing dedicated validation experiments:

I. “A validation experiment should be jointly designed by experimentalists and code developers or users working closely throughout the program, from inception to documentation, with complete candor about the strengths and weaknesses of each approach.”

II. “A validation experiment should be designed to capture the essential physics, including all relevant physical modeling data and initial and boundary conditions required by the code.”

III. “A validation experiment should strive to emphasize the inherent synergism between computational and experimental approaches.”

IV. “Although experimental design should be developed cooperatively, complete independence must be maintained in obtaining both the computational and experimental results.”

V. “A hierarchy of experimental measurements of increasing computational difficulty and specificity should be made, for example, from globally integrated quantities to local measurements.”

VI. “The experimental design should be constructed to analyze and estimate the components of random (statistical) and bias (systematic) experimental error.”
Although Aeschliman and Oberkampf (1998) stated these principles specifically in the context of computational fluid dynamics (CFD) validation activities, the principles are fully meaningful across the broad spectrum of validation activities that are required to support the Sandia ASCI program. These principles are properly recognized in the concepts articulated next.

We believe that the guidance developed in this report has greater scope and prescription than the principles and practices developed by Aeschliman and Oberkampf, although their work forms an important core of our present work. Three themes account for our increased scope and prescription. First, the technical components of the Sandia ASCI program are much broader than the earlier CFD context. Second, the present discussion of experimental validation concepts must smoothly integrate within the larger structure of organizational guidance that has been developed for the Sandia V&V program. This requirement creates programmatic and application prioritization features that our discussion must address which were not previously dealt with. For example, Aeschliman and Oberkampf did not discuss the PIRT as a planning element. Finally, our experimental validation concepts are focused upon the integral role of validation experiments within an overall prediction process. We are speaking to validation concepts that directly support the predictive application of codes with quantitative estimates of predictive uncertainty. We are striving to make this integrality as explicit as possible in the current document.

4.3 Existing Validation Data

While dedicated validation experiments are the most desirable validation experiment activities, realistically they will not be the only validation experiment activities. One obvious illustration of this concept is that, in the absence of further nuclear testing during the course of certain experimental validation projects, existing nuclear test data will be an important source of validation information. We expect that every experimental validation project will have to use existing data as well as dedicated validation experiments. For example, DOE (1998) lists existing experimental data as well as stringent dedicated experimental programs as key elements in validation activities. That document also lists classes of potentially useful existing data for validation of applications of codes to stockpile stewardship problems. These classes are

- archived data from nuclear tests
- archived data from nonnuclear tests
- fundamental physics experimental data
- systems certification test data
- stockpile surveillance data

Surveillance data, nuclear test data, and other classes of existing data are thus important, but are also more difficult to use than ongoing dedicated experimental programs because
of the lessened assurance that all of the knowledge needed to perform validation activities is correctly and completely specified.

Our basic recommendation for validation activities is to use existing data if necessary. However, these data must be demonstrated to meet concepts that cannot be substantially different from those that are laid down for dedicated validation experiments in this report. (EED1) Many of the concepts stated in this report are just as useful for applying to existing data as they are to data acquired from a dedicated validation experiment. Yet, under most circumstances, we emphasize that existing data are unlikely to be an adequate replacement for a dedicated validation experiment activity. This view has also been recognized and emphasized by others (Younger 1997; McMillan, 1996).

4.4 Existing Experimental Data-Based Concepts

EED1: All applicable concepts in this report should be applied to guiding the use of existing experimental data in experimental validation activities.
Section 5
Element 3: Verification

5.1 Description

According to the ASCI program plan (DOE 2001), “The most essential goal of the verification portion of ASCI V&V is to ensure that the models from Advanced Applications do in fact give the analytically correct answers as they are implemented.” It is essential that validation activities be performed with a code that has achieved a significant level of verification to best meet the requirement of achieving correct results in validation for the right reasons. This does not mean that we require some kind of proof that the code is bug free, or that all of the numerical algorithms function properly. That would be impossible. Rather, we believe it should be established that significant effort has been expended to verify the code to the greatest degree possible given the available resources and the schedule of validation tasks. Appropriate documentation of this level of effort in verification will provide enough confidence in the code to make its use in experimental validation activities reasonable and fruitful.

Two types of verification are generally recognized (Roache 1998; Oberkampf and Trucano 2000, 2002) as implicit in the ASCI program’s view of verification and are required to perform validation activities. The first type is code verification; the second type is calculation verification. As will now be stressed, both types are important for applying a code in validation experiment activities. Both types were presented previously as concepts in Figure 1.1 and are necessary inputs into the experimental validation elements.

Code verification involves determining whether or not the code as a software system is appropriate for use in validation experiment activities. Two distinguishing issues are important in code verification. First, code verification should address the issue of “code as a product.” Verifying the code as a product focuses on whether or not the code is sufficiently mature for use in defining, designing, and analyzing validation experiments. Applying a code in validation experiment activities involves ease of use, effectiveness of use, and stability and robustness of the code system. Deciding the degree to which these elements are true for a given code centers on the code development activities and support infrastructure of the code, which include various elements of software quality engineering (SQE) as well as other general factors.

The second issue addressed by the process of code verification is correctness of the numerical analysis factors that influence the numerical accuracy of the algorithms implemented in the code. This issue is of paramount importance in computational science and engineering codes, whereas in traditional SQE this issue receives little emphasis. This aspect of code verification might also be called algorithm verification, but our preference is to subsume it under the more general umbrella of code verification in this report. The major point is to achieve demonstration and cumulative evidence that the numerical
algorithms in the code are implemented and functioning properly. This topic of algorithmic verification activities is generically associated with that of code development activities. One verification component at Sandia that specifically addresses this issue is the existence and application to the code of a Verification Test Suite (VERTS), as defined by Pilch et al. (2000a). In the context of experimental validation, this issue of code verification should answer the question, Is the assessed numerical accuracy of the code on classes of problems relevant to the validation application sufficient to justify the use of the code to define, design, and analyze validation experiments?

Assessing the accuracy with which the code calculates test problems in the VERTS requires calculation verification. This is the formal quantitative demonstration that an acceptable level of accuracy is attained by the code for each selected test problem. Usually, such a demonstration of accuracy requires demonstration of spatial, temporal, and/or iterative convergence of code calculations to the correct answer of the test problems defined by the VERTS. The importance of confirmation of code accuracy on selected test problems is discussed in the AIAA V&V Guide (AIAA 1998).

As applied to validation calculations, calculation verification is directed at characterizing the numerical accuracy of specific validation calculations. It is primarily aimed at resolving the problems of numerical convergence (space, time, and iterative) and a posteriori error estimation for complex validation simulations. Oberkampf and Trucano (2000) discuss particular underpinnings of validation upon this issue. However, unlike the case of VERTS test problems, it is more likely that convergence may not be established in validation calculations, given their expected greater complexity. Hence, empirical a posteriori error estimation will likely be very important for this endeavor.

The goals of code verification and calculation verification are both difficult for validation activities involving ASCI codes. Code verification is an especially difficult problem in any critical validation activity because of the complexity of ASCI codes and their varying levels of maturity. As mentioned above, verification of the accuracy of validation calculations through convergence studies is likely to be difficult because of the probable complexity of the calculations. For example, it is unlikely that calculations used to design a complex three-dimensional, multiphysics validation experiment can be converged. To properly deal with these issues in a given validation experiment project requires a combination of existing code-performance measures, user experience, and information from existing historical work using the code, as well as new accuracy assessment tasks specifically centered on the current validation experiment activity. We do not believe the validation analyst should be responsible for building the definitive case for code verification. Rather, it is the analyst’s responsibility to understand and convey, based on documented evidence, what has been done at the time of the experimental validation activity.

Ideally, it is desirable to perform verification and validation (V&V) as serial processes by first successfully completing required code verification and then beginning validation and its attendant needs for calculation verification. Unfortunately, practicality requires that code verification is ongoing while calculations associated with experimental validation
activities are performed. This mandatory interaction of V&V complicates the process of validation, but does not on its face offer a sufficient reason for not attempting validation.

The intellectual need to separate verification questions from validation questions is the basis of our conception that a minimal level of code verification evidence is needed before validation is started. Why waste one’s time validating the application of a code that does not function properly or that has few, if any, verification test cases similar to the validation case? Also, since danger lurks in comparing experimental results with code calculations that are not strongly believed to be the product of properly designed and implemented numerical algorithms, any amount of evidence to the contrary increases confidence that the validation activity will be worthwhile. If verification confidence is weak because of lack of evidence, how can one strongly conclude that the basis of a disagreement between experimental results and code calculations is in the conceptual models embedded in the code rather than in the implementation of the numerical solution?

We cannot create a definitive list of requirements for establishing minimal verification of the code and its associated calculations. Many important verification factors will be specific to the particular code, the particular calculations, and the anticipated results of the validation activity. However, certain requirements do seem to be generally applicable, and we have listed them below. These requirements form the core of the concepts for verification that we consider part of the validation experiment activity.

- Reliance should be placed upon the code development team and any existing supplemental verification efforts to provide part or all of the needed code verification information. This information should be documented, either as part of the code development process or as part of the documentation that is uniquely generated for a given validation experiment activity. The information should include SQE information on relevant processes, code version, code support, code robustness, and code maintenance. Documented information about the software-testing performance of the code (unit, regression, benchmarks) should be available and referenced. This information is expected to be part of the documentation tree for V&V activities for Sandia ASCI codes (Pilch et al. 2000a) and draws upon guidance developed in fiscal year 2001 for SQE-related code development practice at Sandia (DOE/DP 2001a; Aragon et al. 2002). (VER1)

- Specific attention should be devoted to calculation verification of the VERTS associated with the particular code, with additional emphasis on those VERTS tests, if any, that are relevant to the code usage required for the validation experiment activity. For any VERTS tests that are aligned with the required code application, convergence and a posteriori accuracy assessment of these verification tests should be established if not already previously documented. Of course, it may be the case that no VERTS tests can be claimed to align directly with the required code application. (VER2)
• If no existing VERTS tests are specifically aligned with the required code application, then new VERTS elements should be defined that do align with the planned code usage for the validation activity. For these tests calculation verification should be performed. (VER3)

• The basis for performing calculation verification, for assessing convergence and numerical accuracy in the needed validation experiment calculations, should be documented. Again, the overall goals of code calculations supporting validation experiment activities are to define, design, and analyze validation experiments. Each of these uses of the code for validation experiments requires some attention to convergence and accuracy of calculations. The most complex validation calculations will typically present the greatest difficulty for performing the necessary calculation verification. Yet a compelling basis for believing in the consistency and accuracy of the related calculations should still be formulated. VERTS-related tests, as well as preceding validation activities, all contribute experience and measures of calculation accuracy that are relevant to understanding the accuracy of more complex calculations. Calculation verification is traditionally an intuitive and ad hoc component of validation calculations. We believe that this relationship should be formalized and documented. (VER4)

• All associated information on code verification and calculation verification should be documented in a way that allows historical tracking and repeatability of the relevant computational work. (VER5)

Consider the following example. Suppose it is observed that the code at issue cannot successfully run calculations for validation experiments, for instance, because of code bugs or obvious numerical errors. This inability would first become evident in exploratory calculations intended to help define a validation experiment. (The purpose of validation experiments is not to demonstrate such limitations, of course.) The conclusion should then be that the code is not minimally verified for the pursuit of validation experiment activities. In our view it makes little or no sense to pursue the said validation experiments until the code is minimally verified.

An alternative example is the case where the code in question can run calculations that can be compared to validation experiments, and where the code has “passed” extensive VERTS testing that is well correlated with the needs for the planned validation activity. The conclusion in this case is that the code is minimally verified for the pursuit of validation experiment activities, and it makes better sense to expend time and money in the execution of the planned experiments.

In neither of the above examples is the issue whether or not code calculations are in good agreement with experimental data. Instead, the point illustrated is the seemingly obvious requirement of whether or not code calculations can even be usefully compared with experimental data.
5.2 Verification-Based Concepts

**VER1**: The code verification status should be understood by the validation analyst and documented and determined to be adequate for the pursuit of an associated validation experiment activity.

**VER2**: The existing VERTS for the code should contain elements that are believed to be in alignment with the associated validation experiment activity. Calculation verification should be performed and documented for these specific VERTS elements.

**VER3**: New VERTS elements should be defined if there is inadequate coverage in the code VERTS to contribute to assessing code verification status for the planned validation experiment activity. The calculation verification of these new elements should be performed and documented.

**VER4**: A calculation verification strategy (typically centered on convergence studies and *a posteriori* error estimation) should be defined for the calculations performed in the validation activity.

**VER5**: All necessary information required for the verification assessment for the validation experiment activity should be documented.
Section 6
Element 4: Experiment Design, Execution, and Analysis

6.1 General Description

We have emphasized that validation experiments must be designed purposefully with specific goals linked to application objectives and to specific elements of the PIRT. The primary goal of directed validation experiments is to ensure that data are sufficiently related to the application driver for the code to provide stringent confidence assessment when code calculations are compared with these data. These data must be precisely located within the structure of the application-specific PIRT, and must be unambiguous in defining confidence in the application of the code to the phenomena exemplified in the experiment. Because this task must be accomplished through the act of quantitatively comparing code calculations with experimental data, important requirements are placed on validation experiments to create the greatest opportunities for performing these comparisons. It is of the essence to design and execute validation experiments that allow precise and conclusive comparisons of calculations with experimental data for the purpose of assessing code fidelity and credibility. We devote Section 7 of this report to further the discussion of code-experiment comparisons. It will hopefully be made clear that the design and execution of experiments must allow us to achieve the quantification of meaningful and useful metrics. (DES1)

Particular validation experiments may achieve these goals to a greater or lesser degree, but any such attempt rests on a foundation of rational design concepts based on the needs of the application of the code. The more purposefully we design a validation experiment activity, the greater the probability that we can optimize the results of that activity in the face of these complex constraints. It is imperative that validation experiments balance resource constraints, including time, level of effort, available expertise, and desired fidelity. The approach for achieving this balance should be defined in the experimental plan. The needed resources are strongly coupled to the code capability under assessment and the required accuracy of the validation exercise, as defined by the specified stockpile application. (DES2)

The experimental, computational, and comparison activities should expedite the acceptance of computational models for system applications that extend beyond the limits of the validation activity within the application domain. This requires that the experimental, computational, and comparison activities associated with validation experiments should be able to adjudicate between competitive computational models, for example. This is one example of a problem that requires accurate determination of the intersection of the domain of acceptability of a model (as determined by validation experiments) with the domain required by the application. In particular, it is important to quantify the boundary separating the region of acceptability of the model from the region...
where the model is not acceptable for the application. In the case where extrapolation of
the application of a model beyond the domain of validation is required, it is even more
crucial to identify the region of acceptability and its boundary. This task requires the
design of experiments that are expected to lie in the domain of acceptability of the model
as well as experiments that sharpen our understanding of the boundary of that domain of
applicability. (DES3)

Figure 6.1 illustrates the problem at the core of judging the boundary between believed
acceptable and unacceptable code application. We show a conceptual view of the
application domain and a subset of this domain referred to as the acceptable domain.
These domains are defined as a multidimensional parameter space where only two of
these dimensions, X\textsubscript{1} and X\textsubscript{2}, are shown. Two kinds of points are also shown. An “A”
denotes a location in the application domain where a specific application of a code has
been previously performed; a “V” denotes a location in the domain where validation has
been performed. The boundary of the acceptable domain represents the apparent limit,
based on expert opinion, where the physical models in the code can be applied. We draw
the reader’s attention to two pairs of intended applications, denoted “A\textsubscript{I}” and “A\textsubscript{O}”,
respectively. The applications “A\textsubscript{I}” each lie on the believed acceptable side of the
boundary, while the applications “A\textsubscript{O}” each lie on the believed unacceptable side of the
boundary. Our point is that it is essentially as important to know that the code should not
be applied to the applications “A\textsubscript{O}” as it is to know that the code is acceptable for the
applications “A\textsubscript{I}”. A complete validation effort could quantify this situation, but this is
commonly not possible because of programmatic schedules, budgets, safety and
environmental concerns, and international treaties.

Designing experiments that test a code in regions where the code is believed to be
insufficiently accurate for the intended application helps locate this boundary, as well as
provides a means for quantitatively assessing the degree of the expected inaccuracy.
Because such experiments are performed purposefully rather than accidentally, these
experiments also further test our grasp of the conceptual models underlying the code that
are probed by the validation experiments. Obviously, this goal only makes sense when
experiments that probe code inaccuracy lie close enough to the boundary of applicability
to be relevant. For example, demonstrating that a Navier-Stokes fluid dynamics code will
perform inadequately in modeling a reentry vehicle flow at an altitude of three-hundred
thousand feet is hardly a relevant activity. Younger (1997) discusses this goal and
observes that it is typically missing in critical system tests and unlikely ever to be
attempted in such tests. (DES4)

There are still other questions that must be addressed in purposeful experimental design.
For example, given the choice between two potential experiments, there should be a
logical basis for choosing one or the other based on available resources and potential
benefits. The code-application V&V plan is of some assistance in doing this, especially
through utilization of PIRT prioritizations. In partnership with the PIRT, statistical
experimental design (for example, see Cox [1958] and Dean and Voss [1999]) is an
attractive basis for attacking the resource optimization problem for experiments with a
focus on uncertainty quantification. Gunter (1993) has argued in favor of the utility of
statistical experimental design in planning physical science experiments. The specifics of how statistical design of experiments may be applied in particular validation activities are dependent upon the subject-matter focus of these experiments. (DES5)

The experimental, computational, and comparison activities should quantify variability of the predicted results for the intended application scenario that may be due to poorly quantified environmental and material factors (in the case of component applications, for example), as well as to uncertainty in the scenario itself. This recommendation allows computational predictions of design margins that are relevant, with success dependent upon the ability to quantify uncertainty in the execution of validation experiments and in the resulting data. Uncertainty quantification in validation experiments is a critical problem—one that is revisited in our discussion below on validation metrics. Quantification of uncertainty for the experiment is generally dependent upon diagnostic resolution, experimental variability (both controlled and uncontrolled), and characterization of the experimental facility. Methodologies should be applied in validation experiments that provide information about uncertainty in these experiments. Statistical analysis of experimental results will likely have to be performed to define experimental uncertainty, and is required for the definition and application of high-quality validation metrics. For example, Aeschliman and Oberkampf (1998) and Oberkampf and Trucano (2000) stressed the importance of quantitatively estimating experimental random

Figure 6.1. The application domain, with the boundary between acceptable and unacceptable model performance emphasized.
(precision) error for validation experiments. This can be accomplished using traditional methods that propagate individual components of random error through the entire data-flow process (Coleman and Steele 1990). This technique estimates these components and their interactions at each stage of the data flow process, from the sensor level to the experimental-result level. A different approach to estimating random error has been recently developed by Oberkampf and Aeschliman (1992) and Oberkampf et al. (1995). Their method is referred to as a posteriori experimental uncertainty estimation because it statistically analyzes final experimental results. (DES6)

A second recommendation is to attempt to estimate experimental bias errors. The most common method of attempting to estimate experimental bias errors is to conduct independent experiments. Independence between experiments can be attained to some degree by having independent teams conduct the same experiment, preferably from separate organizations using separate facilities. Using different experimental measurement techniques to determine the same quantity can also produce an increased degree of independence in experimental data. A different approach to estimating experimental bias error is based on statistical estimation and physical symmetry arguments (Oberkampf et al. 1995; Aeschliman and Oberkampf 1998; Oberkampf and Trucano 2000). The approach is based on the a posteriori error estimation previously mentioned, plus special construction of the experimental design and execution.

Ultimately, the data gathered in validation experiments should have robustness and specificity appropriate for their intended application. Robustness of the data is particularly important. By this term we simply mean that the interpretation of the experimental data gathered in the experiments is not ultimately questioned or debated or unclear. The interpretation of the data must serve as a benchmark with which to compare code calculations for purposes of validation; uncertainty in the interpretation of the data defeats this goal. Our concept of data robustness signifies our desire that comparisons of calculations and experiments for validation purposes should be a well-posed problem. Without well-posed comparisons of calculations and experiments, validation activities certainly have diminished, if not negligible, value. Achieving robustness of experimental data in this sense is often not possible in data gathered in scientific discovery experiments; such data tend to raise as many questions as they answer. See, for example, the general discussion in Collins (1992) and Franklin (1998) of problems associated with interpretation of specific examples of discovery experiments. A broader issue underlying our concern about data robustness is, of course, the challenging problem of data validation. This subject is fully in the domain of the experimental community and is therefore beyond the scope of the present document. Data validation certainly relies upon full characterization of experimental equipment which may further increase the time and expense of dedicated validation experiments beyond those associated with other types of experiments. (DES7)

Coupled to the overall problem of experimental uncertainty is the problem of the specificity of the experimental data gathered as discussed above. What we mean by specificity is the notion that we gather specifically the kind of data that we need in order to perform validation. Typically, specificity thus means that the type of data needed
(temperatures versus pressures versus stresses, for example) is what is actually collected. Specificity also demands that the data be collected at the spatial locations where they are required and at the times that they are required. Specificity may often be characteristic of discovery experiments, but it is less often characteristic of large-scale field tests.

### 6.2 Defining, Designing, and Analyzing Validation Experiments

Any appropriate methodology for the purposeful design of experiments for validation of code applications must consider the stockpile application driver and the code-application PIRT for that driver. In our view, the key features enabling rational design for validation of a code application are to **define** the expected results of the activity using the code itself; to **design** specific validation experiments by using the code in a predictive sense; and to have a structured plan for **analyzing** the results of the performed experiments with the code, with emphasis on the difficult comparison activities that form the core of the metrics element discussed in Section 7. (DES8) These activities emphasize tight coupling of the subject code to the experimental activity and ensure we are in the best position to productively learn from the comparison of calculations with experimental data, independent of whether these comparisons are good or bad, as explained below.

Consider the following illustration of the differences between defining, designing, and analyzing a validation experiment. Suppose through a series of exploratory calculations that a specific kind of sensitivity to certain physical variables appears in an application of a code and that it is desired to assess the correctness of this determination in a validation experiment activity. Deciding that such an activity should be pursued illustrates the act of **defining** a validation experiment. Specific PIRT elements for the code application may implicitly or explicitly assume the sensitivity to be validated, which is how such an experimental effort might be aligned with the PIRT. The code that is the object of the validation exercise should participate in **defining** the principles and goals of a planned validation experiment. An alternative phrase to keep in mind when the word “define” appears is “Define the purpose of the experiment.” For example, definition in this sense is a result of doing calculations that suggest the need to perform validation experiments assessing thermal transport in organic foam rather than for composite materials. The purpose of these example experiments suggests that validating the code application for thermal transport in foam is more fundamental, or has a higher priority, than a similar type of experiment for composite materials. The role of the code in the definition of validation experiments may be purely exploratory until some progress has been made on validation activities. We expect that such definition activities logically correlate with the process that generated the associated PIRT and its results. In fact, application of the code to defining validation experiments immediately helps to make more quantitative what may only be qualitative in parts of the PIRT.

An example of the **design** of a particular validation experiment is to use code calculations to provide specific guidance about where to locate instrumentation and what kind of data to acquire to assess the anticipated sensitivity. In the proposed validation experiments,
“design” means specifying to the greatest degree possible the initial and boundary conditions, material properties, diagnostic locations and characteristics (Strain gauge? Stress gauge?), and data fidelity. The probability that these conditions “defined” through code calculations will be met identically in any complex validation experiment is probably zero, but the probability that they will be met in simpler experiments is relatively high. In most cases, the success of a validation experiment will often be determined by the degree to which the experiment matches these specifications. Deviations can be acceptable—but if the intent of the experiment was to measure $x$ at location $y$ for material $z$ and geometry $g$ and in all cases the experiment is completely different from most or all of these factors, it is unlikely that the experiment was successful. Unsuccessful dedicated validation experiments are of little value for code-application validation.

*We don’t require the expectation of accurate prediction of experimental results to justify the application of the code to the design of validation experiments.* Why is it appropriate to have the code play a role in the design of validation experiments if we do not anticipate or require that the code can perform this task accurately? There are several reasons.

1. Design of a validation experiment ensures to some degree that optimally useful comparisons can be made between the calculations and the experiments. Experimental design using the code helps us avoid the syndrome of comparing apples and oranges after the conduct of the experiment as much as possible. A good example of this problem that often arises in integrated tests is ineffective diagnostic placement, where a critical measurement was required at location $x$ but gathered at location $x_1$ instead. We elevate this point by calling it *Experimental Design for Computational Analysis*, and emphasize that this is a key objective of validation experiments.

2. Designing validation experiments using the subject code forces computational prediction of the results of the planned validation experiments more than any other factor. Predictive use of code calculations in experimental design activities is of paramount importance. This, more than any other single factor, distinguishes dedicated validation experiments from experiments in which codes are used to simply analyze the experiments after they have been performed. The increase in risk associated with prediction is also a better match for the anticipated application of the code in high-consequence prediction. We may not be able to quantify it, but success of true prediction of a code has a far greater impact on our confidence in that application of the code than simple retrospective agreement, which could have happened for both good and insidious reasons. On the other hand, no factor makes the failure of a code more dramatic as the anticipation of measuring data of a certain kind and finding they are significantly different from predicted. Better to discover such an anomaly in a dedicated validation experiment than in important stockpile computing. Designing validation experiments using the subject code is *true prediction*, and comes as close as we are ever likely to come in controlled experiments to mirroring the intended predictive application of the code to the driving stockpile application.
3. Designing experiments maximizes all of the good consequences that result from closely working with a dedicated validation experiment activity, and minimizes all of the bad consequences that result from using previously gathered data.

Engaging a code in the definition and design of validation experiments can easily be distinguished from more common experimental practice. In the conventional case of nonvalidation experiments, the experimenters state the following to the computational analyst in the typical approach: “We are performing the following experiment. Tell us what the expected response of gauge a will be, given this experimental design and location for the gauge.” For a validation experiment, on the other hand, the computational analyst makes the following statement to the experimenter: “Please perform the following experiment. We recommend locating the gauge a at location x based on our computational predictions. It will be very useful to see if our predictions agree with your experiment. If your experiment has deviated from our requested design, we still anticipate achieving useful validation consequences through further postexperiment analysis, as long as the design deviation is not great. We don’t know what to expect if the deviation is great.”

For a variety of reasons it may be desirable to go beyond the design predictions of the calculations to understand the experiment, or to increase the leverage of the acquired data. This is the act of postdictive analysis of the experiment. For example, if the experiment involved a high-velocity impact at oblique incidence, both the speed and angle of impact might be different in the conducted experiment from what were assumed in the design. Given careful work in the definition and design of the experiment, it is not likely that such experimental variations will destroy the efficacy of the experiment for validation purposes, but new calculations are then required to sharpen the comparisons between calculation and experiment for validation purposes. And, of course, significant further analysis might be required based on the results of comparing the initial computational predictions and experimental results, even if the constraints of the experiments were exactly as assumed. In our experience poor agreement between calculated and experimental data always leads to additional computational study. But the same could be true even if the agreement was excellent; for example, more detailed studies of spatial grid convergence might be desirable in such a case than were performed in the definition and design phases for the experimental effort.

Postexperiment analysis of validation experiments is the simulation of validation experiments that were in fact conducted, but after the fact. This is the code activity that is most usually associated with conventional experiments. We have good reason to believe that postexperiment analysis will be fruitful for validation if significant efforts have been made to involve the code in the design of the experiment from the beginning, as mentioned above. Postexperiment analysis adds substance to the goal of performing validation experiments that produce data that can be definitively compared with the code calculations. For example, careful analysis should be conducted on complex processing of the experimental data that are used in validation metrics. Calculation-experiment comparisons may also be sufficient to reveal problems in the experimental data or mischaracterization of the experimental facility (Aeschliman and Oberkampf 1998). We
always hope that validation experiments provide a benchmark by which code calculations can be judged, but unfortunately we cannot always assume that gathered data are completely correct. Validation experiments defined to satisfy the concepts discussed here represent a balance between dependence and independence of the calculations and the experiment proper, which is at the core of principles III and IV of Aeschliman and Oberkampf quoted above.

Validation experiments should not produce data that fundamentally depend on code calculations for critical data reduction tasks. Such data do not correctly address our need for independent comparability of experimental data with calculations, and violate our need for robustness of experimental data. Experimental data that require code calculations for evaluation can never be a desirable outcome for a validation experiment, although exactly this problem may arise in other kinds of experiments. An example of what we mean is the problem of inference of shock temperature data from experimental shock hydrodynamic data (density, pressure, and velocity fields) using code calculations of shock wave physics rather than some type of diagnostic to directly measure the temperature. The only possible validation data that will emerge from shock hydrodynamics experiments without temperature diagnostics are the shock hydrodynamic data. This problem is relevant, since it arises in investigations of temperature dependence in high-pressure shock-driven material response. Such experiments often need code calculations to estimate the associated thermal conditions under shock loading. For purposes of scientific discovery, this is permissible though speculative. Such experiments, however, cannot be claimed to provide validation data for high-pressure thermomechanical material response because of the lack of independence of calculation and experiment.

The purposeful design of experiments for code-application validation is enabled and accomplished through the team of people that participate in the validation experiment activity. Most obviously, one or more experimenters are participants in this team. However, code users (analysts, designers) must also participate, given our proposed primary role of the code in definition, design, and analysis of validation experiments. Finally, one or more code developers should be on the validation experiment team. Their presence at least provides valuable expert knowledge about the perceived \textit{a priori} capability of the code in all three of its validation experiment roles. In fact, code developers, including experts in the physical models in the code, are the most knowledgeable about the boundary of the acceptable application domain discussed in Figure 6.1. \textbf{(DES9)}

We observe that predictive design of validation experiments is an element in the Challenge Problem validation activity advocated by McMillan (1996). Attempting to sharply define the boundary of applicability of the code for a given application domain through a deliberate choice of experiments close to the boundary, but on the invalid side, has greater leverage when code predictions are used to design such experiments. We stress once again that achieving a satisfactory level of performance for the code in comparison with validation experimental data in a case of true prediction has far greater power to raise our level of confidence in the application of the code. We may not be able
to quantitatively measure this fundamental observation at this time (although the Validation Metrics Project has a goal of addressing confidence so that this effect can be quantified), but it is obviously true. Predictive accuracy is gold, while posttest consistency is merely brass at best, and possibly fool’s gold at worst.

All of the principles and methods by which validation experiments were designed, executed, and applied must, of course, be documented. Additional discussion on the nature of this documentation is presented in Section 10.

6.3 What Validation Experiments Are Not

We do not regard validation experiments as *phenomena discovery experiments*, *mathematical model development experiments*, *phenomena exploration experiments*, or *calibration experiments*. Our reasons follow (Oberkampf 1994, 2000).

**Phenomena discovery experiments** are experiments conducted to develop a fundamental understanding of some physical process. Examples of phenomena discovery experiments are detailed spatial and temporal measurements of fluid dynamic turbulence, experiments in high-pressure reacting flows, experiments probing the onset of phase changes in materials, experiments probing the microstructural processes underlying crack growth, and experiments designed to explore the phenomenology of fast Z-pinch implosions. As another example, performing an experiment to assess the relative roles of two important physical phenomena in a given application is *not* validation; it is phenomena discovery. It is unlikely that the results of a phenomena discovery experiment will even be comparable to an existing code calculation because it is improbable that a model of the phenomenon will be implemented in the code. And even if a comparison might be made, it is also unlikely that the experimental data will pass the test of robustness discussed above. The code cannot be properly compared with such an experiment until after a model of the phenomenon is carefully implemented, which also destroys any element of code prediction in such an experimental comparison. *(DES10)*

**Mathematical model development experiments** are experiments expressly conducted to construct a mathematical model of a physical process. For example, either no model exists for the process of interest, or an improvement of an existing model of the process is needed. Commonly, in mathematical model development experiments there have been no code calculations; the code calculations are typically applied after experimental data have been collected to deepen understanding of both experiment and theory, as implemented in code models. At best, the role of code calculations in mathematical model development experiments is to aid in interpreting the experimental data and in synthesizing the results of such experiments with other knowledge, either theoretical or experimental. *(DES10)*

**Phenomena exploration experiments** are typical of many experiments through the years that are now being used for comparison of calculations and experiments. Some characteristics of phenomena exploration experiments are that they play a role after their execution, there is little or no integration of code calculations in their definition and design, and they have no quantitative estimates of experimental uncertainty. Typically,
the description and documentation of data from phenomena exploration experiments reside in published scientific literature. Because these experiments are not dedicated validation experiments, using them for validation purposes has all of the attendant problematic characteristics discussed in Section 4. This said, we also recognize that one is forced to use such experiments when dedicated validation experiment activities are not performed. It is important, however, to avoid the problem of allowing dedicated experimental validation activities to stray in the direction of phenomena exploration experiments or mathematical model development experiments.

Calibration experiments are also not validation experiments. Confusing calibration experiments with validation experiments is a common and insidious problem. The primary goal of a calibration experiment is to produce one or more pieces of data that allow code calibration (or “code tuning”) to optimize its agreement with that data, and possibly other data. Calibration was formally defined in the AIAA V&V Guide as “The process of adjusting numerical or physical modeling parameters in the computational model for the purpose of improving agreement with experimental data.” The AIAA guidance is quite explicit in rejecting calibration experiments as validation experiments, and we completely agree. Calibration may still be required in some cases, but calibration is not validation and does not support predictive application of ASCI codes. (DES11)

A particular difficulty arises in certain applications of Sandia ASCI codes associated with complex material models. Often, defining such a complex model to be appropriate or even just useful for the intended code application requires experiments that effectively calibrate that material model for the specified experimental range of material response. We do not argue that this process should not be done. There seems to be no way to avoid it in complex situations. Some faith in the accuracy of material response is also a necessary condition for beginning validation activities. None of the experimental design concepts stressed above can be adequately addressed if the most fundamental material models in the subject code are not believed to be appropriate and/or useful. But by themselves such calibration experiments are not validation experiments, not even of the material model itself. The main reason for this is that calibrating material response to a given model does not assess confidence in predictive capability. Assessing confidence in predictive capability requires at least one additional experiment, where the material model is used to purposefully design the new experiment so that it differs from the previous experiments in some fundamental way. That subsequent experiment is, indeed, a validation experiment.

6.4 Final Thoughts

A key issue in the design of any validation experiment for the purpose of code application is to balance needs, resources, and required results. There are many constraints that must be balanced when designing and implementing validation experiments. These include the following:
• **Schedule**—Schedules may not be under our control. There may not be enough time to accomplish the purpose of the required experiments.

• **Money**—There may not be enough money to accomplish the purpose of the required experiments.

• **Experimental technology**—It may be difficult or impossible to perform the required experiments or obtain the necessary measurements.

• **Code maturity**—The code may not be capable of performing the tasks that are required to effectively utilize the experiments.

• **Failure**—A validation experiment that fails to produce the required data will likely create more work.

• **Success**—Success is a partnership, defined across a complex community (DP stakeholders, experimenters, code developers, analysts, and the ASCI community).

We are not claiming that the only *useful* experiments are “validation experiments.” Rather, it is our view that most carefully conducted experiments that are relevant to the intended application of the code are of use at one point or another in the process of assessing the correctness and applicability of a code. Dedicated validation experiments simply place the greatest possible emphasis on “carefully characterized” and “relevant,” because they place greater emphasis in the key elements of robust and precise data, computational prediction, and calculation-experiment comparisons. There can be little debate about this view.

To complement code applications to directed stockpile work, as well as to assess the applicability of codes for particular problems, a spectrum of experiments and tests will likely be performed in the future. The results of these experiments should be integrated to produce information required by the validation team. These experiments and tests are

- phenomena exploration experiments
- mathematical model development experiments
- calibration experiments
- dedicated validation experiments
- system and certification tests (including surveillance assessments)

This spectrum of experiments influences the development and growth of confidence in computational models and their applications in an evolutionary sense, as depicted in Figure 6.2. In this figure a serial view of the role of the above experiments is emphasized, as well as the interaction of experiments and the code. In the left column we cast our view
of experimental activities in an ordered sequence consisting of phenomena exploration, mathematical model development, calibration, and validation experiments. In reality, of course, there are possibly local loops connecting each of these experimental elements that have not been emphasized. For example, it is apparent that the conduct of experiments designed to be validation experiments could reveal the need to perform experiments from any other element in the column.

Each element in the experimental domain directly interacts with an element in the computational domain. The motivating concepts generating these computational elements are suggested by the arrows in the middle of the figure, which depict the flow of experimental information directly to the computational domain and vice versa. For example, in the case of validation this figure captures the “define—design—analyze” cycle we have suggested for validation experiments. We have simplistically characterized the computational domain through the types of activities expected to be most associated with the directly correlated experimental element. As noted above, there could also be local loops in the computational domain. And, of course, the interaction of the experimental and computational domains could be far more complex than is suggested in Figure 6.2. For example, performing validation calculations could reveal the need for phenomena exploration experiments.

We believe that our depiction in Figure 6.2 highlights the right connections between the experimental and computational domains if the experimental domain is not restricted only to validation experiments as they are defined in this report. In particular, the ultimate goal of these activities is to provide a basis of confidence for the intended application or applications of the code, a goal labeled “Foundation of Credibility” in the figure. The core of this goal, quite simply, is to establish that the code is achieving the correct calculations for the correct reasons when contrasted with the experimental data. We present this as the critical foundation on which ultimate stockpile computing must rest. The separate elements depicted below this foundation refer to subsequent system certification tests that will likely have a significant influence on the credibility assessment of code applications to stockpile problems. We have highlighted the great weight that system tests evoke by emphasizing a more unidirectional flow of information between the experimental and computational domains at this level.

Note that Appendix E presents a brief summary of various types of experiments, some of their key characteristics, and their relationship to validation.
6.5 Experiment Design-Based Concepts

**DES1:** Validation experiments should be explicitly designed to support assessment of code fidelity and confidence for the intended application through precise and conclusive comparisons of calculations with experimental data.

**DES2:** The planned validation experiments should specifically address the balance of resources for experiments, code capability, and required predictive confidence for the intended application.
DES3: The region of intended application domain parameters that is covered by the validation experiment activity should be defined in the plan. It should be understood whether the intended application extrapolates the validation domain, interpolates the validation domain, or both.

DES4: One or more experiments should be designed and performed with the goal of resolving the boundary of credibility of the code for the intended application.

DES5: Statistical design of experiments should be applied in the design of the experimental activity.

DES6: Experimental quantification of uncertainty, both variability and bias, should be performed. This should include planned experimental repeats to quantify variability as well as diagnostic fidelity.

DES7: Data resulting from the validation experiment activity and their interpretation should be robust in the sense described in this report. If not, nonrobustness of data should be specifically emphasized in documented outcomes.

DES8: Application of the code to the definition, design, and postexperiment analysis should be performed as part of the experimental activity.

DES9: The validation experiment activity should consist of a team that includes experimenters, code users, and code developers.

DES10: The planned validation experiments should not be phenomena exploration experiments or mathematical model development experiments. If phenomena exploration is required and performed as part of the experimental activity, it should be distinguished from the validation activity. Dependence of inferred confidence from the validation activity upon the phenomena exploration activity should be explicitly defined in the plan and in the experimental outcomes.

DES11: The validation experiments should not be calibration experiments. If calibration is required and performed as part of the experimental activity, it should be clearly distinguished from the validation activity. Dependence of inferred confidence from the validation activity upon an included calibration activity should be explicitly defined in the plan and in the experimental outcomes.
Section 7
Element 5: Metrics

7.1 Description

Element 5, metrics, short for validation metrics, is a term for the most important practice in validation—comparison of the results of code calculations with the results of validation experiments. The straightforward interpretation of this word is that a “metric” is simply a “measure.” Thus, choice of one or more metrics defines the means used to measure the differences between calculations and experiments. Because we emphasize that the overarching goal of validation experiments is to develop sufficient confidence so that the code can be used for its defined application, we do not view the use of metrics as simply a passive means of measuring differences between calculations and experiments. Metrics must be devised that actively resolve assessment of confidence for the intended application of the code. The goal of determining confidence, hopefully quantitatively, introduces great complexity into the task of designing and applying metrics. It also complicates potential constraints that metrics enforce on the definition of validation experiment activities.

The general subject of validation metrics has recently been discussed in Trucano et al. (2001). References and specific examples are found in this paper, as well as in Coleman and Stern (1997), Hills and Trucano (1999, 2001a, 2001b), Oberkampf and Trucano (2000, 2002), Dowding (2001), Easterling (2001a, 2001b), Paez and Urbina (2001) and Urbina and Paez (2001). These references can help the interested reader gain a better understanding of the Sandia V&V program perspective on definition of metrics and their application in some specific instances. It is made clear in Trucano et al. (2001) that the choice of metrics is highly dependent on the subject matter, code, and experiment. In addition, our rigorous work to develop useful methodologies for the definition and application of metrics only began in fiscal year 2001 (Trucano et al. 2001). Only at some future time will we be able to provide more detailed guidance from a perspective as general as that presented in this report. Thus, one should consider the guidance stated here as minimal. We do believe, however, that this guidance is relevant for most validation experiment activities. (MET1)

Oberkampf and Trucano (2000, 2002) point out that reasonable validation metrics should generally include the following useful properties, although validation metrics need not be restricted to satisfying only these properties:

1. Metrics should incorporate an estimate of the numerical error in the computational simulation.

2. Metrics should not exclude any modeling assumptions or approximations used in the computation of the simulation result. Metrics should reflect all uncertainties and errors incurred in the modeling process.
3. Metrics should incorporate estimates of the random errors in the experimental data that are the basis of comparison.

4. Metrics should include estimates of the correlated bias error in the experimental data.

5. Metrics should reflect the level of confidence in the experimental mean that has been estimated. Oberkampf and Trucano (2000) give an example of a metric that provides this level of confidence by including a dependence on the number of experimental replications of the subject experimental data.

6. Metrics should be able to incorporate computational uncertainty that is due to both random uncertainty in experimental parameters required for defining the calculations and any uncertainty that is due to lack of experimental measurement of needed computational quantities. Thus, the metric should utilize nondeterministic methods to propagate uncertainty through the subject computational model.

Clear guidance for dedicated experimental activities naturally follows from the goal of delivering quantitative comparisons between calculations and experiments for the purpose of increasing confidence in application of the code. For example, there is greater confidence in the calculations when they are successfully compared with more precisely defined and accurately measured experimental data than with more poorly defined and measured data. This fact creates experimental guidance: Gather more precisely defined and accurately measured experimental data. This guidance probably seems obvious, except that many system-scale tests and experiments that are not designed specifically for validation purposes do not achieve this goal. The goal of gathering precisely defined and accurate data must be built into the design of validation experiments. The success of the definition and application of validation metrics is proportional to success in gathering accurate experimental data.

Similarly, it seems obvious that there is greater confidence in the calculations when they are successfully compared with a larger amount of experimental data than with a smaller amount. The guidance resulting from this observation thus emphasizes the importance of maximizing the amount of (good) data that are gathered on validation experiments. Of course, achieving a greater quantity of high-quality data requires balancing constrained resources, since increasing the quality and number of diagnostics in experiments typically raises the cost. We do not claim that this will be easy to achieve in any given experimental validation effort, but it is certainly required to some degree.

Finally, it is also broadly accepted that there is more confidence when a predictive calculation is successfully compared with experimental data than when a postdictive calculation is successfully compared. This idea suggests that predicting the results of a planned validation experiment before execution of the experiment is very desirable. This is one reason we stressed in Section 6 the great importance of designing validation experiments with the code under study. Whether estimating the magnitude of the
acceptable domain of a code or estimating the robustness of engineering hardware, individuals tend to be overly optimistic.

The most important requirement for validation metrics is that it be possible to compare calculations and experimental data in a meaningful and quantitative way. Trucano et al. (2001) analyzed this issue in some detail, calling this capability **alignment**. Successful alignment between code simulations and experiments is another major reason that the code to be validated for a specified application be used to define and design the experiments. As discussed in Section 6, the ability to rationally design a validation experiment by using code calculations probably guarantees to the greatest degree possible that the code calculations and resulting experimental data will at least be comparable (nothing in this discussion implies requirements about how accurate this comparison might be). Achieving this level of alignment also rationalizes the typical process of postexperiment analysis, which is given in concepts **DES3** and **DES10** in Section 6.

A major foundation for confidence assessment resulting from validation experiments is to associate success and failure criteria with validation metrics. Ideally, these criteria should be defined before the validation metrics are applied to the collected experimental data. This issue is discussed in greater detail in the next section, but this goal clearly influences the selection of validation metrics.

The importance of quantifying experimental uncertainty has been emphasized in the discussion of experimental design above (**DES8**). Quantifying experimental uncertainty is crucial for validation metrics. (**MET2**) The inference of predictive capability from validation experiments has no hope of proceeding in the absence of experimental uncertainty quantification. It is also important to quantify computational uncertainty. (**MET3**) However, we believe that validation metrics can still proceed even if information about computational uncertainty is lacking or poor. Limited computational uncertainty quantification affects the quality of the information that can be deduced from validation metrics, while lack of experimental uncertainty quantification can completely defeat the purpose of validation. Quantifying experimental uncertainty is a formidable challenge and may well be unattainable in important applications. At the very least, experimental error estimates specifying the diagnostic fidelity of the experiment are needed in any aspect of validation metrics that can be fathomed, including graphical comparisons and analysis of differences between calculations and experiments.

Given quantification of experimental uncertainty, even with limited quantification of computational uncertainty, comparing calculations with experimental data is a technical problem of quantifying uncertainty. Statistical analysis of the differences between computational and experimental results must play a key role in the analysis and presentation of metric data. (**MET4**) A fundamental goal of a validation metric is then to present at least the impact of the uncertainty of the experimental data upon the inferences that are drawn from the validation exercise. It is important to recognize that uncertainty in the experimental data (and of the computations) affects the credibility of the results of a validation metric as well as the formal details of the uncertainty in the comparison, and so strikes at assessment, which is Element 6 of our proposed validation process. This fact, in
turn, will affect the impact of the validation activity on confidence in the proposed application of the code.

No matter what form the experimental data take in particular instances, one must ultimately decide whether or not those data lie within the accuracy requirements of the intended application of the code. Stated in another way, the significance of metrics rests squarely upon our determination that the measurements lie within the fidelity requirements of the validation exercise. If this is not the case, it is unlikely that the validation experiment will provide any definitive information pro or con for validation of the code application. These requirements should be addressed to a lesser or greater degree in the specification of the DP application (our Element 1 in Section 2) and in planning of the validation activity (our Element 2 in Section 3). This assessment must account for experimental uncertainty and robustness (DES8, DES9).

Uncertainty quantification of the calculations that are compared with the experimental data is important. Ideally, this should also be in the form of bias error and variability, analogous with the similar experimental information. Computational bias error is systematic error in the calculation that may be due to physical model errors (validation), numerical errors (verification), or both. Computational variability arises from variability in the specification of the simulated experiment, for example, in variability of experimentally specified initial and boundary data necessary for performing aligned calculations. These issues are discussed in greater detail in Easterling (2001a), Trucano et al. (2001), and Oberkampf and Trucano (2000, 2002).

We expect it may be very difficult to determine computational bias error in given circumstances. For one thing, the results of the validation experiment activity themselves are intended to help assess this error, given an underlying assumption that the numerical calculation is indeed verified.

Specification of computational variability is easier conceptually than specification of computational bias. For example, observed experimental variations can be propagated through ensembles of calculations using uncertainty propagation methodologies, and the computational results can then be analyzed to provide statistical data about the resulting computational variability. This approach is discussed at length in Easterling (2001a) and Trucano et al. (2001). In practice, however, difficulties arise for several reasons. First, the raw effort involved in doing ensembles of calculations to propagate uncertainty becomes very great for complex computations. Second, accurately assembling experimental variability data into precise statistical information for routine computational uncertainty propagation is very difficult in practice. Finally, there are deep questions about whether all of the variability observed in experiments can be properly captured and expressed by uncertainty propagation. The so-called “unknown unknowns” problem lies at the heart of this issue—observed variability in a collection of experimental data may be due to physics issues that are not captured in the computational model because they are unknown.
The complexity involved in the statistical analysis of differences between computational and experimental data for real validation activities and the potential dependence of this complexity upon experimental design details provide further reasons for having expertise in statistical science as an important component of the validation team, as previously recommended (DES9). It appears essential to have statistical expertise in performing the exploratory data analysis that is required to fully understand validation metrics when uncertainty is properly accounted for. (MET5)

Figure 7.1 illustrates the conceptual increase of quality in performing validation metrics as increased attention is paid to both experimental and computational uncertainty. The figure depicts a desirable progression from (a) virtually qualitative comparisons in which experimental data and calculations are presented side by side on a viewgraph without any information about uncertainties in either one, to (e) analysis of quantitative differences between experiments and calculations accounting for uncertainty in both. Let us consider this figure in some detail.

Figure 7.1(a) is a cartoon of a pure *viewgraph norm* comparison, a presentation of compared experimental and computational data that is often seen in practice. This comparison is marked by the qualitative nature of the chosen metric (side-by-side comparison). It is also distinguished by no information on experimental and computational uncertainty. No quantitative statement about validation can seriously be made based on such a comparison, although the statement may provide some level of confidence in the application of the code at an intuitive level. Intuition and degree of agreement between experiment and calculation, of course, is in the eyes of the beholder.

The plot in Figure 7.1(b) suggests a more quantitative comparison between experiment and calculation. While discrete experimental and computational points are suggested in this plot, the concept also encompasses curve overlays, or multidimensional plot overlays of some kind. The key problem with metrics implemented at the level of Figure 7.1(b) is that there is no recognition of uncertainty in the comparison. This plot has no values on the axes because of its conceptual orientation. However, we point out that it is hard to understand what value specific quantities on the axes might provide in the absence of experimental uncertainties. Of course, such plots are usually made because there is an intrinsic comprehension of the efficacy of the experimental data (for example, one actually knows the order of magnitude of the experimental data), or because an explicit representation of some kind of uncertainty is not available.

Figure 7.1(c) suggests that the next logical step for improving the quality of validation metrics is to place conceptual “error bars” around the experimental data. It is at this stage that a validation metric finally makes minimal sense. It is our experience that these error bars typically represent only diagnostic fidelity, not all of the components of uncertainty arising in the given experimental data. Our conclusion is that validation metrics rely *at least* upon experimental data that have diagnostic fidelity characterized and represented in the metrics. As suggested in Section 6, it is desirable to go beyond this minimalist interpretation of experimental uncertainty, however.
Figure 7.1. A conceptual diagram of increased quality in validation metrics as experimental and computational uncertainties are better characterized.

Figure 7.1(d) represents the case where, in addition to an estimate of experimental uncertainty, there is an estimate of computational uncertainty. For example, an *a posteriori* numerical error estimate from the computation might be given for the specific experimental variable that was measured. The computational error estimate may have come from, for example, a single-grid solution or an estimate based on solutions from
multiple grids. An additional feature of Figure 7.1(d) is that the estimated computational uncertainty only deals with numerical bias error, not with computational variability due to the experiment.

Figure 7.1(e) suggests that the next quantitative improvement in validation metrics requires assessment of computational uncertainty, i.e., nondeterministic simulations. Figure 7.1(e) is meant to represent a more complete statistical analysis of the differences between the nondeterministic experimental data and the computational data. These differences are now typically a random field, or statistical summaries of underlying random fields, and thus quite complex. This level of statistical comparison implies much larger quantities of data from both the experimental and computational activities. The project described in Trucano et al. (2001) is designed to perform research in defining and applying validation metrics at this level of complexity. The reader is invited to read that report, as well as the other references mentioned above, to develop a better understanding of the technical problems as well as potential benefits of developing and applying validation metrics of this type.

### 7.2 Metrics-Based Concepts

**MET1:** All validation information resulting from the validation experiment activity should be based on quantitative comparisons of computational and experimental results.

**MET2:** Experimental data should account for uncertainty when applied in validation metrics.

**MET3:** Computations should account for uncertainty when applied in validation metrics.

**MET4:** Statistical analysis of the quantitative comparison between calculations and experiments should be performed.

**MET5:** A statistician should be a member of the validation team.
Section 8
Element 6: Assessment

8.1 Description

The validation team must be able to assess the results of the validation metrics that are applied to quantifying the comparison of calculations and experimental data. The primary goal of such an assessment is to credibly establish whether the agreement of calculations with data from validation experiments satisfies DP requirements. This is the key purpose of dedicated validation experiments, and it is what distinguishes validation from a straightforward computational simulation of an experiment. Failure to assess the validation metric results of validation experiment activities makes it virtually impossible to understand what information about model confidence has been generated as a result of the validation activity.

The performance of assessment strictly depends on definition of the metrics discussed in the previous section and the utility and relevance of the metrics to DP needs. In conventional practice, assessment criteria are typically formulated, if at all, after the experimental data have been collected. We believe it is very useful to define some or all such assessment criteria, assuming that this can be done at all, during the DP application specification activity, Element 1, and the planning activity, Element 2. It is recognized that specification of the assessment requirements will be difficult. Importantly, our view of assessment here is strictly local to the validation activity under scrutiny.

Specification of the assessment requirements will be difficult for three reasons. First, DP requirements for the accuracy of computational analyses are commonly very vague. When accuracy requirements are given, they are typically given for relatively high-level system response measures. For example, on an earth penetrator weapon the requirement might be that the penetration depth be predicted to \( \pm \delta \) meters for a specified target material. Second, if DP gives little or no guidance for detailed system response measures, how should these assessment requirements be determined? For example, on an earth penetrator weapon, how should the accuracy requirement be determined for predicting the maximum lateral forces on all weapon components? Third, how should assessment requirements be determined at the single-physics level (Tier 1) and the low levels of physics coupling (Tier 2) discussed in Section 3? For example, for an earth penetrator application, how should the accuracy requirement be determined for predicting the maximum lateral forces on a metal penetrator impacting a block of man-made ice?

Although the questions and concerns listed above for specifying the assessment requirements are significant, it is our view that the quantification of requirements at multiple levels is the correct approach. When this approach is compared with the traditional test-based engineering approach, it is seen that the approaches are actually analogous. The test-based engineering approach, however, is more ad hoc at the different levels, and there is much more emphasis on testing of the full-scale system.
Two approaches are recommended for guidance in determining the assessment requirements. First, the assessment element is not intended to completely answer the question of whether the code is suitable for the intended application. Clearly, some view of the needed application of the code should influence the criteria for assessing validation metric results. The fact remains that the quality of comparisons of calculations and experiments can also be judged somewhat independently of ultimate application, purely as a scientific subject-matter problem. People who historically engage in computational modeling of experiments make these judgments as a matter of course, but rarely are these judgments quantified or formalized to the degree being advocated for validation purposes in this report.

Second, guidance for assessment requirements for Tier 1 and Tier 2 validation experiments should also be derived from sensitivity and uncertainty analyses done at the full-system level (Tier 3). Stated differently, the impact on Tier 3 of given levels of accuracy at Tiers 1 and 2 should be determined with sensitivity and uncertainty analyses. These analyses will probably need to be done in the DP application and planning elements, Elements 1 and 2, respectively. Some of the issues involved in uncertainty estimation are discussed in Section 9.

Because of the imprecision involved in specifying the assessment requirements, success or failure in meeting such requirements should not be viewed as a “go–no go” assessment. There is, of course, a wide spectrum of possibilities in computational-experimental comparisons between success and failure. In this discussion, however, the two extremes of “success” and “failure” are emphasized because it is important to assess the results of validation metrics as rigidly as possible. We recognize that a statement of success or failure in a metric comparison may seem to presume that the experimental data used in the validation metric are accurate and that all of the failure in the comparison resides, therefore, with the computational model. This need not be the case, as illustrated in Oberkampf and Aeschliman (1992). Those authors found a problem in experimental data, rather than the computation, as a result of the application of careful and forceful validation metrics. Ultimately, the experimental design element discussed in Section 6 must lead to experimental results that have the highest probability of functioning as appropriate benchmarks for the assessment of computational results. Assessment is tightly dependent upon the quality of experimental results.

Using this language, let us focus on quantitative success criteria for the moment. Success criteria are statements of how close metric comparisons of calculations and experiments must be to claim that a given calculation or set of calculations agrees with the experiment to a specified level of confidence. Success criteria should be defined in correspondence to defined validation metrics. Successful comparison of calculations and experiments may also be determined by demonstrating that a chosen metric is smaller than a defined quantitative threshold, which may be larger than experimental error bars or a more general functional of those error bars. Such a threshold might be chosen from the underlying application, from requirements based on the subject matter, or from additional expert judgment by the validation team. A success criterion could also be more complex than a simple threshold and require such elements as multiple weighted validation
metrics, weighted experimental data, subjective judgment (accounting for epistemic uncertainty), probabilistic or statistical criteria (accounting for aleatory uncertainty), and other complexities. (SF1)

**Making validation-metric success criteria as quantitative as possible is important.** It is possible that success criteria may be qualitatively or indirectly defined, perhaps through a process of assimilated experience during the course of the validation activity. In our opinion, however, qualitative criteria, or criteria that are developed after the activity of calculation and experiment comparison has begun, make the validation job more difficult and undermine the credibility of the assessment. In addition, qualitative criteria developed after the execution of validation experiment activities lead to the danger of concentrating the definition of success on discovering any feature in the comparison that is “good,” at the expense of answering the harder question: Is there an important reason that this feature in the computational-experimental comparison should be good?

Attaching quantitative success criteria to the definitions of validation metrics eliminates ambiguity from the meaning of computational-experimental comparisons. The net effect of this statement is that a validation metric could also be viewed as a *pair* of concepts—one being the definition of the metric, the other being a definition of what it means for the resulting comparison to be “good” or “successful.” Defining the metric and its associated success criteria may be quite difficult in various circumstances, but this goal is very desirable, nonetheless, and should be attempted in all validation activities.

Success criteria may be highly nonunique, meaning that two different people may define two distinctly different success criterions for a given validation metric. For example, one person may believe that computations should pass through all experimental error bars, while another may believe that only a subset of the data have this requirement. Contradictions resulting from the nonuniqueness of success criteria, of course, have to be dealt with at the level of subject-matter expertise or, ultimately, by applying knowledge about the underlying application requirements. Nonuniqueness does not diminish our desire or capability to formulate rational and communicable criteria.

We believe it also is important to define quantitative **failure criteria** for validation metrics, ideally at the time that the metrics are defined. (SF2) This concept is aimed primarily at the situation in which success criteria are not defined. We have found that it may be very difficult to define success, while a clearer notion of failure may be available. If such is the case, we encourage that at least failure criteria be stated and coupled with the corresponding validation metric. An unsuccessful comparison of calculations and experiments may be measured by demonstrating that a chosen metric is larger than a defined quantitative threshold. For example, while one may not be able to categorically define a threshold for an applied validation metric that defines success, one might be able to categorically state that the model has failed if the calculation is greater than, say, 100% from the data in a point-wise comparison. A failure criterion could also be more complex than a simple threshold, just as in the case of success criteria, and require such elements as multiple weighted metrics, weighted data, subjective judgment, probabilistic or statistical criteria, or other complexities.
If success criteria have been defined, it may seem logical to define failure as not achieving the success criteria. This conclusion is especially attractive if the success criteria have been defined using simple thresholds for metric comparisons. But as the success criteria become more complex, and especially as they may involve probabilistic inference or epistemic uncertainty, this conclusion may be too strong to draw in many cases. The logic of how we properly group success and failure of validation metrics in a complex validation activity is not simple and may not lend itself to either/or conclusions. For example, it is obvious that the opposite of a failure criterion does not necessarily define success, either. This is one reason we emphasized above that there may be a range, or interval value, between “success” and “failure.” Experience with real computations, real experiments, real validation metrics, and real assessment criteria will expand our understanding of this issue in the future. In our opinion, failure criteria are likely to be an important complement to success criteria for validation metrics.

### 8.2 Assessment-Based Concepts

**SF1:** Success criteria should be defined that will be applied to assess the results of validation metrics for comparison of calculations and experiments.

**SF2:** Failure criteria should be defined that will be applied to assess the results of validation metrics for comparison of calculations and experiments.
Section 9
Element 7: Prediction and Credibility

9.1 Description

The influence of the intended application of the code upon the validation activity is expressed in our methodology through Element 1, the definition of the required DP application, and through Element 2, the detailed plan of the validation activity. Element 7, prediction and credibility, completes the dependence of the experimental validation activity on the intended application of the code. The primary purpose of this element is to ensure that the question of credibility of the code for the intended application is asked at the completion of the specific validation activity or activities and that some attempt is made to answer it. (PRE1) The desirable outcome of this element is to quantitatively determine the contribution of the validation activity to our understanding of code credibility, especially through the results of the metrics and assessment elements.

We emphasize prediction in the definition of this element because, as stated before, the primary type of code application that we are focusing our methodology on is high-consequence prediction. Our expectation is that the underlying application of the code specified in Element 1 represents a region of the application domain that is different from the region where validation has been performed, and thus requires prediction from the validation database. As was stressed in Element 4 (Section 6), making predictions for validation experiments that will be conducted is the most powerful contributor to building predictive credibility.

We believe it is useful to have a sharp concept of a desirable approach to predictive application of a code. Pilch et al. (2000a) discussed such a concept in the context of developing verification and validation (V&V) plans. Those authors argued that V&V should aim to support a canonical concept of prediction expressed as

**Best Estimate Plus Uncertainty (BE+U)**

Stated simply, this concept argues that important modeling results should be presented as a best estimate of the “real” answer, such as provided by an experiment or by the most accurate possible code calculation, coupled with a quantification of the uncertainty in that estimate. The goal of using carefully structured V&V activities to develop credible BE+U for required applications is well understood in the context of assessing nuclear power safety, for example, as discussed in Boyack (1990). The question posed by the prediction and credibility element is then, How do the results and consequences of the subject validation activity influence the credibility of the intended BE+U? Our view is that validation should provide information for both the best estimate and the corresponding estimate of uncertainty. Of course, the greater the consequence of the intended application, the greater the importance of having sufficient levels of credibility associated with BE+U, which is why we have chosen to couple these concepts in this element.
Figure 9.1 presents four idealized tasks that contribute to the delivery of BE+U in a generic sense. The term “idealized” is used for at least two reasons. First, our specification and brief description of the four key tasks is very simplified and hides a multitude of technical questions surrounding even partial completion of such tasks. Many of the detailed mathematical procedures needed to quantify each of these tasks are presently research topics, especially for Task 3 (application credibility) and Task 4 (forecast uncertainty). Second, the diagram does not represent all the ways in which these tasks may be coupled, rather than conducted sequentially. Nonetheless, Figure 9.1 is a valuable means of illustrating how the results of the validation methodology presented in this report logically couple to the development and presentation of credible predictions for the required applications.

Figure 9.1. Tasks that lead to the development of a credible “Best Estimate + Uncertainty” for the required application.
The tasks in Figure 9.1 are briefly discussed below, as a detailed discussion of these topics is beyond the scope of this document.

1. **Assess Validation**

   This task is the aggregation of all of the information created in the validation methodology through the execution of the assessment element discussed in Section 8. We stress that the assessment information resulting from the validation activity should include cases of both “success” and “failure” in comparison with validation experiments.

2. **Validation Credibility**

   This task attempts to draw conclusions regarding the credibility of the code over the entire domain in which the code has been judged “acceptable.” Put another way, this task involves using the assessment information and conclusions of Task 1, plus knowledge gained from applications of the code for which there were no validation data available. These data were referred to as the “A” in Figure 6.1. Thus, determining credibility requires balancing the positive and negative results included in Task 1, as well as the positive and negative results obtained from applications of the code.

3. **Credibility for the Application**

   This task projects the determination of credibility that results from Task 2 to the intended application domain. A separate determination of “application credibility” is not needed if the application domain is essentially the same as the validation domain. Unfortunately, it is highly unlikely that this is the case. Thus, developing application credibility will require interpolation or extrapolation of the validation credibility conclusions, or both. Ideally, progress on the application credibility task most directly supports development of the “Best Estimate” component of \( \text{BE+U} \). The interpolation or extrapolation from the validation database that is required to characterize credibility for the best estimate in an application should be strictly physics based for maximal credibility. An example of the best estimate that is not strictly physics based is the use of an experimentally determined correction factor, or bias correction, in the extrapolation procedure. Thus, our desire to rely upon our validation methodology to support this extension beyond the validation database is a consistent goal from this perspective.

4. **Forecast Uncertainty**

   This task directly addresses the “Uncertainty” component of \( \text{BE+U} \). The information developed in Task 3 of necessity has associated uncertainty, and it is the purpose of Task 4 to quantify this uncertainty. (In Figure 9.1 we suggest that this uncertainty may be aleatory, amenable to probabilistic description, or epistemic, requiring more than a straightforward probabilistic quantification.) Some of this total uncertainty directly originates in the previous tasks, where, for example, uncertainty is a fundamental component in Task 1, validation
assessment. A second source of uncertainty is due to the interpolation and/or extrapolation from the acceptable use domain to the application domain. A third source of uncertainty could be due to the application domain itself, thus adding further complexity to this task. We note that if the “Best Estimate” component is simply a deterministic prediction, then the uncertainty we are discussing here could be a probabilistic description of the variability of the best estimate in response to characterized uncertainties in the application domain or validation information. However, even if the “Best Estimate” is a probabilistic statement, this task expresses the need to quantify uncertainty associated with this probabilistic statement. The need to quantify uncertainty in probabilistic forecasts is well recognized in many fields. A sample of modern texts on this topic consists of Ayyub (2001), Bedford and Cooke (2001), Haimes (1998), Haldar and Mahadevan (2000), Kumanoto and Henley (1996), and Melchers (2001).

### 9.2 Prediction-Based Concepts

**PRE1:** The contribution of the validation experiment activity to quantitatively understanding credibility of the code for the intended application should be characterized.
10.1 Description

It is necessary to document the content and results of any validation experiment project. Validation is the development of evidence that the code can be successfully applied to the driver application with quantifiable confidence. As such, validation documentation is a necessary repository of this evidence. To support the DOE Stockpile Stewardship Program, it is also important to preserve this information. Such preservation requires suitable archiving, which places requirements that influence the form of the documentation. Finally, it is important to disseminate this documented evidence, both within Sandia and to the larger DOE DP community, both in the near term and in the long term. Dissemination requirements also influence the form of validation documentation.

At Sandia, a records management system for the ASCI V&V program is being developed. In the long term, this system will provide an appropriate vehicle for archival and dissemination requirements. Thus, we expect that the requirements for information to be placed within this system will be requirements about the generation of validation documentation. It is our opinion that validation documentation should be compatible with any requirements that are necessary for using the records management system. The comments that follow are limited to general guidance on the content of appropriate validation experiment documentation. (DOC1)

Validation documentation associated with particular validation experiments is part of a larger framework of documented evidence on the verification and validation (V&V) of the code for its intended applications. Validation documentation may rely upon and point to other documented information associated with the V&V activities that intersect the validation experiment activity that is the focus of the documentation we emphasize here, such as V&V plans, code-specific software quality documents, and verification documents. Any documentation developed for a specific validation activity is also likely to be needed in subsequent validation efforts. Validation documentation should be written in such a way that it is integrated into the overall V&V documentation tree of the code. Existing documentation should be of high enough quality that it can be relied upon by the validation team during the planning and execution of a given validation activity. (DOC2)

The validation documentation should contain information about all of the relevant work of the validation experiment activity. This includes, but is not necessarily restricted to the following: (DOC3)

1. Information about the code application that is targeted by the validation experiment activity, the origin of this application in DP requirements, and the particular modeling requirements that this application creates. Of special interest is information about stockpile decision processes that will utilize specific code
calculation results, as well as characterization of the uncertainties that are associated with the stated applications of the code. (See Section 2.)

2. A detailed discussion of the relationship of the validation experiment activity to the PIRT for the code application. This includes an assessment of the importance and priority of the activity and a detailed discussion of the physical phenomena in the PIRT that are being validated by the activity. (See Section 3.)

3. A comprehensive discussion of verification activities, both code and calculation, centered on the validation experiment activity. This focuses on two specific areas: (1) the assessed capability of the code to successfully contribute to the experimental design process and (2) the details of how specific validation calculations were verified during the course of the validation experiment activity. (See Section 4.)

4. Documentation of how the code was used in the definition, design, and analysis of each validation experiment. Enough information should be included to allow repetition of the described calculations by others. This latter point is essential for the calculations used in the specified metrics, as well as for success and failure information. Information that is typically necessary for enabling new computation of old calculations at some point in the future includes mesh construction information, calculation geometry, computational initial and boundary conditions, computational model inputs such as material-model input specifications, and selection of computational algorithm parameters such as iterative tolerances and numerical smoothing parameters. Typically the easiest way to provide this information is to insert input-file echoes into the documentation, but one does not necessarily need to document every input file used. For example, this need could be addressed by presenting one input echo for the preprocessing, code calculation, and postprocessing (if any) associated with a specific calculation, and a table of varied parameters if more than one calculation is presented. Input files from multiple code calculations do not need to be echoed in the documentation unless they represent differences that cannot be easily summarized in tables. (See Section 6.)

5. A complete description of each experiment, sufficient to allow experimental replication in the future. It is important to discuss why the experiments are neither calibration nor phenomena exploration experiments. If this is not true in one or more cases, discussion of the proper role of calibration and/or phenomena exploration in the validation experiment activity is essential. (See Section 6.)

6. A description of the analysis of experimental data. It is important to document information about the uncertainty in the acquired experimental data, including estimation of both random and bias errors. This should include information on the method for estimating random error, how replication experiments were executed, test unit to unit variability, the method for estimating bias errors, diagnostic precision, the quantitative meaning of error bars, and any other information that
helps to clarify the experimental uncertainty required for validation metrics. It is also important to describe in detail any data analysis procedures that were applied to produce the data that were compared with calculations in the validation metrics element. Robustness of the experimental data with respect to the application of selection or analysis criteria should also be addressed. (See Section 7.)

7. The methods and results of the validation metrics applied in the validation experiment activity. This includes graphical and other comparisons between calculations and experiments, characterization of computational uncertainty that contributes to these comparisons, and statistical analysis of the comparisons between calculations. Defined success and failure criteria for these metrics should be documented. The raw data that are used in the metrics must be in a form that is compatible with the archival and dissemination requirements of the V&V program’s records management system. For example, the data that are used to make a particular plot in the documentation need to be archived. Because it is unlikely that all of the data can be included within the document, the data should be archived in electronic form, and the information necessary to describe the archiving and retrieval of those data should be spelled out in the validation documentation. (See Section 7 and Section 8.)

8. A characterization of the credibility of the code for the specified application, based on the results from the application of the defined validation metrics and the assessment. This discussion should define credibility and explain how it is revealed by the validation metrics and the results of the assessment element. The implications of this characterization should be related back to the underlying application driver, with particular attention devoted to the regions of the application domain that are associated with success and failure for the specified metrics. If the level of credibility engendered in the code application for this particular validation experiment activity is sufficient for the intended application, this point should be specifically discussed. If the level of credibility is judged to be inadequate, there should be a discussion that addresses necessary model improvements, as well as possible subsequent validation activities that could raise the level of credibility. In the worst possible case, the experimental activity might reveal that the code as currently assessed is inappropriate for use on the intended application. The reasons for such a conclusion must be made clear in the documentation. (See Sections 4, 7, 8, and 9.)

9. Information about the contribution of the validation experiment activity to the BE+U paradigm for predictive code application. A discussion should be given for the sources of uncertainty that were considered, as well as those sources that were neglected. Assumptions should be discussed concerning any probabilistic analyses, particularly those involving epistemic uncertainty. (See Section 9.)

Given the scope of this information, it should be evident that one or more documents, such as SAND Reports, will likely be required to achieve all of our proposed content. It could well be that a series of reports is required, such as
- Code Verification
- Validation Experiment Design
- Validation Experiments and Data Analysis
- Validation Assessment
- Predictive Credibility Assessment

While it may be fully appropriate to break the needed content into multiple documents, individual documents should each be compatible with the overall guidance for integration in the V&V documentation tree, for archival, and for dissemination.

10.2 Documentation-Based Concepts

**DOC1:** Validation experiment activity documentation should be compatible with the Sandia V&V program’s records management system.

**DOC2:** Validation experiment activity documentation should be integrated into the associated V&V documentation tree for the code and its applications.

**DOC3:** Validation experiment activity documentation should contain information on the following topics:

- Information on the application and requirements that are driving the validation experiment activity, including references to information DP documentation and the overall V&V plan that the activity is part of.

- Specific discussion on the associated PIRT and how the validation experiment activity is located in it.

- A comprehensive discussion of verification activities, both code and calculation, centered on the validation experiment activity.

- A comprehensive discussion of the definition, design, and analysis of each validation experiment via use of the code.

- A complete description of each experiment, sufficient to allow experimental repeats in the future.

- A description of the analysis of experimental data, including quantification of uncertainty in the acquired experimental data.

- The methods and results of the validation metrics applied in the validation experiment activity, including the defined success and failure criteria for these metrics.
• An assessment of confidence in the code application resulting from the application of the defined metrics, the results, and their performance versus the defined success and failure criteria.

• Information about the contribution of the validation experiment activity to the BE+U paradigm for predictive code application.
Section 11
Appraising Validation Methodology

11.1 Introduction

The concepts developed in the above sections of this report should be useful for several reasons. Primarily, they describe what we believe to be fundamental content in any experimental activity that is designed to be a validation experiment. We believe this is especially true for experimental validation of codes that are intended for high-consequence applications such as DP applications at Sandia. In that context, we believe that these concepts and their associated description in this report provide a useful basis of appraisal for a validation activity that is struggling with the problem of how to define dedicated validation experiments. Such appraisal could be applied both to specific validation experiment activities and to a general collection of such activities associated with the overall validation plan for the targeted code application.

An accumulation of such appraisals could also suggest ways for the Sandia V&V program to facilitate improved validation activities in the future. For example, the Sandia V&V program identifies formal peer review as an important quality process for the execution and management of the V&V program (Pilch et al. 2000b). The concepts and methodology discussed in this report could be very useful when applied in peer review assessment of implemented validation activities, especially the Level 2 peer review defined in Pilch et al. (2000b). However, the concepts we have proposed in this document that could be used for appraisal of validation activities are at an early stage of development. We expect that during fiscal year 2002 these principles will be discussed and debated by the larger ASCI/DP community here at Sandia.

This section briefly summarizes the concepts we have developed for experimental validation. The summary is followed by a simple scoring system we devised that can be applied to these concepts for appraising validation activities. We do not claim that our suggested scoring system represents the most desirable or effective appraisal method. However, this system should suffice for estimating the quality of proposed and realized validation activities. Evidence of how useful this appraisal method can be is demonstrated in appendices A, B, and C, where three separate experimental activities are scored according to our recommendations. Conclusions drawn from the exercise of scoring these experimental activities are discussed in these appendices.
11.2 Measurement

11.2.1 Summary of Concepts

Below, we have summarized the specific concepts that are developed and discussed in Sections 2 through 10. These concepts form a checklist that can be used to appraise proposed or realized validation activities. Note that the specified concepts are also located in the body of text where they are first discussed and summarized at the end of each section of the text in which they first appear.

APP1: The validation experiment activity should be derived from the intended code application defined in an existing code-application V&V plan.

PLAN1: The dedicated validation experiment activity should be part of a hierarchical validation activity that is defined by a PIRT. The planned validation experiments should then be well correlated with specific PIRT elements, and those elements should be clearly identified in the experimental plan.

PLAN2: Information relevant to defining success and failure for comparison of code calculations with the results of experiments is identified in the PIRT.

PLAN3: The dedicated validation experiment activity should be defined in terms of the recommended Tier 1 through Tier 3 complexity structure if this is not explicit in the existing PIRT.

PLAN4: The validation experiments themselves should be defined in a formal documented plan.

EED1: All applicable concepts in this report should be applied to guiding the use of existing experimental data in experimental validation activities.

VER1: The code verification status should be understood by the validation analyst and documented and determined to be adequate for the pursuit of an associated validation experiment activity.

VER2: The existing VERTS for the code should contain elements that are believed to be in alignment with the associated validation experiment activity. Calculation verification should be performed and documented for these specific VERTS elements.

VER3: New VERTS elements should be defined if there is inadequate coverage in the code VERTS to contribute to assessing code verification status for the planned validation experiment activity. The calculation verification of these new elements should be performed and documented.

VER4: A calculation verification strategy (typically centered on convergence studies and \textit{a posteriori} error estimation) should be defined for the calculations performed in the validation activity.

VER5: All necessary information required for the verification assessment for the validation experiment activity should be documented.
Validation experiments should be explicitly designed to support assessment of code fidelity and confidence for the intended application through precise and conclusive comparisons of calculations with experimental data.

The planned validation experiments should specifically address the balance of resources for experiments, code capability, and required predictive confidence for the intended application.

The region of intended application domain parameters that is covered by the validation experiment activity should be defined in the plan. It should be understood whether the intended application extrapolates the validation domain, interpolates the validation domain, or both.

One or more experiments should be designed and performed with the goal of resolving the boundary of credibility of the code for the intended application.

Statistical design of experiments should be applied in the design of the experimental activity.

Experimental quantification of uncertainty, both variability and bias, should be performed. This should include planned experimental repeats to quantify variability as well as diagnostic fidelity.

Data resulting from the validation experiment activity and their interpretation should be robust in the sense described in this report. If not, nonrobustness of data should be specifically emphasized in documented outcomes.

Application of the code to the definition, design, and postexperiment analysis should be performed as part of the experimental activity.

The validation experiment activity should consist of a team that includes experimenters, code users, and code developers.

The planned validation experiments should not be phenomena exploration experiments or mathematical model development experiments. If phenomena exploration is required and performed as part of the experimental activity, it should be distinguished from the validation activity. Dependence of inferred confidence from the validation activity upon the phenomena exploration activity should be explicitly defined in the plan and in the experimental outcomes.

The validation experiments should not be calibration experiments. If calibration is required and performed as part of the experimental activity, it should be clearly distinguished from the validation activity. Dependence of inferred confidence from the validation activity upon an included calibration activity should be explicitly defined in the plan and in the experimental outcomes.

Statistical analysis of the quantitative comparison between calculations and experiments should be performed.

Experimental data should account for uncertainty when applied in validation metrics.

Computations should account for uncertainty when applied in validation metrics.
**MET4**: All validation information resulting from the validation experiment activity should be based on quantitative comparisons of computational and experimental results.

**MET5**: A statistician should be a member of the validation team.

**SF1**: Success criteria should be defined that will be applied to assess the results of validation metrics for comparison of calculations and experiments.

**SF2**: Failure criteria should be defined that will be applied to assess the results of validation metrics for comparison of calculations and experiments.

**PRE1**: The contribution of the validation experiment activity to understanding credibility of the code for the intended application should be characterized.

**DOC1**: Validation experiment activity documentation should be compatible with the Sandia V&V program’s records management system.

**DOC2**: Validation experiment activity documentation should be integrated into the associated V&V documentation tree for the code and its applications.

**DOC3**: Validation experiment activity documentation should contain information on the following topics:

- Information on the application and requirements that are driving the validation experiment activity, including references to information DP documentation and the overall V&V plan that the activity is part of.

- Specific discussion on the associated PIRT and how the validation experiment activity is located in it.

- A comprehensive discussion of verification activities, both code and calculation, centered on the validation experiment activity.

- A comprehensive discussion of the definition, design, and analysis of each validation experiment via use of the code.

- A complete description of each experiment, sufficient to allow experimental repeats in the future.

- Description of the analysis of experimental data, including quantification of uncertainty in the acquired experimental data.

- The methods and results of the validation metrics applied in the validation experiment activity, including the defined success and failure criteria for these metrics.

- An assessment of confidence in the code application resulting from the application of the defined metrics, the results, and their performance versus the defined success and failure criteria.

- Information about the contribution of the validation experiment activity to the BE+U paradigm for predictive code application.
11.2.2 Scoring System

We recommend that the checklist of concepts in Section 11.2.1 represent the focus of comparison for a planned or executed experimental activity for purposes of appraisal. Then, as a means of self-assessment each concept listed should be scored with a 0 to 3 evaluation criterion. The recommended values are defined as follows:

0 Not addressed in the validation activity
1 Poorly addressed, but present in the validation activity
2 Well addressed, but some improvement is identified for the validation activity
3 Well addressed and no improvement is identified for the validation activity

We recommend that a cumulative score not be calculated. A cumulative score for the entire set of concepts makes little sense given the level of information provided in this document. We do recommend identifying strengths and weaknesses of the validation activity by examining the overall pattern of scores for the aggregated concepts. This is the approach taken for each example in appendices A, B, and C. Aggregate scoring for the concepts is represented by a histogram in each appendix.
Section 12
Summary

In this report we have defined and described concepts of experimental validation and their role in a general methodology for application of ASCI computational engineering and science codes. The concepts are at an early stage of development, and we anticipate that our thinking will evolve as we apply the proposed methodology. The material in this report has been organized to reflect critical elements in a process that starts with the definition of application requirements for stockpile computational modeling and ends with the delivery of the necessary computational results. This process, outlined in Figure 1.1, has been the major underlying theme in this report. Each of the important elements in that figure—specified application; planning; code and solution verification; experimental design, execution, and analysis; validation metrics; assessment; predication and credibility; and documentation—creates useful concepts for the planning and execution of experimental validation projects.

We have emphasized that our concepts can be fruitfully applied for appraising validation activities, either during the planning phases of validation experiments or as a means of determining the impact of the implemented experiments. Three appendices demonstrate the application of the stated concepts and a suggested method of appraisal for three different experimental activities.

Some important features of our discussion are summarized in the following list, which presents three characteristics of concepts for validation activities. First, we state an ideal goal for a validation activity. Next, we emphasize the potential for possible limitations upon that stated ideal. Finally, we give a practical compromise that we believe is representative of the way progress will be made in more realistic validation activities. This list is intended to be cautionary, not discouraging, and points out that the realities of budget and schedule are always the most important constraints in planned validation activities.

1. **The Ideal:** Calculation and experiment are defined to allow the greatest degree of alignment for purposes of computational-experimental comparisons.

   **The Possible:** The quality of the computational-experimental alignment can mainly be assessed only during the execution of the experimental activity.

   **The Practical:** Focus on where the alignment between the given validation experiment and the code is believed to be good, and seek to improve this alignment as the activity progresses.

2. **The Ideal:** The calculations run cleanly and without problems, allowing efficient, clear, and conclusive comparisons with experimental data.
The Possible: The calculations are difficult to run and pose significant difficulties for quantitative comparison with experimental data.

The Practical: Restrict—*don’t eliminate!*—validation activities until the associated code is demonstrably robust and verified and capable of generating results that are worthy of high-quality comparisons with experimental data.

3. The Ideal: The experimental data are well characterized, and a large number of experimental realizations are available for estimating random and bias errors.

The Possible: The experimental data are moderately characterized, and a small number of experimental realizations are obtained.

The Practical: Focus on critical experimental data and target fewer experimental data of higher quality.

4. The Ideal: The validation activity is part of a well-defined and documented validation plan.

The Possible: The validation activity is part of a validation plan that has ill-defined components and some ad hoc characteristics.

The Practical: Emphasize improving the planning and coordination framework for the ongoing and future validation activity.

5. The Ideal: The code is used to define, design, and analyze the validation experiments.

The Possible: The code is only applied in some of the definition, design, and analysis of the experiment, but most of the code results are used in postexperiment analysis.

The Practical: If the problem is due to inadequate code capability, slow down the pace of experimental activities until the code can play a more active role in the definition and design of validation experiments. If the problem is due to imbalanced priorities between computational and experimental workloads, place a higher priority on performing some definition and design of experiments with the code.

6. The Ideal: There is sufficient time and money for detailed documentation of the validation activity.

The Possible: Few resources and little time are available for documentation.

The Practical: Realize that undocumented validation work is essentially useless for the goals of ASCI and the Stockpile Stewardship Program. Reduce the overall calculation and experimental work to increase the level of effort and money
devoted to documentation. Seek to reduce the number of new validation activities until old ones have been sufficiently documented.

7. **The Ideal:** There are sufficient personnel and the right personnel for a fully coupled computational-experimental validation activity.

   **The Possible:** There are insufficient personnel, and they may be unbalanced to the experimental side.

   **The Practical:** Reduce the scope of the experimental activity until better coupling of the computational and experimental work can be achieved.

8. **The Ideal:** The validation activity is strongly decoupled from hardware qualification activities.

   **The Possible:** The validation assessment is part of a hardware qualification activity.

   **The Practical:** Emphasize those features of the hardware qualification that are most compatible with validation.

9. **The Ideal:** The physics embedded in the validation activity is understood.

   **The Possible:** The validation activity is used to explore physics issues.

   **The Practical:** Emphasize where the physics is best understood for validation. Precisely define where the physics is insufficiently understood for validation so that experimental scientific-discovery activities can begin to be defined and separated from more focused validation experiments in the future.

10. **The Ideal:** Lessons learned from the validation activity are clearly formulated, documented, and broadly communicated.

    **The Possible:** Embarrassments are typically not publicized, let alone documented.

    **The Practical:** Lessons learned are of vital importance to the overall validation effort for a code application. Stress that lessons learned are information, not blame apportionment. Publicize a subset of the lessons learned that is not all positive, even if it is impossible for political reasons to publicize all of the problems that arose in the conduct of the validation activity.

We have attempted to argue the need for implementing as many of the concepts discussed in this document as possible in a robust validation activity. Nonetheless, it is clear that there is room for graded approaches within our proposed methodology. We recognize that it is unlikely that full implementation of all of the concepts will be an option in some or most validation activities. As demonstrated in the above list, compromises can be made and still build confidence in computational modeling and simulation.
We believe that appraising a validation activity, whether planned or already executed, with respect to the concepts described in this report increases the understanding and value of that activity. Examples of such assessments have been included in the appendices to illustrate exactly this point. It is our hope that those who engage in future validation activities will find these concepts to be useful in planning, as well as in scrutinizing the results of the experimental activity for future improvement.
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Appendix A: Assessment of a Radiation-Hydrodynamics Experiment Activity

T. Trucano

A.1 Introduction

A computational study of a set of shock wave experiments performed on the Sandia Z machine in 1998 is presented in the work of Trucano et al. (1999). The experiments discussed, Shots Z189 and Z190, were the first shock wave experiments performed on the Z machine in which the time-resolved VISAR interferometry technique was successfully applied to diagnose the capability of the radiation-hydrodynamics in the Sandia ALEGRA radiation-hydrodynamics code. The details will not be presented here, but are fully accounted for in Trucano et al. (1999). Because of the use of a technique involving secondary hohlraums on the Z machine, as well as because of the success of the VISAR system that was developed specifically for the time-resolved data acquisition, these experiments should properly be considered as major technical advances. They marked the beginning of a very successful Sandia experimental program in shock wave physics that uses the Z machine, which remains a very interesting (potential) validation capability for strong shock radiation-hydrodynamics. The question addressed in this appendix, however, is to what degree the work reported in Trucano et al. (1999) is compatible with the concepts developed in this report.

The original hope in performing computational assessment of these experiments was to extract significant validation information for radiation-hydrodynamics applications of the ALEGRA code. The ultimate conclusion of Trucano and his coauthors was that this goal was not achieved for the particular experiments Z189 and Z190. The following analysis provides a more recent perspective on why that was the case. In this analysis we will assess this activity, mainly through the information provided in the report by Trucano et al. (1999), the major documentation associated with the computational work. Any information used in this analysis that is not found in that report originates from the recollections of the primary author of these concepts and will be identified as such when used.

A.2 Summary of Conformance to the Concepts

To make consideration of each concept self-contained, we will repeat its definition along with our observations of the conformance of the work of Trucano et al. (1999) to the particular concept.
**APP1**: The validation experiment activity should be derived from the intended code application defined in an existing code-application V&V plan.

A V&V plan associated with a specific stockpile-driver application for ALEGRA did not exist at the time of this work.

Score = 0

**PLAN1**: The dedicated validation experiment activity should be part of a hierarchical validation activity that is defined by a PIRT. The planned validation experiments should then be well correlated with specific PIRT elements, and those elements should be clearly identified in the experimental plan.

A PIRT did not exist that properly located this experiment in the validation activities for ALEGRA. This implies that all scores for PIRT-related concepts are zero.

Score = 0

**PLAN2**: Information relevant to defining success and failure for comparison of code calculations with the results of experiments is identified in the PIRT.

Score = 0

**PLAN3**: The dedicated validation experiment activity should be defined in terms of the recommended Tier 1 through Tier 3 complexity structure if this is not explicit in the existing PIRT.

Score = 0

**PLAN4**: The validation experiments themselves should be defined in a formal documented plan.

The work reported in Trucano et al. (1999) attempted to leverage an ongoing high-quality laboratory radiation-hydrodynamics experimental activity. This activity was not aimed at validation, but rather at (1) experimental capability development and (2) phenomena discovery. Certainly no “validation plan” was developed. In addition, no plan existed that specified the use of ALEGRA in this experimental activity.

Score = 0

**EED1**: All applicable concepts in this report should be applied to guiding the use of existing experimental data in experimental validation activities.

This item does not strictly apply to this work. The experimental work was performed and the data were analyzed while contact with the ALEGRA analysis was ongoing. This concept is strictly aimed at previously acquired data that has been analyzed and reported prior to its use in code application validation.

Score = 0

**VER1**: The code verification status should be understood by the validation analyst and documented and determined to be adequate for the pursuit of an associated validation experiment activity.

A variety of information existed regarding the code verification status, but none of it was fully documented. The situation for these particular calculations was further complicated because the radiation transport package (SPARTAN) used in these particular calculations was developed and maintained at Los Alamos National Laboratory. Associated information on code verification was therefore not under the control of the ALEGRA team.
Score = 1

**VER2**: The existing VERTS for the code should contain elements that are believed to be in alignment with the associated validation experiment activity. Calculation verification should be performed and documented for these specific VERTS elements.

A radiation-hydrodynamics verification benchmark suite was in existence at the time of this work and was documented (Budge 1999). It is interesting that this report is not referenced at all in Trucano et al. (1999). Also, this set of benchmarks is not strictly relevant to the SPARTAN (radiation transport package) calculations that were performed. Instead, this verification suite was (and is) focused on testing Sandia-developed multigroup diffusion packages and related radiation transport schemes. Significant details of calculation verification were addressed in the Budge report, but a completely systematic effort was not documented.

Score = 1

**VER3**: New VERTS elements should be defined if there is inadequate coverage in the code VERTS to contribute to assessing code verification status for the planned validation experiment activity. The calculation verification of these new elements should be performed and documented.

New VERTS problems were not defined and studied as part of this work.

Score = 0

**VER4**: A calculation verification strategy (typically centered on convergence studies and *a posteriori* error estimation) should be defined for the calculations performed in the validation activity.

Calculation verification was not addressed in Trucano et al. (1999). Some issues of grid sensitivity and radiation group resolution were studied, but as part of computational uncertainty and not as formal convergence and accuracy studies.

Score = 0

**VER5**: All necessary information required for the verification assessment for the validation experiment activity should be documented.

Score = 0

**DES1**: Validation experiments should be explicitly designed to support assessment of code fidelity and confidence for the intended application through precise and conclusive comparisons of calculations with experimental data.

This factor did not enter into the design of these experiments.

Score = 0

**DES2**: The planned validation experiments should specifically address the balance of resources for experiments, code capability, and required predictive confidence for the intended application.

No information, plan or otherwise, was devoted to discussing this balance.

Score = 0
**DES3:** The region of intended application domain parameters that is covered by the validation experiment activity should be defined in the plan. It should be understood whether the intended application extrapolates the validation domain, interpolates the validation domain, or both.

The application domain and its associated parameters were not discussed in this work.

Score = 0

**DES4:** One or more experiments should be designed and performed with the goal of resolving the boundary of credibility of the code for the intended application.

Failure to compare adequately with ALEGRA was not one of the objectives of this work.

Score = 0

**DES5:** Statistical design of experiments should be applied in the design of the experimental activity.

Statistical design of experiments was not applied.

Score = 0

**DES6:** Experimental quantification of uncertainty, both variability and bias, should be performed. This should include planned experimental repeats to quantify variability as well as diagnostic fidelity.

Experimental error bars were developed through fairly painstaking work. The difficulty of this suggests the importance of, for example, doing repeat experiments to characterize experimental variability. No repeat experiments were performed. There was considerable concern in the experimental work, partly as a result of the analysis, about the adequacy of the characterization and repeatability of the shock waves that were generated in these experiments. All in all, the conclusion is that experimental uncertainty was very important and not characterized in any way other than by diagnostic error bars.

Score = 1

**DES7:** Data resulting from the validation experiment activity and their interpretation should be robust in the sense described in this report. If not, nonrobustness of data should be specifically emphasized in documented outcomes.

Difficulty with robustness was addressed, though inadequately. The documentation in Trucano et al. (1999) is also not the ideal vehicle for discussion of these issues. Knowledge about the concern for robustness in these and similar experiments resulted from informal communication among the team, and some of the issues that were discussed were never reported in the above document.

Score = 1

**DES8:** Application of the code to the definition, design, and postexperiment analysis should be performed as part of the experimental activity.

ALEGRA was used only informally during the experiment design phase, and Trucano et al. (1999) discuss the extensive postexperiment analysis for which it was used. ALEGRA did not enter into the definition of the experiments.

Score = 1
**DES9**: The validation experiment activity should consist of a team that includes experimenters, code users, and code developers.

As represented by the authors on the report (Trucano et al. 1999), experimenters, code users, and one code developer (Budge) were participants in the activity.

Score = 3

**DES10**: The planned validation experiments should not be phenomena exploration experiments or mathematical model development experiments. If phenomena exploration is required and performed as part of the experimental activity, it should be distinguished from the validation activity. Dependence of inferred confidence from the validation activity upon the phenomena exploration activity should be explicitly defined in the plan and in the experimental outcomes.

Shots Z189 and Z190 had elements of phenomena exploration. But worse, from a validation perspective, is that these experiments were mainly focused on experimental capability development. This was their great triumph, but one of their biggest weaknesses for code application validation.

Score = 0

**DES11**: The validation experiment(s) should not be a calibration experiment. If calibration is required and performed as part of the experimental activity, it should be clearly distinguished from the validation activity. Dependence of inferred confidence from the validation activity upon an included calibration activity should be explicitly defined in the plan and in the experimental outcomes.

Shots Z189 and Z190 were not calibration experiments.

Score = 3

**MET1**: All validation information resulting from the validation experiment activity should be based on quantitative comparisons of computational and experimental results.

Curve overlays were the major methods used to compare calculations and experimental data. Some specific comments about differences in features on plots were given. Error bars were included on overlays of calculations and experimental data.

Score = 1.

**MET2**: Experimental data should account for uncertainty when applied in validation metrics.

No accuracy requirements are specified. However, it is clear that some of the experimental error bars specified in Trucano et al. (1999) are too imprecise for certain application validation needs. A major issue was also revealed about uncertainty in an important boundary condition, but this was not quantified.

Score = 0.

**MET3**: Computations should account for uncertainty when applied in validation metrics.

Formal computational uncertainty analyses were not performed. Some effort was devoted to assessing the influence of various specifications in the modeling, such as grid resolution, group resolution for the radiation transport algorithms, and treatment of the radiative source boundary condition used in the calculations. The boundary condition is an important candidate for more formal methods of quantifying the impact of uncertainty in this modeling, and that was not performed.
Score = 1

**MET4**: Statistical analysis of the quantitative comparison between calculations and experiments should be performed.

Statistical analysis of the comparisons between calculations and experiments was not performed.

Score = 0

**MET5**: A statistician should be a member of the validation team.

A statistician did not participate in this modeling activity.

Score = 0

**SF1**: Success criteria should be defined that will be applied to assess the results of validation metrics for comparison of calculations and experiments.

Success criteria were not defined.

Score = 0

**SF2**: Failure criteria should be defined that will be applied to assess the results of validation metrics for comparison of calculations and experiments.

Failure criteria were not stated. However, significant discussion was presented that revolved around this issue in an indirect fashion.

Score = 1

**PRE1**: The contribution of the validation experiment activity to understanding credibility of the code for the intended application should be characterized.

The prediction paradigm for stockpile computing dependent upon this work is not discussed at all.

Score = 0

**DOC1**: Validation experiment activity documentation should be compatible with the Sandia V&V program’s records management system.

These requirements do not yet exist.

Score = 0

**DOC2**: Validation experiment activity documentation should be integrated into the associated V&V documentation tree for the code and its applications.

The conclusion of this work was that no significant validation was accomplished. This work is referenced as “evidence” when discussing the V&V documentation tree for ALEGRA, mainly because it is one of the few cases where ALEGRA is compared with important radiation-hydrodynamics data.

Score = 1

**DOC3**: Validation experiment activity documentation should contain information on the following topics:
• Information on the application and requirements that are driving the validation experiment activity, including references to information DP documentation and the overall V&V plan that the activity is part of. (NO)

• Specific discussion on the associated PIRT and how the validation experiment activity is located in it. (NO)

• A comprehensive discussion of verification activities, both code and calculation, centered on the validation experiment activity. (NO)

• A comprehensive discussion of the definition, design, and analysis of each validation experiment via use of the code. (YES, within the limits discussed above)

• A complete description of each experiment, sufficient to allow experimental repeats in the future. (YES, to a degree.)

• A description of the analysis of experimental data, including quantification of uncertainty in the acquired experimental data. (YES, within the limits discussed above.)

• The methods and results of the validation metrics applied in the validation experiment activity, including the defined success and failure criteria for these metrics. (YES, within the limits described above.)

• An assessment of confidence in the code application resulting from the application of the defined metrics, the results, and their performance versus the defined success and failure criteria. (NO)

• Information about the contribution of the validation experiment activity to the BE+U paradigm for predictive code application. (NO)

Score = 1

A.3 Scoring Summary

The aggregate scores for all of the experimental validation concepts for this work are shown in Figure A.1.

The main purpose behind doing this assessment is to demonstrate that the presented concepts can be appraised and that this appraisal can provide useful information, even in as unlikely a situation as this example. Figure A.1 suggests that most of the concepts in the present report were not operational at all in this particular study. The scoring of this example further supports the conclusion that was specifically drawn in Trucano et al. (1999): the computational analysis of the experiments reported in that document was insufficient to be called validation.

One further comment is appropriate at this point. An interesting approach when appraising particular validation experiments is to select specific concepts or sets of concepts and understand the pattern of their scores across one or more validation activities. This information more appropriately conveys a sense of strength or weakness about validation experiment concepts that are deemed particularly important, as well as correlations among these concepts. There are other alternatives for extracting useful
information from an appraisal of the conformance of validation experiment activities with respect to the guidance developed in this report that we hope to develop in future applications of this validation methodology.

Figure A.1. Scoring summary.
Appendix B: Assessment of a Structural Mechanics Validation Experiment Activity

A. Urbina and T. Paez

B.1 Introduction

This investigation developed probabilistic models of measures of behavior of mathematical models of structural dynamic systems, as well as the corresponding experimental measures of behavior of the physical systems being modeled. We used this information in a probabilistic/statistical framework to determine the nonacceptability or acceptability of the mathematical model. This can be done for arbitrary measures of system behavior; however, we chose to focus on a metric of the spectral density of system response. Spectral density is the fundamental and most widely employed measure of second-order statistical behavior in systems excited with stationary random inputs. A detailed description of this validation activity can be found in Urbina and Paez (2001). The targeted code for the assessment is SALINAS.

The intent of this case study was to develop a validation metric and a technique to be applied to a structural dynamic system. Although the physical system that was used for this case study was very simple (when compared to a weapon system), it is expected that the validation techniques developed and metrics could also be applied to an actual weapon system. As such, our study did not fully align with the PIRT or the V&V plans for SALINAS (the code used in this case study). Both documents are aimed at validation activities for a weapon system. To find out how well our case study conformed to the criteria of this experimental validation document, we rated aspects of our study that were similar to those elements found in the PIRT and in the V&V plans even though they are clearly written for a more complex system.

B.2 Summary of Conformance to the Guidelines

The following is a summary of two independent assessments by the authors of the conformance of our case study to the guidelines presented in this document. Comments are made when appropriate to justify the scoring in each individual category. A graph summarizing the scoring by category from each assessment is presented in Section B.3.

**APP1**: The validation experiment activity should be derived from the intended code application defined in an existing code-application V&V plan.

The V&V plan addresses weapon components. Although our case study is a simpler system, it focuses on validation based on spectral density. This is considered in the V&V plan.

Score = 1 (Urbina)  Score = 0 (Paez)
PLAN1: The dedicated validation experiment activity should be part of a hierarchical validation activity that is defined by a PIRT. The planned validation experiments should then be well correlated with specific PIRT elements, and those elements should be clearly identified in the experimental plan.

The target code application has a PIRT and our case study, although not related to weapon components, is well correlated with a specific PIRT element (Generic bolted joint response: Linear isotropic material modal response).

Score = 1 (Urbina) Score = 0 (Paez)

PLAN2: Information relevant to defining success and failure for comparison of code calculations with the results of experiments is identified in the PIRT.

No explicit information is given in the PIRT.

Score = 0 (Urbina) Score = 0 (Paez)

PLAN3: The dedicated validation experiment activity should be defined in terms of the recommended Tier 1 through Tier 3 complexity structure if this is not explicit in the existing PIRT.

Score = 0 (Urbina) Score = 1 (Paez)

PLAN4: The validation experiments themselves should be defined in a formal documented plan.

The case study’s experiment was planned but not fully documented. While the code was used in definition, design, and analysis, these intended uses were not planned and documented in advance of the experiments.

Score = 2 (Urbina) Score = 2 (Paez)

EED1: All applicable guidelines in this report should be applied to guiding the use of existing experimental data in experimental validation activities.

No existing experimental data were used. Experimental data were collected at the same time the analysis was being performed.

Score = 0 (Urbina) Score = 0 (Paez)

VER1: The code verification status should be understood by the validation analyst and documented and determined to be adequate for the pursuit of an associated validation experiment activity.

The PIRT indicates that the model adequacy is unknown.

Score = 0 (Urbina) Score = 0 (Paez)

VER2: The existing VERTS for the code should contain elements that are believed to be in alignment with the associated validation experiment activity. Calculation verification should be performed and documented for these specific VERTS elements.

The existing VERTS are aligned with the case study. Calculation verification documentation has not been found.

Score = 2 (Urbina) Score = 1 (Paez)

VER3: New VERTS elements should be defined if there is inadequate coverage in the code VERTS to contribute to assessing code verification status for the planned validation experiment activity. The calculation verification of these new elements should be performed and documented.

New VERTS have not been defined.
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VER4: A calculation verification strategy (typically centered on convergence studies and a posteriori error estimation) should be defined for the calculations performed in the validation activity.

None has been found in the documentation.

VER5: All necessary information required for the verification assessment for the validation experiment activity should be documented.

Score = 0 (Urbina)  Score = 3 (Paez)

DES1: Validation experiments should be explicitly designed to support assessment of code fidelity and confidence for the intended application through precise and conclusive comparisons of calculations with experimental data.

Yes

Score = 2 (Urbina)  Score = 3 (Paez)

DES2: The planned validation experiments should specifically address the balance of resources for experiments, code capability, and required predictive confidence for the intended application.

These were not addressed.

Score = 0 (Urbina)  Score = 1 (Paez)

DES3: The region of intended application domain parameters that is covered by the validation experiment activity should be defined in the plan. It should be understood whether the intended application extrapolates the validation domain, interpolates the validation domain, or both.

Score = 1 (Urbina)  Score = 2 (Paez)

DES4: One or more experiments should be designed and performed with the goal of resolving the boundary of credibility of the code for the intended application.

These experiments were not considered in this case study.

Score = 0 (Urbina)  Score = 0 (Paez)

DES5: Statistical design of experiments should be applied in the design of the experimental activity.

No statistical design of experiments was applied.

Score = 0 (Urbina)  Score = 0 (Paez)

DES6: Experimental quantification of uncertainty, both variability and bias, should be performed. This should include planned experimental repeats to quantify variability as well as diagnostic fidelity.

Uncertainty quantification was performed computationally (using experimental data). The experiment was repeated but results were not used.

Score = 2 (Urbina)  Score = 2 (Paez)
**DES7**: Data resulting from the validation experiment activity and their interpretation should be robust in the sense described in this report. If not, nonrobustness of data should be specifically emphasized in documented outcomes.

Score = 2 (Urbina)  
Score = 3 (Paez)

**DES8**: Application of the code to the definition, design, and postexperiment analysis should be performed as part of the experimental activity.

The code was used for definition and postexperiment analysis.

Score = 1 (Urbina)  
Score = 2 (Paez)

**DES9**: The validation experiment activity should consist of a team that includes experimenters, code users, and code developers.

Yes

Score = 3 (Urbina)  
Score = 2 (Paez)

**DES10**: The planned validation experiments should not be phenomena exploration experiments or mathematical model development experiments. If phenomena exploration is required and performed as part of the experimental activity, it should be distinguished from the validation activity. Dependence of inferred confidence from the validation activity upon the phenomena exploration activity should be explicitly defined in the plan and in the experimental outcomes.

The validation experiment was not a phenomena exploration experiment.

Score = 3 (Urbina)  
Score = 3 (Paez)

**DES11**: The validation experiments should not be calibration experiments. If calibration is required and performed as part of the experimental activity, it should be clearly distinguished from the validation activity. Dependence of inferred confidence from the validation activity upon an included calibration activity should be explicitly defined in the plan and in the experimental outcomes.

The validation experiment was not used as a calibration experiment. A separate experiment was done for calibration purposes.

Score = 3 (Urbina)  
Score = 3 (Paez)

**MET1**: All validation information resulting from the validation experiment activity should be based on quantitative comparisons of computational and experimental results.

Validation and confidence statements are based on analysis of computational and experimental differences.

Score = 2 (Urbina)  
Score = 3 (Paez)

**MET2**: Experimental data should account for uncertainty when applied in validation metrics.

For the case study, the accuracy was arbitrarily set. A formal definition is required for the weapon’s components. This should be included in the V&V plans.

Score = 2 (Urbina)  
Score = 2 (Paez)

**MET3**: Computations should account for uncertainty when applied in validation metrics.

Yes
MET4: Statistical analysis of the quantitative comparison between calculations and experiments should be performed.

Yes

MET5: A statistician should be a member of the validation team.

A statistician was consulted but was not a full-time member of the validation team.

SF1: Success criteria should be defined that will be applied to assess the results of validation metrics for comparison of calculations and experiments.

A success criterion was specified for this particular case study.

SF2: Failure criteria should be defined that will be applied to assess the results of validation metrics for comparison of calculations and experiments.

A failure criterion was specified for this case study.

PRE1: The contribution of the validation experiment activity to understanding credibility of the code for the intended application should be characterized.

The case study was explicitly planned to obtain best estimate plus uncertainty.

DOC1: Validation experiment activity documentation should be compatible with the Sandia V&V program’s records management system.

No

DOC2: Validation experiment activity documentation should be integrated into the associated V&V documentation tree for the code and its applications.

No

DOC3: Validation experiment activity documentation should contain information on the following topics:

- Information on the application and requirements that are driving the validation experiment activity, including references to information DP documentation and the overall V&V plan that the activity is part of. (NO)

- Specific discussion on the associated PIRT and how the validation experiment activity is located in it. (NO)
- A comprehensive discussion of verification activities, both code and calculation, centered on the validation experiment activity. (NO)
- A comprehensive discussion of the definition, design, and analysis of each validation experiment via use of the code. (NO)
- A complete description of each experiment, sufficient to allow experimental repeats in the future. (YES)
- A description of the analysis of experimental data, including quantification of uncertainty in the acquired experimental data. (YES)
- The methods and results of the validation metrics applied in the validation experiment activity, including the defined success and failure criteria for these metrics. (YES)
- An assessment of confidence in the code application resulting from the application of the defined metrics, the results, and their performance versus the defined success and failure criteria. (YES)
- Information about the contribution of the validation experiment activity to the BE+U paradigm for predictive code application. (NO)

Score = 1 (Urbina)  Score = 1 (Paez)

### B.3 Scoring Summary

The graph in Figure B.1 shows a summary of the scoring.

![Scoring summary graph](image)

**Figure B.1.** Scoring summary.
From the figure, we also note the following:

1. Nineteen categories were scored the same by the two authors.
2. Urbina scored four categories higher than Paez.
3. Paez scored eleven categories higher than Urbina.
4. Categories that have a score of zero (eight categories) represent areas that were not applicable or addressed in our study.

Our personal interpretation of each question is reflected by the variation in the scoring. This could be a potential pitfall when filling in the assessment and looking at the resulting score. On the other hand, this assessment does bring out the strengths and weakness in the validation activity. In our case three areas of improvement are highlighted:

1. No experiments were designed to produce bad agreement.
2. No statistical design of experiments was used.
3. Our documentation needs improvement

In addition, this assessment will be a first step in writing a lessons-learned document on our progress on our validation metrics case study. Some conclusions extracted from this assessment follow. First, more work is needed in the planning phase to fully correlate the validation experiments with the V&V plans and the elements in the PIRT. Second, there is a need to define objective success and failure criteria. And third, these guidelines could be used in the test-planning phase as well as a posttest assessment tool.
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Appendix C: Assessment of a Thermal Validation Experiment Activity

K. Dowding

C.1 Introduction

Predicting the thermal response of a weapon in an abnormal environment is an important application of ASCI-scale computer models. Predicting the “thermal race”—the time differential between two components reaching threshold temperatures—assesses the safety design of the weapon. The components of interest are potted in foam, such as polyurethane. In an abnormal environment the temperature/heat fluxes are high enough to initiate and sustain thermal decomposition of the foams encasing the components. Since the presence of foam greatly impacts the thermal response of the components, to accurately predict the thermal race with computer models requires addressing the decomposition and removal of foam.

A physics-based model for the thermal decomposition of polyurethane foam has been developed. The model is called CPUF (Hobbs et al. 1999). The model is based on analysis of the foam’s chemical structure, hypothesizing its chemical evolution under a thermal environment, and relating the chemistry to the macroscopic structure. The model development was supported by hundreds of thermal gravimetric analysis (TGA) type experiments. The TGA was used for discovery, model development, and finally for calibrating the finalized model, CPUF.

A second, separate series of experiments were dedicated to validating CPUF. A cylindrical can (6 cm in diameter and 9 cm in length) was filled with foam and exposed to a high-temperature environment at one end of the can. X-ray imagery tracked the surface of the foam as it decomposed. A total of 15 experiments was conducted at unconfined conditions. Validation of CPUF was studied for conditions of “driving” boundary temperature, orientation, density, and presence of a component in the foam. These dedicated validation experiments are evaluated with regard to the experimental guidelines.

At the time of writing, the analysis of the validation experiments had not been finalized. Comparisons between the model and experiment for unconfined conditions (ambient pressure) had been done, but were not complete. A set of experiments at confined conditions (greater than ambient pressure) was conducted, but had not been compared to the model. Hence, the evaluation that follows is for the validation experiments at unconfined conditions.
C.2 Summary of Conformance to the Guidelines

APP1: The validation experiment activity should be derived from the intended code application defined in an existing code-application V&V plan.

The validation experiments support the code application of assessing “assured nuclear safety in abnormal thermal environments.” The code application is defined in an existing V&V plan. The validation activities were driven by the application requirements as best the requirements were understood at the time the experiments were conducted.

Score = 2

PLAN1: The dedicated validation experiment activity should be part of a hierarchical validation activity that is defined by a PIRT. The planned validation experiments should then be well correlated with specific PIRT elements, and those elements should be clearly identified in the experimental plan.

The validation experiments are correlated with the PIRT element related to thermal decomposition of polyurethane foam. The ranking or importance of this particular PIRT element, relative to other elements in the PIRT, has not been identified.

Score = 2

PLAN2: Information relevant to defining success and failure for comparison of code calculations with the results of experiments is identified in the PIRT.

No success or failure criteria are defined.

Score = 0

PLAN3: The dedicated validation experiment activity should be defined in terms of the recommended Tier 1 through Tier 3 complexity structure if this is not explicit in the existing PIRT.

The validation activity is identified as a Tier 2 activity in the tiered complexity structure. The relationship of the planned validation activity to the overall complexity structure is not well characterized. Thus it is not clear how the planned validation experiments are related to past validation experiments or carry forward into other validation activities.

Score = 1

PLAN4: The validation experiments themselves should be defined in a formal documented plan.

While no plan for the experimental activities exists, a summary of the validation activities is documented in memo format. The document summarizes the experiments conducted, conditions for each experiment, and any notable comments about the experiment. The summary was produced after conducting the validation experiments, but the test matrix covered was planned before conducting the experiments. We believe that the code was applied for designing some aspects of the validation experiment. The design calculations were not documented.

Score = 1

EED1: All applicable guidelines in this report should be applied to guiding the use of existing experimental data in experimental validation activities.

The current study utilized dedicated experiments, not previously existing data.

Score = 0
VER1: The code verification status should be understood by the validation analyst and documented and determined to be adequate for the pursuit of an associated validation experiment activity.

The code studied was Coyote. The code verification status is not formally documented, but Coyote has been used extensively and is generally deemed adequate to pursue validation.

Score = 1

VER2: The existing VERTS for the code should contain elements that are believed to be in alignment with the associated validation experiment activity. Calculation verification should be performed and documented for these specific VERTS elements.

A VERTS does not exist.

Score = 0

VER3: New VERTS elements should be defined if there is inadequate coverage in the code VERTS to contribute to assessing code verification status for the planned validation experiment activity. The calculation verification of these new elements should be performed and documented.

No additional verification tests (VERTS elements) have been conducted.

Score = 0

VER4: A calculation verification strategy (typically centered on convergence studies and a posteriori error estimation) should be defined for the calculations performed in the validation activity.

A calculation verification strategy has not been defined for the validation activity but studies have been performed on a simplified model (1D) of the experiment. The dependence of the 1D calculations on the discretization (time and space) has been studied, and a bias correction for the 2D calculations was developed.

Score = 2

VER5: All necessary information required for the verification assessment for the validation experiment activity should be documented.

Verification assessment is not documented.

Score = 0

DES1: Validation experiments should be explicitly designed to support assessment of code fidelity and confidence for the intended application through precise and conclusive comparisons of calculations with experimental data.

The experiments were not specifically designed to support assessment, particularly with respect to a metric.

Score = 0

DES2: The planned validation experiments should specifically address the balance of resources for experiments, code capability, and required predictive confidence for the intended application.

No plan exists. The noted summary document does not address the issues, either.

Score = 0
**DES3**: The region of intended application domain parameters that is covered by the validation experiment activity should be defined in the plan. It should be understood whether the intended application extrapolates the validation domain, interpolates the validation domain, or both.

The region of application domain parameters covered by the validation experiments was identified.

Score = 1

**DES4**: One or more experiments should be designed and performed with the goal of resolving the boundary of credibility of the code for the intended application.

No experiments were conducted to produce bad agreement with the code. It was, however, expected that experiments at the lower temperature threshold and for a heating orientation from the top would have worse agreement than higher temperatures and heating from the bottom.

Score = 1

**DES5**: Statistical design of experiments should be applied in the design of the experimental activity.

No statistical design of experiments was conducted.

Score = 0

**DES6**: Experimental quantification of uncertainty, both variability and bias, should be performed. This should include planned experimental repeats to quantify variability as well as diagnostic fidelity.

Quantification of experimental uncertainty was not addressed. Experiments were only repeated when the anomalous results were observed. The experimental test matrix has some experiments that could be used as repeats over a given duration of the experiment.

Score = 0

**DES7**: Data resulting from the validation experiment activity and their interpretation should be robust in the sense described in this report. If not, nonrobustness of data should be specifically emphasized in documented outcomes.

Robustness was not specifically addressed.

Score = 0

**DES8**: Application of the code to the definition, design, and postexperiment analysis should be performed as part of the experimental activity.

The code has been applied extensively for postexperiment analysis.

Score = 2

**DES9**: The validation experiment activity should consist of a team that includes experimenters, code users, and code developers.

The team includes experimenters and the (math) model developers. One model developer served as a code user and performed some code development, but was not a part of the core code-development team.

Score = 2

**DES10**: The planned validation experiments should not be phenomena exploration experiments or mathematical model development experiments. If phenomena exploration is required and performed as part of the experimental activity, it should be distinguished from the validation activity. Dependence of inferred
confidence from the validation activity upon the phenomena exploration activity should be explicitly
defined in the plan and in the experimental outcomes.

The validation experiment is not a phenomena exploration experiment.

Score = 3

**DES11**: The validation experiments should not be calibration experiments. If calibration is required and
performed as part of the experimental activity, it should be clearly distinguished from the validation
activity. Dependence of inferred confidence from the validation activity upon an included calibration
activity should be explicitly defined in the plan and in the experimental outcomes.

The validation experiments do not have calibration directly associated with the experiments. A separate
series of calibration experiments were conducted to support model development and identify model
parameters. The calibration experiments are separate and independent of the validation activities.

Score = 3

**MET1**: All validation information resulting from the validation experiment activity should be based on
quantitative comparisons of computational and experimental results.

A study of the differences between the model and experiment is planned.

Score = 3

**MET2**: Experimental data should account for uncertainty when applied in validation metrics.

Neither the accuracy of the experimental data nor the requirements for the code application are known.

Score = 0

**MET3**: Computations should account for uncertainty when applied in validation metrics.

Inputs to the computational model with expected uncertainty in their values have been propagated through
the model. Error bars have been calculated for the propagated uncertainty.

Score = 2

**MET4**: Statistical analysis of the quantitative comparison between calculations and experiments should be
performed.

The differences between the calculations and experiments were statistically analyzed.

Score = 2

**MET5**: A statistician should be a member of the validation team.

A statistician is a member of the validation team.

Score = 3

**SF1**: Success criteria should be defined that will be applied to assess the results of validation metrics for
comparison of calculations and experiments.

No success criteria exist for the outcome of a metric.

Score = 0
**SF2**: Failure criteria should be defined that will be applied to assess the results of validation metrics for comparison of calculations and experiments.

No failure criteria exist for the outcome of the metric.

Score = 0

**PRE1**: The contribution of the validation experiment activity to understanding credibility of the code for the intended application should be characterized.

The role of the validation activity in supporting $\text{BE}+\text{U}$ for the code application is not explicitly understood or incorporated into the validation experiments. It is unclear how to relate the $\text{BE}$ for the code application to an appropriate measure in the validation experiment or how the validation activity supports assessing $\text{BE}+\text{U}$.

Score = 0

**DOC1**: Validation experiment activity documentation should be compatible with the Sandia V&V program’s records management system.

Not applicable (?)

Score = 0

**DOC2**: Validation experiment activity documentation should be integrated into the associated V&V documentation tree for the code and its applications.

No

Score = 0

**DOC3**: Validation experiment activity documentation should contain information on the following topics:

Information on the application and requirements that are driving the validation experiment activity, including references to information DP documentation and the overall V&V plan that the activity is part of.

(in process)

- Specific discussion on the associated PIRT and how the validation experiment activity is located in it. (NO)
- A comprehensive discussion of verification activities, both code and calculation, centered on the validation experiment activity. (NO)
- A comprehensive discussion of the definition, design, and analysis of each validation experiment via use of the code. (NO)
- A complete description of each experiment, sufficient to allow experimental repeats in the future. (YES)
- A description of the analysis of experimental data, including quantification of uncertainty in the acquired experimental data. (NO)
- The methods and results of the validation metrics applied in the validation experiment activity, including the defined success and failure criteria for these metrics. (NO)
- An assessment of confidence in the code application resulting from the application of the defined metrics, the results, and their performance versus the defined success and failure criteria. (NO)
• Information about the contribution of the validation experiment activity to the BE+U paradigm for predictive code application. (NO)

Score = 1

C.3 Scoring Summary

The scoring summary is presented in Figure C.1.

A summary of scores by concept group is listed below. The summary is organized by grouping the concepts, which is a useful way to understand the overall assessment. There are nine groupings and a group may have one or more concepts. On average a particular concept is poorly addressed, but present. Several groups, including those addressing prediction (PRE), existing experimental data (EED), and success/failure (SF) are not addressed at all. These groups account for only 4 out of 34 concepts, however. For the groups that are addressed, the requirements (REQ) and metrics (MET) have the highest group average (2). Both groups are well addressed with some remediation identified. The experimental design (DES) and PIRT (PRT) are poorly addressed, but present. The verification (VER) and documentation (DOC) have the lowest (group) average, 0.6 and 0.33, respectively.

Figure C.1. Scoring summary.
The outcome of this evaluation process shows that this validation project (1) has a limited understanding of what validation experiments should encompass (at the time these experiments were conducted); and (2) the experiments involved were more definable as model development/physics exploration. Issues of prediction, success and failure, and existing experimental data were not addressed; the experimental design and the PIRT were only poorly addressed.
Appendix D: Examples of PIRT Information Categories

In Section 3, Figure 3.2 illustrates the kind of detailed information of relevance in defining and assessing validation experiments that is included in, or that can be synthesized from, PIRTs. This information was categorized in Figure 3.2 as “Importance,” “Conceptual Model Adequacy,” “Code Adequacy,” “Experimental Adequacy,” and “Validation Adequacy.” This appendix provides examples of what the nature of this information could be.

*Importance* defines a convenient framework for quantitatively assessing the importance of an identified PIRT element to a potential experimental validation activity. Something akin to this framework is required to properly prioritize experimental validation activities and their implied requirements on the other categories of information in the context of PIRT rankings. A metric that relates the defined PIRT element to the intended model application and required confidence in this application is implied in this prioritization. An example of a ranking system for importance follows.

<table>
<thead>
<tr>
<th>Score</th>
<th>Descriptor</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>High</td>
<td>The PIRT element has first-order importance to the metric of interest. Model adequacy, code capability, and validation adequacy should be at the “Adequate Level.”</td>
</tr>
<tr>
<td>1</td>
<td>Medium</td>
<td>The PIRT element has second-order importance to the metric of importance. Model adequacy, code capability, and validation should at least be at the “Incomplete Level.”</td>
</tr>
<tr>
<td>0</td>
<td>Low</td>
<td>The PIRT element has negligible importance to the metric of interest. It is not necessary to model this phenomenon for this application.</td>
</tr>
<tr>
<td>2</td>
<td>Uncertain</td>
<td>The PIRT element is potentially important. A better understanding of its importance should be explored through sensitivity studies or bounding experiments and the PIRT then revised.</td>
</tr>
</tbody>
</table>
Conceptual Model Adequacy ranks current understanding of the adequacy of the underlying conceptual model in the code as it relates to a chosen PIRT element. An example of a ranking system for conceptual model adequacy follows.

<table>
<thead>
<tr>
<th>Score</th>
<th>Descriptor</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Adequate</td>
<td>One or more candidate physics-based models are available that are believed to adequately represent or bound the spectrum of possible model forms over the full parameter space of the application.</td>
</tr>
<tr>
<td>4</td>
<td>Incomplete</td>
<td>One or more candidate correlation-based models are available that are believed to adequately represent or bound the spectrum of possible correlation forms over the full parameter space of the application.</td>
</tr>
<tr>
<td>3</td>
<td>Inadequate</td>
<td>One or more candidate physics-based or correlation-based models are available that are believed to nominally reflect a zeroth-order representation of the phenomena over the parameter space of the application.</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>Significant discovery activities have been completed. At least one candidate model or correlation form is emerging.</td>
</tr>
<tr>
<td>1</td>
<td>Inadequate</td>
<td>Discovery activities are planned and funded, but no significant activities have occurred and model form is still unknown or very speculative.</td>
</tr>
<tr>
<td>0</td>
<td></td>
<td>No clue about model form, and no significant discovery activity planned or in progress.</td>
</tr>
</tbody>
</table>
**Code Adequacy** ranks current understanding of the adequacy of the code for calculating the phenomenon of the chosen PIRT element. An example of a ranking system for code adequacy follows.

<table>
<thead>
<tr>
<th>Score</th>
<th>Descriptor</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Adequate</td>
<td>Phenomena implemented in code at the current level of understanding. Extensive regression suite tests code robustness (as code is under development), and there are specific problems in the regression test suite that test the implementation of the specified phenomena. The VERTS includes elements that test the numerical correctness of the implementation. There are no outstanding (reported) bugs or issues that can undermine credibility of the proposed calculations.</td>
</tr>
<tr>
<td>4</td>
<td>Adequate</td>
<td>Phenomena represented in the code at the current level of understanding. Extensive regression suite tests code robustness (as code is under development), and there are specific problems in the regression test suite that test the implementation of the specified phenomena. There are no outstanding (reported) bugs or issues that can undermine credibility of the proposed calculations.</td>
</tr>
<tr>
<td>3</td>
<td>Incomplete</td>
<td>Phenomena represented in the code at the current level of understanding. There is an extensive regression suite, but the regression suite does not specifically test the implementations of the phenomena of interest. There are no outstanding (reported) bugs or issues that can undermine credibility of the proposed calculations.</td>
</tr>
<tr>
<td>2</td>
<td>Incomplete</td>
<td>Phenomena represented in the code at the current level of understanding. There is an inadequate regression suite, or the regression suite does not specifically test the implementations of the phenomena of interest, or the issue/bug tracking system is inadequate to determine whether or not there are bugs or issues that can undermine credibility of the proposed calculations.</td>
</tr>
<tr>
<td>1</td>
<td>Inadequate</td>
<td>Phenomena represented in the code at less than the current level of understanding.</td>
</tr>
<tr>
<td>0</td>
<td>Inadequate</td>
<td>Phenomena not represented in the code or certain critical enabling capabilities are not functional.</td>
</tr>
</tbody>
</table>
Experimental Adequacy ranks subsequent understanding of the adequacy of the executed validation experiments for achieving validation goals associated with the phenomenon of the chosen PIRT element. An example of a ranking system for experimental adequacy follows.

<table>
<thead>
<tr>
<th>Score</th>
<th>Descriptor</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>High</td>
<td>All necessary measurements are quantitative and uncertainty is specified. In particular, error bars are provided for all quantitative data, with a specified interpretation of their meaning.</td>
</tr>
<tr>
<td>3</td>
<td>Medium</td>
<td>All necessary measurements are quantitative and uncertainty is partially specified (there are known uncertainties that have not been quantified).</td>
</tr>
<tr>
<td>2</td>
<td>Low</td>
<td>Some necessary measurements are qualitative and uncertainty is not addressed. In particular, no error bars are provided for any provided data.</td>
</tr>
<tr>
<td>1</td>
<td>Low</td>
<td>All necessary measurements are qualitative and uncertainty is not addressed.</td>
</tr>
<tr>
<td>0</td>
<td>Low</td>
<td>Experiment failed to produce required data.</td>
</tr>
</tbody>
</table>
**Validation Adequacy** ranks subsequent understanding of the success of the experimental validation activity for assessing capability of the code for modeling the phenomenon involved in the chosen PIRT element. An example of a ranking system for validation adequacy is given in the table below.

<table>
<thead>
<tr>
<th>Score</th>
<th>Descriptor</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Adequate</td>
<td>Predictive capability of the model or correlation is quantified over the full parameter space of the application. There is a statistically significant database that is fully relevant to the application.</td>
</tr>
<tr>
<td>4</td>
<td>Adequate</td>
<td>Predictive capability of the model or correlation is quantified over the parameter space of the database. The degree of <em>extrapolation</em> is quantified. There is a statistically significant database that is fully relevant to the application.</td>
</tr>
<tr>
<td>3</td>
<td>Incomplete</td>
<td>Statistical comparison of data and calculations that does not quantify predictive capability of the model or correlation over the parameter space of the database. The degree of extrapolation (if any) may not be quantified. The database may not be statistically significant or fully relevant to the application.</td>
</tr>
<tr>
<td>2</td>
<td>Incomplete</td>
<td>Ad hoc (nonstatistical) comparisons of experimental data (that may or may not be statistically significant) or data traces.</td>
</tr>
<tr>
<td>1</td>
<td>Inadequate</td>
<td>Ad hoc comparison of experiment “pictures” with prediction “pictures.”</td>
</tr>
<tr>
<td>0</td>
<td>Inadequate</td>
<td>No significant comparisons with experiment data.</td>
</tr>
</tbody>
</table>
Appendix E: Features of Different Types of Experiments

The following table briefly summarizes various classes of experiments, identifying their features and relation to validation as discussed in Section 6. Note that the various tiers of validation experiments listed are discussed in Section 3.

<table>
<thead>
<tr>
<th>Experiment Type</th>
<th>Example Characteristics</th>
<th>Relation to Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phenomena Discovery</td>
<td>• Phenomena ID &lt;br&gt; • Unit, coupled, integral experiments &lt;br&gt; • Inadequate data robustness and specificity &lt;br&gt; • Low-consequence model comparisons &lt;br&gt; • Primary goal is science</td>
<td>• No prediction &lt;br&gt; • No definitive comparisons with calculations &lt;br&gt; • Not validation</td>
</tr>
<tr>
<td>Mathematical Model Development</td>
<td>• Math formulation and implementation &lt;br&gt; • Unit, coupled, integral experiments &lt;br&gt; • Critical model comparisons &lt;br&gt; • Robust and precise data &lt;br&gt; • Primary goal is numerical implementation</td>
<td>• No prediction &lt;br&gt; • No definitive comparisons with calculations &lt;br&gt; • Not validation</td>
</tr>
<tr>
<td>Tier 1 (Unit) Calibration</td>
<td>• Calibration of constitutive models &lt;br&gt; • Unit experiments &lt;br&gt; • Robust and precise data &lt;br&gt; • Model adjustment &lt;br&gt; • Primary goal is numerical implementation</td>
<td>• No prediction &lt;br&gt; • Comparisons are parameter ID, not critical &lt;br&gt; • Not validation</td>
</tr>
<tr>
<td>Tier 1 (Unit) Validation</td>
<td>• Unit experiments &lt;br&gt; • Robust and precise data &lt;br&gt; • Critical model comparisons &lt;br&gt; • Primary goal is validation</td>
<td>• Validation</td>
</tr>
<tr>
<td>Tier 2 (Simple Couplings)</td>
<td>• Coupled phenomena experiments &lt;br&gt; • Robust and precise data &lt;br&gt; • Model adjustment &lt;br&gt; • Primary goal is numerical implementation</td>
<td>• No prediction &lt;br&gt; • Comparisons are parameter ID, not critical &lt;br&gt; • Not validation</td>
</tr>
<tr>
<td>Tier 2 (Simple Couplings)</td>
<td>• Coupled phenomena experiments &lt;br&gt; • Robust and precise data &lt;br&gt; • Critical model comparisons &lt;br&gt; • Primary goal is validation</td>
<td>• Validation</td>
</tr>
<tr>
<td>Tier 3 (Integral) Calibration</td>
<td>• Integral experiments &lt;br&gt; • Robust and precise data &lt;br&gt; • Model adjustment &lt;br&gt; • Primary goal is numerical implementation</td>
<td>• No prediction &lt;br&gt; • Comparisons are parameter ID, not critical &lt;br&gt; • Not validation</td>
</tr>
<tr>
<td>Tier 3 (Integral) Validation</td>
<td>• Integral experiments &lt;br&gt; • Robust and precise data &lt;br&gt; • Critical model comparisons &lt;br&gt; • Primary goal is validation</td>
<td>• Validation</td>
</tr>
<tr>
<td>Tier 4 (Qualification)</td>
<td>• Unit, coupled, integral &lt;br&gt; • Robust data, not required to be precise &lt;br&gt; • Primary goal is DP acceptance</td>
<td>• Primarily qualification and acceptance &lt;br&gt; • Possibly validation</td>
</tr>
</tbody>
</table>
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