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Detailed modeling and laser-induced fluorescence imaging of nitric oxide in a NH$_3$-seeded non-premixed methane/air flame

Abstract

In this paper we study the formation of NO in laminar, nitrogen diluted methane diffusion flames that are seeded with ammonia in the fuel stream. We have performed numerical simulations with detailed chemistry as well as laser-induced fluorescence imaging measurements for a range of ammonia injection rates. For comparison with the experimental data, synthetic LIF images are calculated based on the numerical data accounting for temperature and fluorescence quenching effects. We demonstrate good agreement between measurements and computations. The LIF corrections inferred from the simulation are then used to calculate absolute NO mole fractions from the measured signal.

The NO formation in both doped and undoped flames occurs in the flame sheet. In the undoped flame, four different mechanisms including thermal and prompt NO appear to contribute to NO formation. As the NH$_3$ seeding level increases, fuel-NO becomes the dominant mechanism and N$_2$ shifts from being a net reactant to being a net product. Nitric oxide in the undoped flame as well as in the core region of the doped flames are underpredicted by the model; we attribute this mainly to inaccuracies in the NO recycling chemistry on the fuel-rich side of the flame sheet.

Introduction

Oxidation of fuel-bound nitrogen is the dominant source of nitrous oxides in combustion of solid fuels such as coal and biomass. Most of the fuel–nitrogen is released with the volatiles during devolatilization and subsequently oxidized in gas–phase diffusion flames. Despite the importance of fuel–NO, comparatively little work has been reported on conversion of reactive nitrogen species in non-premixed flames.

Laboratory studies of laminar diffusion flames doped with fuel-N have shown that speciation of gas-phase nitrogen compounds does not have a significant effect on NO yield [23]. The major parameters for fuel-N selectivity towards NO or N$_2$ appear to be the fuel-N dopant level and the flame configuration. At typical fuel-N/fuel ratios of about 1%, the conversion efficiency to NO is often below 30% [23, 29], in remarkable contrast to lean premixed flames where values of 80–100% have been reported for similar fuel-N seeding amounts [16, 34]. Despite the considerable progress over the last decade in modeling laminar non-premixed flames with detailed chemistry [2, 3, 12, 17, 25–28, 35], no study of fuel-nitrogen effects has been performed until recently.
Sullivan et al. [29] conducted a combined experimental and modeling investigation of NO\textsubscript{x} formation in nitrogen-diluted laminar methane diffusion flames seeded with ammonia. The computations were performed with a two-dimensional model that included detailed chemical kinetics. The model showed good agreement with exhaust gas concentrations of NO over a wide range of NH\textsubscript{3} seeding. In particular, the declining efficiency of NH\textsubscript{3} to NO conversion with increased fuel-ammonia in nonpremixed flames [23] was observed both experimentally and in the simulations. Based on analysis of the calculations, the changes in NO formation and consumption mechanisms with increasing amounts of ammonia in the fuel were identified.

Even though the agreement between model and experiments in the work of Sullivan et al. was encouraging, flue concentration data alone is insufficient for model validation. For this purpose in-flame measurements are required, providing detailed characterization of the flame structure. In the present work we combine high-resolution numerical simulations and laser-induced fluorescence (LIF) imaging measurements for steady laminar diffusion flames with various levels of fuel-N. A similar approach was reported by Smooke et al. [25], but they do not consider fuel-N chemistry.

The present experimental set-up involves axisymmetric laminar coflowing non-premixed CH\textsubscript{4}/air flames doped with NH\textsubscript{3}, similar to those studied by Sullivan et al. The calculations were performed with a two-dimensional low Mach number model [8] combined with the reaction mechanism proposed by Glarborg et al. [13]. The objective of this work was partly to validate the model and partly to analyze further the NO formation mechanisms in non-premixed flames doped with fuel-N.

In the following sections we describe both the experimental setup and the computational methodology used in this study. We then provide a detailed comparison between the numerical results and the measured data. Finally, we discuss how added ammonia affects the nitrogen chemistry within the flames.

**Experiment**

**Background**

Laser-induced fluorescence has been frequently used as a non-intrusive technique for quantitative measurements of NO concentrations and temperatures in combustion processes. Quantitative NO-imaging has been performed in laminar [18] and turbulent [6, 20] atmospheric-pressure and high-pressure [5, 14] flames. LIF-based thermometry has been performed using the NO molecule as a temperature probe. Rotational [30] as well as vibrational [4] temperatures have been measured using one- [30], two- [4, 30] or multi-line [5, 32] techniques.

The dependence of NO-LIF intensity, \( I_{\text{LIF}} \), for weak, non-perturbing laser excita-
Numerical Simulation of Premixed Turbulent Methane Combustion

The LIF signal is given by

\[
I_{\text{LIF}} = c_{\text{cal}} I_{\text{laser}} N_{\text{NO}} \sum_i f_{B,i}(T) B_{i,k} g_{\lambda,i}(p, T, X) \sum_{k,j} \frac{A_{k,j}}{\sum_{\ell} A_{k,\ell} + Q_k(p, T, X)}.
\]  

(1)

\(I_{\text{LIF}}\) depends on the number density of the excitable molecules (number density \(N_{\text{NO}}\) times the Boltzmann fraction \(f_{B,i}\)), the Einstein coefficient \(B_{i,k}\) for absorption \(i \rightarrow k\), the spectral overlap fraction \(g_{\lambda,i}(p, T, X)\) of the laser spectral profile and NO absorption spectrum and the fluorescence quantum yield \(A/(\sum A + Q)\), where \(A\) and \(Q\) are decay rates due to spontaneous emission and electronic quenching, respectively. The summations account for overlapping transitions and rotational energy transfer in the excited state.

\(Q\) is calculated using temperature-dependent quenching cross-sections from Paul et al. [22]. The overlap fraction \(g_{\lambda,i}\) is calculated using Doppler and pressure broadening as well as collisional shifting models [7, 9, 10, 33]. NO transition frequencies and rotational line strengths are calculated using relations from Paul [21], with vibrational transition probabilities from Laux and Kruger [15].

Equation 1 thus provides a quantitative relationship between \(I_{\text{LIF}}\) and the NO number density \(N_{\text{NO}}\) or mole fraction \(X_{\text{NO}} = N_{\text{NO}} p / kT\). Its evaluation requires knowledge of temperature \(T\) and species mole fractions \(X\).

Temperature is measured in a two-line approach using NO excitation from different vibrational ground states [4]. The large difference in ground state energies provides high temperature sensitivity at combustion temperatures (900–3000 K). The NO transitions used for thermometry and concentration measurements are the \(A-X(0,0) R_{11} + Q_{21}(21.5)\) feature at 225.25 nm and the \(A-X(0,2) O_{12}\) bandhead at 247.94 nm. The choice of these transitions was governed by the availability of a tunable KrF excimer laser that can be used directly or in combination with a hydrogen Raman cell to yield the required wavelengths in the \((0,0)\) and \((0,2)\) band, respectively [11].

Setup

The investigations were carried out in a modified Taran type burner [19] consisting of an inner (fuel, 1.0 cm diameter) and an outer (oxidizer, 3.25 cm diameter) tube. The reaction zone is enclosed by a fused silica tube (3.35 cm diameter) to stabilize the flame. Constant gas flows were provided by mass flow controllers (Tylan, Bronkhorst). For the fuel flow, methane (0.103 l/min) was diluted with nitrogen (0.151 l/min) and seeded with various amounts of NH\(_3\). Experimental and computational results are reported here for 0, 260, 420, 590, 790 and 1420 ppm of NH\(_3\) seeding. Air (6.26 l/min) was used as oxidizer. For the temperature measurements, the fuel was seeded with 260 ppm NO (no NH\(_3\)) to yield high LIF-signal intensities in all regions of the flame.
The beam from a tunable, narrowband ($\Delta v = 0.6 \text{ cm}^{-1}$) KrF excimer laser ($\textit{Lambda Physik}$, EMG 150) was used to pump a Raman shift cell ($\text{H}_2$, 8 bar). The fundamental frequency (approx. 248 nm) and the first anti-Stokes line (approx. 225 nm) were separated by a Pellin-Broca prism and a slit aperture. Each laser beam was formed into a vertical light sheet ($30 \times 0.8 \text{ mm}^2$ cross-section) using a cylindrical lens and aligned with the center of the flame. The laser energy was detected by a fast photodiode. LIF-signals were focused ($\textit{Nikon}$, $f = 105 \text{ mm}$, $f_{\#} = 4.5$) onto an intensified CCD camera ($\textit{LaVision}$, StreakStar, 100 ns exposure time). Reflection bandpass filters in combination with a 248 nm short-pass filter were used to isolate the NO (0,1) fluorescence around 236 nm from LIF signal interference and elastically scattered light for both excitation wavelengths. The raw images were corrected for spatial and temporal laser energy fluctuations. The remaining background was corrected by taking data with the laser tuned off the NO resonance.

Calibration of both temperature and LIF signal was performed in a lean ($\phi = 0.92$) premixed ethylene/air flame. The temperature in this flame is known from CARS measurements [1]. The LIF signal was calibrated with NO seeding (100–1500 ppm) for the lean premixed flame [5, 31] assuming a loss of 10% of the added NO in the flame front due to reburn reactions.

**Simulation methodology**

The numerical simulations use a computational methodology [8] based on a low Mach number model. The axisymmetric model includes conservation equations for species mass and total enthalpy, and incorporates detailed chemical kinetics and thermodynamic relationships due to Glarborg, et al. [13], with transport properties from Sullivan et al. [29]. The numerical algorithm is based on a sequential predictor-corrector formulation, using a Godunov upwind method for the advection terms, and a semi-implicit (Crank-Nicholson) treatment of the diffusion. The chemical kinetics are integrated using implicit backward-difference methods. The low Mach number formulation introduces an elliptic constraint on the velocity field; the numerical approach applies a modified projection method to enforce this constraint on the solution.

The simulations use an adaptive numerical grid, where local grid resolution is concentrated in the flame zone. This adaptive methodology, incorporating the detailed nitrogen chemistry, has been shown to provide accurate predictions of NO$_x$ formation in ammonia-enriched non-premixed flames [29]. Here, we discretize the entire quartz tube (radius: 1.675 cm, length: 30.15 cm). The grid-refinement criteria generates a five-level adaptive grid hierarchy, where each level is a factor of two finer than the next coarser one. The finest cells (in the flame zone) are approximately 65 $\mu$m on a side.
Comparison of Experiment and Simulation

Flame Height

The simulated and experimental flame showed a noticeable discrepancy in flame height. If $h_f$ is the height above burner exit of the flame front in the center of the flame (corresponding to the rapid increase in NO concentration seen in Fig. 4 below), we find $h_{f, \text{exp}} = 21.5 \text{ mm}$ and $h_{f, \text{sim}} = 30 \text{ mm}$ for the flame seeded with 1420 ppm NH$_3$. We believe that this discrepancy arises from differences between the velocity profile at the burner exit and the profile used in the simulations. The simulations assume a fully developed laminar pipe flow but measurements to verify this assumption were not available. Nevertheless, the experimental and numerical flames are self-similar and the differences in the flame length do not appear to affect the chemistry. Therefore, for the remainder of the paper we scale the computational results vertically to match the experimental flame height. The resulting images shown here represent an area of $16 \times 30 \text{ mm}^2$.

Temperature Fields

Figure 1 compares experimental and computed temperature fields for the flames considered here. The temperature was measured with 260 ppm of NO seeded in the fuel for high LIF intensities throughout the flame. The vertical stripes at the sides of the flame are due to laser beam reflections on the quartz cylinder. The overall accuracy of the LIF temperature measurement is $\pm 5.5\%$ corresponding to $\approx 100\text{K}$ at the maximum flame temperature.

The agreement between measurement and computation is excellent. The principal differences are that the computations predict higher temperature in the lower portion of the flame and the measured temperature shows a slightly broader region of high temperature near the flame tip.

Comparison of Observed and Synthetic LIF Signals

Typically, experimental data is processed to obtain mole fractions of the quantity of interest for direct comparison to simulation results. As discussed above, conversion of the NO-LIF signal to quantitative NO mole fractions requires complex corrections for local temperature and species concentrations that are only known approximately. The quenching correction is particularly delicate for nonpremixed flames [24].

On the other hand, all of the data required to compute $I_{\text{LIF}}$ are available from the simulation except the calibration constant $c_{\text{cal}}$ which connects $I_{\text{LIF}}/I_{\text{laser}}$ to a standard LIF intensity emitted from a known NO concentration at the local $T$ and $X$ of the calibration flame. Rather than compare processed LIF data with simulations, we
compute synthetic NO-LIF images using the simulation results and compare those directly with the unprocessed LIF signals. The model then consists of both the simulation results (based on our understanding of fluid dynamics and chemical kinetics) and the fluorescence calculation (based on our understanding of NO molecular spectroscopy). The experimental data consists of the measured signal corrected for spatial variations in laser energy.

Figures 2 and 3 compare such “synthetic” with the calibrated, experimental LIF images for flames with different NH$_3$ seeding concentrations. The color code is scaled in arbitrary units proportional to calibrated NO-LIF intensities and is identical for the numerical and the experimental images. The data in Fig. 2 is from a lower ground state (A-X(0,0) excitation) resulting in a stronger signal from cold NO, while data in Fig. 3 corresponds to a higher ground state (A-X(0,2) excitation) that produces a stronger signal from hot NO.

As can be seen from the figures, the over-all agreement between the measured LIF and the synthetic LIF is excellent. For both cases, however, the simulations predict a weaker signal in the lower central part of the flame, which also shows slight differences in shape. Because of the different temperature sensitivity of the two data sets, and since temperatures are relatively low in this region (1000–1500K), this difference is much more pronounced in Fig. 2. With decreasing NH$_3$ seeding, the simulations increasingly underpredict the measured NO-LIF signals not only in the flame center, but also in the flame sheet.

The comparisons between the computed and measured temperatures and between the synthetic and measured NO-LIF show an overall good agreement.

**NO Concentration**

To investigate the quantitative agreement in more detail we derived NO concentrations from the experiment using quenching corrections obtained from the simulation data. This approach has been used before [25], though not for fuel-N seeded flames. Specifically, we use the NO A-X(0,0) data of Fig. 2, the experimental temperatures for Boltzmann and overlap fraction corrections, and the simulated major species concentrations to derive quenching corrections, according to equation (1). The resulting overall accuracy is ±14% for absolute NO concentrations and ±10% for relative values. Uncertainties of temperature, quenching rate, and the LIF experiment itself contribute approximately equal amounts to the total uncertainty.

Essentially the same concentrations were obtained by using NO A-X(0,2) data (not shown here). However, signal/noise decreased because of the higher temperature sensitivity and lower signal levels, leading to an uncertainty of up to ±23% in the colder central region of the flame.

Figure 4 displays the experimental and simulated NO concentration fields. Due to the corrections for temperature and fluorescence quenching, the spatial distribution
of NO differs from what might be anticipated by examining the LIF data in Fig. 2. In particular, the strong LIF signal in the central, cooler part of the flame observed in Fig. 2 is not actually indicative of an extremely high NO concentration.

NO concentration profiles are shown in Fig. 5. The profiles at 1 cm above the burner exit intersect the middle of the region of intense LIF signal in the lower part of the frames in Fig. 2. As already evident from the LIF images, the simulations underpredict NO concentrations in the cool center of the flame at this elevation. However, as can be seen in the right half of the figure, at higher elevations the agreement between experiment and simulation is very good for all but the lowest level of NH$_3$ seeding.

Discussion

Integrated Nitrogen Reaction Paths

To obtain a summary of the nitrogen chemistry we prepared integrated reaction path diagrams from the simulations. These show how nitrogen moves through the chemical species of the flames. Fig. 6 depicts the nitrogen chemistry for 0 and 1420 ppm of NH$_3$ seeding. The thickness of the arrows in these diagrams indicates the net number of nitrogen atoms (mol/s) transferred between species by chemical reactions, integrated over the simulation domain. Nitrogen atoms are used because as a conserved scalar they provide a consistent measure of the exchange of material among species due to reaction.

The diagrams reveal the extent to which the nitrogen chemistry is quickly dominated by fuel bound nitrogen. With no NH$_3$ seeding, all nitrogen chemistry stems from molecular nitrogen. Due to the large range of conditions occurring in the flame, no less than four mechanisms contribute to NO: thermal NO (initiating in paths N$_2$ → N, NO), prompt NO (paths N$_2$ → N, HCN), the N$_2$O (path N$_2$ → N$_2$O), and the NNH mechanism (path N$_2$ → NNH). With NH$_3$ added to the flame, fuel-NO becomes important. At 1420 ppm NH$_3$ seeding, the amine chemistry has reversed the net flow of nitrogen atoms out of molecular nitrogen, which is now a net product. In both doped and undoped flames there is considerable recycling of nitrogen through cyano species. The results are consistent with the observations of Sullivan et al. [29] who offer a detailed discussion of the nitrogen structure of these flames based on simulations.

Location of Peak NO Concentration

The fuel-nitrogen level affects not only the chemical mechanism for NO formation, but also the location of peak NO concentration. Thermal and prompt NO, which dominate at zero or low fuel-N levels, occur in the thin, parabola-shaped flame sheet.
As can be seen in the faint 0 ppm case of Fig. 4, NO concentrations just to the outside of the flame sheet increase with elevation leading to a peak in concentration downstream of the flame tip.

As the fuel-N seeding of the flame increases, however, the peak NO concentration spreads throughout the flame sheet (Fig. 4). Specifically, in the case of 1420 ppm NH$_3$ seeding, the simulation shows that a peak NO level of about 210 ppm occurs in a thin region that overlaps the parabola-shaped flame sheet. On the centerline, both peak NO and peak $T = 1810$K occur at a height of $z = 2.1$ cm. The NO concentration drops off smoothly on the lean side of the flame as the NO mixes with other product gases.

**NO in the Low-Temperature Flame Center**

As the LIF images show, there is also some NO inside the low-temperature flame core. This can be attributed to diffusion and convection of NO and NO$_2$ from the flame sheet. The small amount of NO formed inside the core is largely due to reduction of NO$_2$, for instance by the reaction CO+NO$_2$. The major NO producing reaction in the flame sheet, N + OH → NO + H, creates 0.26 mol/m$^2$s of NO just inside the flame tip, at $z = 2.0$ cm, and reaches as high as 2.0 mol/m$^2$s at the base of the flame sheet. This is four orders of magnitude more vigorous than any reactions that produce NO in the flame core.

The LIF images also show a very faint depletion zone for NO on the centerline. This is also indicated by the calculation. For example, for 1420 ppm NH$_3$ seeding, NO on the centerline has a local peak of 90 ppm at $z = 1.2$ cm, then dips to 77 ppm at $z = 1.8$ cm, before rising to 210 ppm at $z = 2.1$ cm at the flame tip. The slight drop is due to reactions such as CH$_3$ + NO → H$_2$CN + OH. This occurs at the rate of about $10^{-5}$ mol/m$^2$s over the range from $z = 1.5$ to 1.8 cm. For perspective on the strength of this reaction, it should be noted that the major NO consuming reaction is HCCO + NO → HCN + CO$_2$; it is much more vigorous but it occurs just inside the flame sheet, peaking at 0.25 mol/m$^2$s at $z = 2.0$ cm.

Due to the low temperatures and thereby low radical levels, the reactions consuming NO in the flame core are too slow to explain the differences between the measured and simulated NO concentrations in this region (Fig. 5). We attribute the discrepancy to overpredicting NO consumption on the fuel-rich side of the flame sheet and speculate that some refinement of the NO recycle chemistry, in particular related to the HCCO + NO reaction, may improve the agreement between the measured and simulated NO concentrations in the low-temperature flame core, as well as the general agreement for the flames with low NH$_3$ seedings.
Concluding Remarks

The good agreement obtained between the experimental data and the simulations supports the present modeling approach and confirms that it is possible to describe the conversion of fuel nitrogen in laminar nonpremixed flames. Through analysis of the modeling results we can obtain a good understanding of details of the flame structure and the impact of physical and chemical parameters on the conversion selectivity of fuel nitrogen to NO and N₂. The ability to predict reliably the conversion of fuel-N as a function of process parameters in laminar nonpremixed flames is of significant interest, since there are important similarities to practical flames. This work represents a step forward towards the goal of understanding and modeling fuel-N conversion in practical combustors.
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Figure 1: Experimental and computed temperature fields. (Left) The two-dimensional region shown extends to a radius of 8 mm with a height from 0 mm to 30 mm above the nozzle exit. The experimental field is black where signal/noise was too low for evaluation. (Right) Cross-sections of the experimental and computed temperature fields at two elevations above the nozzle, 1 and 2 cm. Experimental error bars are ±5.5%.

Figure 2: NO A-X(0,0) excitation LIF images obtained (top) from measurement and (bottom) by synthetically processing the results of the flame simulation, for different NH₃ seeding concentrations. The experimental data and the synthetic LIF intensities are prepared independently; the same scale applies to both.
Figure 3: NO A-X(0,2) excitation LIF images obtained (top) from measurement and (bottom) by synthetically processing the results of the flame simulation, for different NH$_3$ seeding concentrations. The experimental data and the synthetic LIF intensities are prepared independently; the same scale applies to both.

Figure 4: Experimental and computed NO concentration fields (ppm) for various levels of NH$_3$ seeding in the fuel stream.
Figure 5: Experimental and computed NO concentration profiles (ppm) at two different elevations for various levels of NH\textsubscript{3} seeding in the fuel stream. Experimental error bars are ±12.9% in the figure at left, ±14.3% at right.

Figure 6: Paths by which atomic nitrogen moves among the species of the flames, for the cases of no and 1420 ppm NH\textsubscript{3} seeding, respectively. The weight of an arrow is proportional to the number of N atoms (mol/s) moving from one species to another. These are the net flows integrated over the entire simulation domain. Only edges at least 2% of the strongest are shown. The edges in the diagram without NO seeding have been scaled by ×18.