
b 3 m L l r  1 U. S. DEPARTMENT OF ENERGY 
ANNOUNCEMENT OF U. S. DEPARTMENT OF ENERGY (DOE) 

SCIENTIFIC AND TECHNICAL INFORMATION (STI) 

. . 

c (8-gHj b f of2 

.i$' (F~r.>ie./y r>'t,or versmns Oof F 1932.15) are ohwlete} 

RECORD STATUS (select one): 
I I New -Revised Data R e v i s e d  STI Product 

Part I: STL PRODUCT DESCRIFITON 
A. S l l  PRODUCT TYPE (select one): 
- 1. Technical Report 

a.?ffpe: -Semiannuai A n n u a l  &Final T o p i c a l  -Other(specify) 
b.ReportingPehod (mm/d@yyyJ 09 / 01 / 1998 thru 08 J 31 / 2001 

a.h.oduct Type: .Conference Proceedings XConference Paper or Other (abstracts, excevis, etc. 1 
b.Conference Information (title, location, dates) 

- 2. Conference 

ASEE Annual Meeting and Exhibit, Albuquerque, New Mexico, June 24-27,2001 
I 3. Software Manual {The actual software package shoubd be made available simultaneously. Follow instructions provided with 

ESTSC F J and ESTSC F 2.) 
- 4. Journal Article 

a.Type: -Announcement citation only -Preprint -Postprint 
bJournal Name 
c.Volurne d. Issue e. Serial identifier (e.g., ISSN or CODEN) 

- c 1  

- 5,' SgtTAccomplishment Report 
6. Book 
7. Patent Application 

a. Date Filed ( d d d ' y y y y )  __I -E 
b. Date Priority ( d d d r y y y y )  I I 
c. Patent Assignee 

8. ThesislDissertation G S ~  PRODUCT TITZE "Alliance for computational Science Collaboration, HE CU Partnership at AAMU" 
C. AUTHORp) Dr. Z T. De- ABM U n i v d t v  

E-mail Address(es): AAMZXDO 1 @ AAMU.EDU 
D. STI PRODUCT IDENTIFIER 
- I. Report Numberls) 
- 2. DOE Contract Number(sJ DE-FCr02-98ER253 66 

3. R&D Project ID(s) , ,F 

- 4. Other Identifying Nurnber(s) 

E. ORIGINATING RESEARCH ORGANIZATION AIabama A&M University 
F. DATE: OF PURLICATION (rnm/dd/y)lyyJ JJ- J 15 J 2001 

_. - - 
I 

G. LANGUAGE C i f ~ ~ n - E ~ g l i ~ h )  

(Grantees and Awardees: Skip to DescriptiodAbstract section at the end of Pall I )  

H. SPONSORING ORGANIZATION h x t m e n t  O f  Energy 
I. PUBLISHER NAMX AND LOCATION (iforher than research organization) 

Availability (refer requests to [$applicable]) 
J. SUBJECT CATEGORIES (Iisrprimary onefirst) 

Keywords r a l  Fluid Dynamics 
K. DESCRIFMONlABSTMCT 
The objective of this project was to conduct high performance cornputin2 research and teaching at AAMU, and to 
train African- America n and other minority s tudents and sc ientists in the conmutation a€ science field for eventual 

http://AAMU.EDU


QOEF241.1 (p.POl2) 

Part 11: SIT PRODUCT MIIDWORMAT and LOCATIONlTRANSMlSSEON 
"A. MEDIAIFORMAT INFORMATION 

1. Medium of STI product is: XPaper -Electronic document -Computer medium -Audiovisual material 
2. Size of 5'11 product 
3. File format: 

a. If electronic document is posted at site, indicate: -SGML -HTML X M L  -PDF Normal 
b. Ef electronic document is transmitted to OSTI, indicate: -SGML 3 L  -XML -PDF Normal -PDF Image 
- TETG4 -WP-indicate Version (5.0 or greater) platfodoperating system 
- MS Word-indicate Version (5.0 or greater] platfodoperating system - Postscript 

4. If computer medium or audiovisual material: 
a.Quantity/type (specifi) 
b.Machine compatibility (spcifi) 
f. Other information about product format a user needs to know: 

c. Sound: ( y e s )  d. Color: ( y e s )  e .TabIedGraphics ( y e s )  

E. LOCATION/TRANSMISSION INFORMATION 
1. STi Product is available at site: Unique URL (of spec!& STI Product) 
2. STI: Product is being transmitted to OSTI: 

a. - ElectronicaIly via FTP 
b. $-Via mail or shipment (e.g., Federal Eqwess) (Pqerproclucrs, electronic docrmrents on CD-ROM, &&a, v & o x r e s ,  etc) 

3. Infomation Product Filename (of transmitted electronic formar) 
C. ADDITIONAL INFORMATION (concerning medidfornut or locutiudlransmission ; for OSTI internal use d y ) :  

(Grantees and Awardees: Skip to Contuct section at the end of Part III) 
Part m: S l 7  PRODUCT REVIEW/RELEASE INFORMATION 
A. ACCESS L W A T X O N  
I 1. Unlimited Announcement (available to U.S. and non- US. public) 
- 2. OpenNet (use OpenNet guidance for below): 

a.If additional source other than making it available through NTIS: e. OpenNet Document Categories 
(1 1 Accession Number 
(2) Document Location -- 

b.Fie€d Office Acronym 
c.Declassification date ( m d d d ' ~ )  f 1 f. OpenNet Addressee 
d.Declassification Status: 

3. U.S. Dissemination Only 
- Declassified -Sanitized N e v e r  classified 

I 4. Copyrighted material; Are there any restrictions based on copyright? - yes -no. If yes, list the restrictions 

- 5. Small Business Innovation Research (SBIR) Release date (nndddjyyy) J / 
- 6. Small Business Technology Transfer (S7T.R) Release date ( d d d ' p p )  I / 
- 7. ProprietaryErade Secret 
- 8. Patent Pending 
- 9. Protected d a h  - C W A  -Other (specih) 

- 11. Program-Directed Special Handling (specifi) 
-12. Export ControVITAWEAR 

- 14. Classified CIassification Leveucategory of: 

- 15. Other information relevant to access (specifi; for OSTP internal use only) 
E. OTHER (information useful to include in published announcement record which is not suited for any orherfield on this f o m )  

Release date (mdddlyyyy) I / 
- 10. oncia1 Use Only (OUO) 

13. Unclassified Controlled Nuclear Information (VCNI) 

a.This form b, The STI Product 

C. CONTACT AND RELEASING OFFICIAL 
1. Contact (ifappropriate, the organization or site contact to include in published citafions whu would receive any externa! questions 

about the conrent of the STI Product or the rmearch informath contained therein) 
Name andor Position Dr. Z.T. Deng, Department of ME, AIabama A&M University 
~ - m a i i  AAMZXDOl @AAMU.EDU Phone 256-858-4142 
Organization Alabama A&M Universitv - 

Released by Inamel 
E-mail Phone 

2. ReIeasing Official - I verify that all necessary reviews have been completed (e.g. Patent, Copyrigkr, ECJ, U C M  etc.) 
Bate hm/d&vyW - f-I- 

mailto:AAMU.EDU


(3) This Budget PerIod 

(2) Prior Budget Ped& 

1) DUE Funds Obligated ThC Action 
2) DOE Funds Authorized for Carry Over 
3) DOE Funds Previously oariatsd h thk Budget Pedod 
:4} DOE Share of TOM Appmved Budget 

of Iines a.[f] and a. 

- 
~ _ _ _ ~  ~ 

b 8. AWARDJAGEMEM TERMS ANI) CONDFION 
Jhi awardlagreememt arnsists of this form plus the follwving: 
a. Special terns and conditions. 
b. Applicable program tegdatjons I S p e W  j0 C FR Part 605. XJ (Date) 01/W2000 
c. DOE Finandal hsistanm Rules, 10 CFR Part 600, as amended. 
d. Appticatio~mpmaI dated SI27l9S: 71tD9: 5115lOO I as submkd with chafiges as negotlate 

This amendment provides supplemental funding for the budget perhd spediied in Black No. 6. The Budget Page, attached hereto. is so&Wuted for the 

substituted for the Special Terms and conditions far financial Assistance Awards. d e d  SPRGQ49EfAPM, prwiously incorporated into \hihis grant. All 0th 
terns and c o n d ~ t l o n s  r e m a m  unchanged. 

! 29. REMARKS 

Budget Page No. 3, previously incorporated into this grant in Amendment No. AOMI. The Project Director has been changed to Zhengta 
indicated in Block No. 8. In addition, the Special Terns and Cohditions for Finandal Assistance Awards. coded SPRG-WOWAPM, 

I 

I 

20. EVIDENCE OF RECIPIENT ACCE 

(Name1 



".-- . * - -- 

Form Approved 
o m  No. 1902-012 I 

hlaba m a A & M U  niversi tv 
Awardee 

DE-FGO2-98ER25 3 6 6  
DOE Prime andhr Subwnmct Nos. 

Awardee hereby certihs unless indicated to the u>ntrttry, that: 

1. 

2. 

3. 

4. 

5. 

All procedures for identifying and disclosing subject inventions as requhd by the patent clause 
ofthe wontract have been followed throughout the rqmting period. 

There were nu sukantrxts or p h a s e  orders iavdving research, development, and 
demonstmtion exccp-l as fdIows: (a seprpate certification must be provided to DOE for each 
sribconmct or purchase d e r  awarded.) 

No inventions or &cowries were made or conceived in the mum o€ or under this mnwt other 
than the folIowixlg (Certification indudes m, does not include aH subcontracts): 

N0I-I 

TITLE fi3vENToTc DATE REPORTED DOE "S' NO.* 

None 

The following period is covered by this certification: 

September 1, 1998  to August 3 3 ,  2001  
Month Day Year Month Day Year 

Alabama A & M University 
CoIttractm Signature 

P. 0. Box 1 1 6 3  Pr inc ipa l .  Investigator 

4-TI Ta4?/ 
Iitle 

N Q n n a l ,  AL 35762  November 1 5 ,  2001 
Address Date of Certification 

* Also include Subconimict No. if available. 

NOTE: A positive cestification for his Item 3 does n4t negate the requirement for furnishing to 
DOE a fully executed Patent Certification from each subawardee identified in hem 2. 



FINANCIAL AsSISTAmcE 
PROPERTY CERTIFTCATION 

The M)e Wafatanee Rules, J P  CFR 600, define praparty acquired under the terms 
of the grant as either exempt (purchased with DOE operating dallars) ar non- 
exempt {acquired with WE capital equipment dollars, Government-fuznished ox 
acquired from the Government a c e 8 8  property liets). Hon-exempt property is 
normally identified in the award document as Guvernmnt-owned and requires a 
Semi-Annwl Summary Report of WB-Owned Plant and capital Equipment pursuant 
to W E  regulations. 

Ia. order to facilitate grant clcrseout, please rwiew your preperty records and 
complete the applicable Item I r  for exempt property, o r  I t e m  11, for  non- 
exempt: prwerty, of th ia  certificate and return it to the Centracting Officer 
BB soan aet poasible. 

I. There w a s  no reporcabla residual exempt prcperty o f  any description at 
the completion of this award. 

11. A final kventory of realdual nom-exempt property i s  encloeed for the 
eategary (or eategoriehl checked below: 

Z 1 A. N0PJExPENDABL.E PERSQrasL PROPERTY, Federally-wed (acquired w i t h  
capital Equipment funds, Government-furnished e q u i p m e n t ,  or 

through excess1 

I 8 .  e X P m A B L E  PZRSOWAL PROPERTY (SUPPLSESI , if fair market value 
exceeds $1,000. 

Sxcept for the category (catsgorirB} chcckea above, no other reportable 
residual property o f  any description remained bll this grant at Lts 
complerrim - 

PA-88 
03 $97 



Alliance for Computational Science Collaboration 
HBCU Partnership at Alabama A&M University 

(DE-FG02-98ER25366) 

Final P e rfo r m a n c e 
Technical Report 

T O  

Department of Energy 
Mathematical, Information, and 

Corn p Lztati o n a I Sciences P i v i s i o n 

Submitted by 

Dr. Z.T. Deng 

Principal Investigator 
Director for High Performance Computing Laboratory 

Alabama A&M University 
Huntsville, Alabama 35762 

November 2001 



Table of Content 

ABSTRACT ....................................................................................... 2 

1. Introduction .......................................................................... 3 
2. Achievement ......................................................................... 4 

2.1 Establishment of High Performance Parallel Computing Lab ... 4 

2.2 Student Recruitment ....................................................... T 
2.3 DOE Computational Science Scholarship Program .................... 7 
2.4 Faculty Training and Circulation of Faculty Profiles at  ORNL .... 9 
2.5 Student Summer Internship at  ORNL .................................... 10 
2.6 Graduate and Undergraduate Student research Work Study .... 10 
2.7 Publications .................................................................... 11 
2.8 

Page 

Supported Campus-Wide Research Activities on High 
Performance Computing ................................................... 11 

2.9 Conclusions ................................................................... 12 

3. Challenges and Suggestions ....................................................... 12 
3 J  Focus Area One: Improvement of HPC Laboratory ................... 12 
3.2 Focus Area Two: Continue Efforts to Build Overall Ability ........... 

13 
3.3 Focus Area Three: Continue Pursuit of Opportunities ............ 13 

4. Acknowledgement .................................................................. 13 
Appendix I DOE Computational Science Scholarship 

Program Announcements .................................................. 14 
Appendix 2 DOE Computational Science Scholarship 

Program Application Form ................................................... 18 
Appendix 3 Scholarship Acceptance Agreement Form ............................. 21 
Appendix 4 Student Summer Intern Reports .......................................... 23 
Appendix 5 Paper, Abstract and Presentation ........................................ 50 

1 



ABSTRACT 

This is the final report for the Department of Energy (DOE) project DE-FG02- 
98ER25366, entitled, "Alliance for Computational Science Collaboration, HBCU 
Partnership at Alabama A&M University". High performance computing project was 
initiated in 1999 at Alabama A&M University (AAMU) under the support of DOE 
Alliance fur Computational Science Collaboration (ACSC) project. The project ended 
in August 31, 2001. In the past three years, many accomplishments have been 
made in the laboratoly establishment, student research, summer interns and 
scholars h i p program . 

The objective of this project was to conduct high performance computing research 
and teaching at AAMU, and to train African-American and other minority students and 
scientists in the computational science field for eventual employment with DOE. 
During the project period, eight tasks were accomplished. 

Supported graduate and undergraduate students research in computational 
science related area. 
Supported three undergraduate summer interns (10 weeks) at Oak Ridge 
National Lab computational science division. 
Provided 2 1  ACSC High Performance Computing Scholarships to AAMU 
undergraduate students in science and engineering majors within three years. 
Established high performance computing laboratory a t  M M U .  
Conducted research on computational fluid dynamics (CFD), structural 
analysis, and data visualization. CFD codes such as WIND, FDNS, RPLUS were 
implemented on the HPC lab and benchmarked. Propulsion simulation and 
modeling were initiated for related research project. 
Supported AAMU faculties to obtain technical training related to high 
performance computing; Introduced high performance computing concepts to 
undergraduate student class. 
Supported campus wide parallel computing efforts. 
S u p po rted colla borated resea rc h on 60 m pu ta t ion a I science activities, pub I ish 
research papers. 

Student Research Assistant, Work Study, Summer Interns, Scholarship were proved 
to be one of the best way for us to attract top quality minority students. Under the 
support of DOE, through research, s u m m e r  interns, collaborations, scholarships 
programs, M M U  has successfu1ly provided research and educational opportunities to 
minority students in the field related to computational science. 
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I. Introduction 

The Alliance for Computational Science Collaboration (ACSC) has operated since 
October 1997 with the overall goal of training African-American and other minority 
scientists in the computational science field for eventual employment with DOE. 
Historically Black Colleges and Universities (HBCUs) are the primary source of African- 
American scientists in the US, and HBCU participation is central to the Alliance. 

Strategies designed to help produce future DOE minority scientists are 

(1). 

(2). 

To involve HBCU students and faculty members in computational Science 
projects at  national laboratories and research institutions; 
To assist HBCW faculty members in integrating interdisciplinary computational 
science courses into their undergraduate curricula, involving freshmen to 
senior students; and 
To provide support and expertise to HBCU researchers using state-of-the-art 
cornputationa I science technologies and methodologies, 

(3). 

Alabama A&M University (AAMU) is one of the HBCU members. AAMU is a land-grant 
historically black university. The University is located at  the northeast outreach of 
Huntsville, Alabama, an important world center of expertise for advanced missile, 
space, electronic, research and development. The University provides scholarly 
environments for teaching and research. As a developing minority institution, the 
university seeks to address the special needs of capable students disadvantaged by 
systems and circumstances, which have thwarted their efforts and chances for 
normal educational opportunities. A continued responsibility for this element of our 
society is strongly embedded in the mission of the University. 

the high performance computing ACSC program started first time at  AAMU in 1999. 
The Department of Energy (DOE) funding support for AAMU ended in August 31, 
2001. The key elements of this program at AAMU is Eo encourage faculty and 
students to involve in computational science activities through teaching high 
petformame computing, student scholarship program, student internship program, 
student research work study program, collaborative research projects involving Oak 
Ridge National Lab (ORNL) scientists, and establishment of a high performance 
computing laboratory. The program promotes research and education relative to 
computational science and high performance computing. It broadens the research 
and educational capability a t  AAMU in a manner consistent with the overall growth In 
sponsored research and with the teaching mission of the University. 
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Many accomplishments have been made in the past three years. Continuation, 
enhancement and improvement of the established activities are essential for AAMU 
to provide high quality minority graduates for DOE. 

2. Achievement 

The objective of this project was To conduct high performance computing research 
and teaching at AAMU, and to train African-American and other minority students and 
scientists in the computational science field for eventual employment with DOE. 

Dr. Scott yon Laven, the previous project director, initially directed the establishment 
of the high performancecomputing lab. Dr. Scott von Caven left Alabama A&M 
University in the spring of 2000 and Dr. Z.T. Deng resume the responsibility of the 
project director for the remaining one and half years. Dr. Andrew Scott, from Alabama 
Research and Education Network (AREN) and Computer Sciences Corporation, and 
Dr. Bruce Vu, Research Scientist at NASA Marshall Space Flight Center in Huntsville, 
Alabama have contributed their help to the establishment of the Laboratory. 

During the overall three-year project period, eight tasks in research and education 
were accomplished. 

2.1 Establishment of High Performance Parallel Computing Lab 

Under the support of DOE computational science division, a High Performance 
Computing (HPC) Laboratory using 9 Pentiurn II PCs that run Linux (with the help of 
the School of Engineering and Technology) and MPI or PVM, or alternatively Windows 
NT, has been established, Two new Sun Ultra 10 workstations were purchased and 
were configured to  run high performance computing applications. The Laboratory is 
located in Carver Complex North, raom 220 where the School of Engineering and 
Technology is hosted. This Laboratory is available for use by project participants and 
by researchers, faculty and students. Students were from Mechanical Engineering, 
Electrical Engineering, Civil Engineering, Biology, and Computer Science 
Departments, who involved in high performance computing project or enrolled in 
appropriate classes during the Fall 1999, Spring 2000, Summer 2000, Fall 2000, 
Spring 2001, Summer 2001 and Fall 2001 semesters. All computers were equipped 
with Unix or LINUX/WINOOWS operating system with FORTRAN, C compilers and 
related scientific image processing and data visualization software. 

Dr. Z.T. Deng, assistant professor at Mechanical Engineering Department and the 
project director at AAMU introduced high Performance Computing concept to one of 
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the Mechanical Engineering class, ME 300, Mathematical Methods in Mechanical 
Engineering. The HPC laboratory and course elements help preparing students who 
are selected to participate in the summer internship program in computational 
science research at the Computational Science Division in Oak Ridge National 
La boratoty. 

A similar effort to configure a cluster of PCs to perform low-cost parallel computing 
was conducted in the AAMU Civil Engineering Department for an ongoing NASA 
Research Grant. Dr. Z. T. Deng was a co-investigator on that research project. The 
goal of that research is to provide an unconventional parallel flow solves for 
hypersonic reusable lunch vehicle aerodynamics prediction at  high altitude. 
Undergraduate student from Mechanical Engineering Department was involved in 
this research activity. Sharing of resources between these two PC labs enable us to 
accommodate a wider range of courses and to achieve higher processing 
performance. 

Several scientific and engineering computing applications have been established in 
the HPC lab. For example, legacy computational fluid dynamics codes, GENIE++ (Grid 
Generation code for complex three-dimensional geometry), FDNS (Code contributed 
by NASA Marshall Space Flight Center Fluid Dynamics Group, Finite-Difference 
Navier-Stokes code), WIND (Developed by AEDC and Boeing company, a generic 
aerodynamics computation code), RPLUS (developed by NASA Glenn Research 
Center, used for computation of high speed chemically reacting flows) were installed 
on the Lab c ~ m p u t e ~ .  The benchmark testing is in progress. Structural analysis 
code, ANSYS and HyperMesh were also installed and configured to petform high 
performance finite element analysis. Scientific visualization application TEPLOT was 
aFso installed on a LlNUX based system. Except for ANSYS and TECPLOT, which are 
commercial codes that we purchased for this Lab, all the other codes were obtained 
through agreement with code distributors and MMLJ is adopting those codes to 
conduct related research on campus. 

The HPC Laboratory is currently connected to the campus network via 10Mbs 
ethernet and, in turn, to the Internet via a TI digital circuit. Local Ethernet 
connections were established to conduct parallel computing. Two projects funded by 
the National Science Foundation plus another funded by the state of Alabama will 
supply critical components of a DS3 Internet feed tu our campus during 2000 and 
2001. AAMU will be able to complete the DS3 circuit with a relatively inexpensive 
fiber installation (underway as of this writing) and will qualify as an Internet 2 
institution by virtue of its participation in the NSF projects. This will permit campus 
projects, such as the HPC laboratory, to be connected to their collaborators at other 
Internet 2 institutions at  45 Mbs provided the departments hosting those projects 
upgrade their local area networks (L4Ns) to fast ethernet or better. 
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Figure 1. High Performance Computing Laboratory at AAMU, CCN 220. 

Table 1 shows partially the WIND 4.0 simulation results on the LtNUX Based PC in the 
High Performance Computing Lab for hypersonic flows over a 2D wedge. Figure 2 
shows one of the hypersonic simulation results conducted by Dr. Z.T. Deng using 
NPARC (Previous version of WIND) code on one of the Sun Workstation. 

Table 1. Sample Run of WIND 4.0 Code for Hypersonic Flow Over A Wedge 
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Figure 2. Hypersonic Flow Simulation for flow over an ellipsoid body. 

2.2 Student Recruitment 

As mentioned in the previous annual reports, many students have benefited from our 
efforts to promote computational science, first under NSF sponsorship and now 
under DOE sponsorship. One of our past students, a top graduate at MMU, was 
named to USA Today’s 1999 academic Second Team. Only 20 students nationwide 
are selected fer each team. One student was one of the first graduates with 
Mechanical Engineering degree a t  AAMU. 

Under DOE sponsorship, we hired two graduate students from computer sciences 
department at AAMU, and six undergraduate students (science and engineering 
majors), to  assist with The configuration of PC laboratories and applications. 

2.3 DOE Computational Science Scholarship Program 

AAMU created a DOE Computational Science Scholarship program during FY 2000. 
Official application announcement was made through Admission office in November 
1999. Appendix 1 shows the official announcement of the scholarship program. This 
announcement was then modified each year to recruit science, engineering and 
Mathematics major students working in the field of computational science. A 

7 



scholarship award selection criterion was developed. To apply the scholarship, 
student needs to fill out the application form, as shown in Appendix 2, write an essay 
about their goal towards high performance computing, and a faculty 
recommendation letter is required. Upon receipt of the application package, careful 
selection was conducted based on the setection criteria. Once student was selected 
for award, student was informed about the selection, and student need to sign 
acceptance agreement, as shown in Appendix 3. In the agreement, student needs to 
agree to maintain GPA of 2.8 (undergraduates) and 3.0 for graduates. Student also 
need to successfully complete a minimum of 12 credit hours per semester, maintain 
a major in science, mathematics, engineering, or computer science. Student will have 
to pay for any course that fai l  or receive an incomplete grade. Student is responsible 
for any fees in excess of the minimum amounts provided by DOE, and student is 
required to accept student employment with the Department of energy each year if 
offered. In the past three years, totally 21 undergraduate scholarships were awarded 
to physics, computer sciences, bioloa, civil engineering, mechanical engineering and 
electrical engineering students. The scholarship recipient’s names are listed in Table 

Recipient 
1999 ACAOEM IC YEAR 
#1 

2. 

MaJOr Of Study 

Civil Eneineerine 
I #2 lcornauter Science - 1  

(2000 ACAQEMIC YEAR 1 1 
l#4 IBioloNChemistrv I 
1#5 IMechanical EnEineerinR I 
Ilf6 IMechanical Engineerhe I 
l#7 IMechanical Englneerina I 

Civil Engineering 
#20 I Mechanical Engineering 
#21 hechanlcal EnEineerinE! 
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All scholarship recipients are trained in the multi-disciplinary area related to 
computational science. Table 3 listed the training area for scholarship recipients in 
academic year of 2000. 

~ 

Student 

Table 3. DOE Computational Science Scholarship Student Assignment Sheet 
Academic Year 2000 

Major Project 

#1 ME 1 ANSYS on ME Lab 

#2 

#3 ME 1 LabView on ME Lab 
1 

ME ANSYS on ME Lab 

#4 cs PVM&MPI HPC Lab 

#5 

#S 

ME Missle Intelligence 

EE PVM&MPI HPC Lab 

#7 

2.4 Faculty Training and Circulation of Faculty Profiles at ORNL 

Bialogy i3 
Chemistry Missle Intelligence 

Several computer science and engineering faculties were supported to participate 
training and conference related to scientific computing. Collaboration with Oak Ridge 
National Lab Computational Science division was established and collaboration 
efforts on student summer interns are ongoing. Our primary point of contact at  ORNL 
and UTK was Dr. R u t h  Ann Manning previously. Ms. Debbie McCoy was the current 
RAMS contact. Dr. Manning has helped in our efforts to establish individual 
collaborative relationships between ORNL and MMU scientists. Dr. Manning has 
forwarded AAMU faculty capabilities summaries to her contacts at ORNL. Several 
faculty members at  AAMU were supported to participate American Institute of 
Aeronautics and Astronautics ( A I M ) ,  American Society of Mechanical Engineering 
(ASME) scientific computing conferences, and exchange information in the field 
related to computational fluid dynamics, structural finite element analysis, materials 
science, propulsion, combustion and control. Those Faculty members supported 
include Dr. Ruben Rojas-Oviedo (ME), Dr. Hung (Former Computer Science Faculty, 
also worked on the project), Dr. von Lawn (Former AAMU Research Administrator), 

#8 
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Dr. Qian (ME), Dr. Mobasher (ME), Dr. Jalloh (ME), and two faculty researchers from 
Plant and Soil Science research center at AAMU (Image processing). With the funding 
support of this project, Dr. lalloh at Mechanical Engineering Department was able to 
attend ANSYS training in 2000, which enhance significantly the finite-element 
parallel computation capability at AAMU. 

2S Student Summer Internship at ORNL 

ORNL RAM summer internship program announcement were posted around the 
AAMU campus. With the collaborated work of RAMS directors at  ORNL, previously Dr. 
Ruth Ann Manning, Previous RAM coordinator a t  ORNL, and currently Ms, Debbie 
McCoy (Current RAM director a t  ORNL) and Dr. Z.T. Deng, three undergraduate 
students were selected to participate ORNL RAM Summer Internship program. 
Students were paid in advance a total amount of $5000 for ten weeks stay at ORNL 
in the summer. Students participated in ORNL scientist’ research projects and learn 
from them directly. In the end of the project, they were asked to make presentations 
and report their research progress. The student names are listed in Table 4. These 
students expressed their strong intension to work in the field of computational 
science after their graduation. Reports produced by students are listed in Appendix 4. 

Table 4. Stiudent Summer Interns at  Computational Science Division in ORNL 

Computer Science 
1#3 IMechanical Enoineerina I 

2.6 Graduate and Undergraduate Student Research Work Study 

Two graduate students and six undergraduate students were hired to assist high 
performance computing in the high performancecomputing Lab. All students 
participated in the on-going research with Dr. Deng and other faculty advisors. For 
example, three summer students were working with Dr. Deng on development of a 
new algorithm to numerically investigate hypersonic lowdensity flows around an 
eliipsoid body using WIND 4.0 code. Students also assist in the establishment of 
laboratory setting. Table 5 lists the names of the undergraduate research and work 
study students. They worked on installation of LINUX on WINDOWS-NT based PC 
plaffosm. Students were supported to attend professional meetings related to 
scientific computing. 



Table 5. Student Research Work Study 

[Student IUnderaraduate) IMlaior of Studv 

I #I hlechanical Engineering I 
I#2 Mechanical Engineering I 

Mechanical Engineering 
Physics 
Mechanical Engineering 
Mechanical Engineering 

2.7 Publications 

Dr. Z,T. Deng has published a pager “high performance computing initiative at MMU” 
to ASEE annual meeting in June 2001. Dr. C.C. Hung, former AAMU Computer 
Science Faculty of AAMU and Dr. Kwai Wong of UTK Rave produced parallel 
multispectral classification algorithms of interest to the remote sensing community. 
(Chih-Cheng Hung, S A .  von Laven, Kwai L. Wong, Kevin Chu, I. Chen, and Author S .  
Bond, “Esta bljshrnent of the High-Performance Computing Laboratory at  AAMU,”ADMF 
Symposium OR Computing at  MJnorify Institutions, Duluth, Minnesota, J u n e  3-6, 
1999.) Several presentations were made to encourage collaborations between M M U  
and industry and government agencies. The paper, abstract and presentations are 
listed in Appendix 5. The selected presentation was made to Boeing Executives in 
May 2000. A web-page describing high performance computing activities a t  AAMU 
was created. The HTTP address is http://www.aa m u.edu/Mec ha nicalEngineering. 

2.8 Supported Campus-Wide Research Activities on High Performance 
Computing 

A very informative Research Collaboration Meeting with Mr. Michael Taylor from 
Computational Physics and Engineering Division a t  Oak Ridge National Laboratory 
was conducted in April 2000, The purpose of this collaboration meeting is to link the 
possible research collaborations a t  ORNL with MMU. Mr. Taylor presented the 
research capabilities and interests QT t h e  Computational Physics and Engineering 
Division at ORNL especially in the areas of heat transfer and fluid flow, structural and 
engineering analysis, simulation and modeling, supercomputing, environmental 
science and materials science, and other scientific applications. He met  with many 
AAMU faculties in the conference room of the Center for Irradiation of Materials and 
exchanged information with them. 

Dr. Z.T. Deng submitted a research proposal in April, 2000, to NASA Marshal Space 
Flight Center, entitled “Numerical prediction of Drag Reduction for NAX type Vehicle”. 
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The research was funded in May 2001. This work adopted the parallel computing 
concepts and lab configuration, is partially supported by high performance computing 
lab at MMU. 

2.9 Conclusions 

The ACSC prugram increases the quality and quantity of the Science, Engineering and 
Mathematics graduates in AAfvlU, especially increases minority student’s interests in 
pursuing a career towards computational science fields. This program slrangly 
supports faculty research in high petformawe computing. It also established a model 
laboratory for high performance computing using PC clusters. 

Student Research Assistant, Work Study, Summer Interns, Scholarship were provesl 
to be one of the best way for us ta attract top quality minority students. Under the 
support of DOE, through research, summer interns, collaborations, scholarships 
programs, MMU has successfuIly provided research and educational opportunities to 
minority students in the field related to computational science. 

3. Ghallenges and Suggestions 

The computational science research and education activities at AAMU, initiated by 
the DOE ACSC project, need to be continued, improved and enhanced in the following 
focused areas. 

3.j FOCUS Area one: Improvement of HPC Laboratory 

The productivity of the HPC lab need to be maintained by upgrading the necessary 
hardware and software. Parallel applications need to be enhanced in the area of 
computational fluid dynamics, finite elements analysis, image processing, and 
scientific data visualization. Scientific computing and simulation codes such as 
WIND, FDNS, RPLUS need to be implemented and benchmarked using parallel 
computing and applied t o  related research projects. AAMU is ready to conduct a High 
Perbrmance Computing Seminar and course unit on high performance computing 
application now to enhance education activities. 

The HPC Laboratory is currently available for special workshops. Planned topics axe 
parallel programming, computational Scifme applications, and application tools. 
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3.2 Focus Area TWO: Continue Efforts to Build Overall Ability of AAMU to 
Produce Best Minority Scientists through Work-Study, Summer Interns, 
and Scholarship Programs 

Now that we have established the basic infrastructure for supporting student and 
facuity collaboration with ORNL, increasing our student and faculty participation is 
the immediate need. Student Research Assistant, Work Study, Summer Interns were 
proved to be one of the best way for us to attract top quality minority students. 
Students can be selected primarily from science, mathematics and engineering 
major in Mechanical Engineering, electrical engineering, civil engineering, computer 
science, mathematics and physics department. Scholarships constitute a new, more 
aggressive, component of our student, We anticipate that the large investment that 
these scholarship and interns represents will have a correspondingly high payoff in 
terms of minority scientists and engineers employed at DOE laboratories, 

3.3 Focus Area Three: Continue Pursuit of Opportunities for Research 
and Education Collaborations with DOE and NASA Labs 

The primary strategy for improving AAMU’s ability to produce minority scientists and 
engineers in specialty areas of interest ta DOE is to continue to seek funding in those 
areas from all available sources. M M U  will need to continue t o  establish contacts at 
ORNL, and NASA Labs. The research specialty areas at MMU need to be enhanced in 
computational fluid dynamics, finite element analysis and image processing. 

4. Acknowledgement 

This project was supported by the Department of Energy Mathematical, Information, 
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manager. 
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APPENDIX I: 

DOE COMPUTATIONAL SCIENCE SCHOLARSHIP PROGRAM 
ANNOUNCEMENTS 

7 .  Announcement Flyer 

2. Admission Office Announcement in Academic Year 1999 

3. Updated Announcement in Academic Year 2000 
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Alabama A&M University 

Department of Energy Computational Science Scholarship 
The Department of Energy (DOE) Computational Science Scholarship Program is designed to: 

(I) 

(2) 

(3) 

Attract a larger number of students with high academic potential to science snd 
engineering, 
Provide a pool of graduates with the skills to work at Department of Energy 
laboratories, particnlarly Oak Ridge National Laboratory in Tennessee. 
Involve students in research collaborations between GAMU and DOE wbiIe they are 
participating in the scholarship program. 

AI1 science, mathematics, and engineering students at AAMU are potentially eligible for the program. 

Scholarships provide $3,000 toward coIlege expenses, during each year of the program. Each year 
that a scholarship i s  received obligates the student to a gear of full-time emplovment at a DOE 
laboratory (at the discretion of DOE). 

Scholarship grants are payable in $1 ,SOO-per-sernesters hcrements as long as the student maintains 
eligibility and contingent on continues DOE finding of the program. Eligibility for a scholarship from 
semester to semester is conditional upon maintenance of a minimum scholastic average of 3.25. When a 
student falls below the minimum grade poht average, helshe will be informed that he/she is longer 
eligible. Funds provided in the scholarship grant may be used for mition, course fees, or room and board. 
Funds are not available for books or other items, or for expense incurred off campus. 

AI1 applicants for this program must be United States citizens or permanent residents. 

Criteria for scholarships 

(1) 

(2) 

(3) 

Student must complete the Department of Energy @OE) Computational Science 
Scholarship application. 
Student must have maintained a 3.25 or better grade point average and scored at 
least 27 on the ACT or 1220 on the SAT. 
Student must have a recommendation from a high-school counsdor or faculty 
member. 

Applications must be submitted six weeks prior to the start of a semester to be eligible for consideration for 
that semester. However, earIy submission is recommended because: ( 1 )  Relatively few scholarships are 
available, and (2) scholarships are awarded on the basis of first-received first-awarded. The date that the 
admissions office receives all required items will be the official receipt date. 

Office of Admissions 
Alabama A&M University 
Post Office Box 908 
Normal, Alabama 35762 

TeIephone (256) 85 1-5245 or 1-800-553-0814 
Fax No. (256) 85 1-5249 
Web htrp:/%vw.aamu.edu 
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Scholarship Announcement: 
Alabama A &M University 

Department of Energy 
Computational Science Scholarship 

The Department of Energy (DOE) Computational Science Scholarship Program is designed to: 

(I) 

(2) 

(3) 

Attract a larger number of students with high academic potential to science 
and engineering. 
Provide a pool of graduates with the skills to wark at Department of Energy 
laboratories, particularly Oak Ridge National Laboratory in Tennessee, 
Involve students in research collaborations between AAMU and DOE while 
they are participating in the scholarship program. 

All science, mathematics, and engineering students at AAMU are potentially eligible for the 
program. 

Scholarships provide $1500 toward college expenses, during each year of the program. 

employment at a DOE laboratow (at the discretion of DOE). 
Each year that a scholarship is received obliqates the student to a year of full - t' Ime 

Scholarship grants are payable in $1,500-per-semesters as long as the student maintains 
eligibility and contingent on continues DOE funding of the program. Eligibility for a scholarship 
from semester to semester is conditional upon maintenance of a minimum scholastic average of 
3.25. When a student falls below the minimum grade point average, helshe will be informed that 
helshe is no longer eligible. Funds provided in the scholarship grant may be used far tuition, 
course fees, or room and board, Funds are not available for books or other items, or for expense 
incurred off campus. 

All applicants far this program must be United States citlzens or permanent residents. 

Criteria for scholarships 

(I) 

(2) 

(3) 

Student must complete the Department of Energy (DOE) Computational 
Science SchoIarship application, 
Student must have maintained a 3.25 or better grade point average and 
scared at least 27 on the ACT or 1220 on the SAT. 
Student must have a recommendation from a high-school counselor or 
faculty member. 

Applications must be submitted as soon as possible because: (1) Relatively few schotarships are 
available, and (2) scholarships are awarded on 'the basis of first-received first-awarded. 

For Application , Contact to: 

Dr. Z,T. Deng or Dr. Ruben Rojas-Oviedo 
Department of Mechanical Engineering 

Alabama A&M University 
Post Office Box 1163 

Normal, Alabama 35762 
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APPENDIX 2: 

DOE COMPUTATIONAL SCIENCE SCHOLARSHIP PROGRAM 
APPLICATlON FORM 
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ALABAMA AGRICULTURAL AND MECHANICAL UNIVERSITY 
NORRILAL, ALABAMA 35762 

APPLICATION FOR DEPARTMENT OF ENERGY (DOE) 
COMPUTATIONAL SCIENCE SCHOLARSHIP 

Name 

Telephone No. Social Security No. 

CitizenshipDtesidency Status Gender Race 

Home Address 
Street and Number or Route and Box Number 

City, State and Zip Code 

If you have a tentative choice of occupation, please state it: 

What subject have YOU enjoyed and why? 

What is your major or anticipated major? 

What other subject will you emphasize? 

Row many students adwere in your high school graduating class? ,_ 

What is your Rank in that class? 

What is your grade point average? 

(You may need to consult your counselor orprincipal to answer the foregoing quatidm accurately). 
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Have you taken the Scholastic Aptitude Test (SAT) administered by the Educational Testing 

Service or the American College Test (ACT)? If so, which one? 

Please name at least two of your instructors of whom we may make inquiry concerning your 

eligibility for this scholarship: 

When? 

En what extra-curricular and cornunity affairs have you been especialIy active? 

Please state the n m e  and occupations of your parents and guardian: 

What amount of your own or family resources will be available to supplement any Scholarship 

funds granted? 

Are you a current AAMU Student? 

If yes, what is your major? 

What i s  your current grade point average? 

When do you expect to enroll at the University? (MonWyear) 

Submit a 250 word, handwritten essay citing reasons for applying for the academic scholarship 
award highlighting educational goals and computatioPlaE/scientiJic research-related skills m d  
abilities. Use separate sheets. 

Signature Date 

Application must be submitied six weeks prior lo the start 6361 semester to be eligible for consideration for thal 
semester. However, ear+ submission is recommended because: (1) relalively f ew schoiarsh@s are available, and (2) 
scholarship are awarded on the basis offirst-receivedjhl-awarded. The date that the admissions Q&?c~ receives 
di required i t e m  will be the oflcial receipt date. 
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APPENDIX 3: 

SCHOLARSHIP ACCEPTANCE AGREEMENT FORM 
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US DEPARTMENT 
of 
ENERGY 

ALABAMA A&M UNIVERSITY 
PO BOX 1387 

NORMAL, AL 35762 

DEPARTMENT of ENERGY 
FINANCIAL ASSISTANCE ACCEPTANCE FORM 

1, 
Print First, Middle Initial, Last Name (SS Number) 

Accept Do Not Accept 

the financial assistance offered by the US Department of Energy. I understand that I 
must maintain certain academic requirements and employment standards and if I fail to 
maintain those requirements, my financial assistance may be suspended or terminated. 

I agree to; 

Maintain a cumulative grade point average of 2.8 (undergraduates) 3 .O (graduates) 
Successfully complete a minimum of 12 credit hours per semester 
Maintain a major in science, mathematics, engineering, or computer science 
Perform interdisciplinary research work project and deliver a final project report 
Work four hours per week in a team supervised by engineering faculty 
Pay for any course that I fail or receive an incomplete grade 
Be responsible for any fees in excess of the maximum amounts provided by DOE 
Accept student employment with the Department of Energy each year if offered. 
Demonstrate a continuing interest in a career with the Department of Energy. 
Accept regular employment with the Department of Energy for a period equal to 
six months times the number of  semester-scholarships accepted. 

SEMESTER 

AMOUNT 

SIGNATURE DATE 
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APPENDIX 4: 

STUDENT SUMMER INTER REPORTS 

f a  QeSantis Pride, Computer Science, Summer 2000, 
2. Valarie Spencer, Mechanical Engineering, Summer 2004 



The use o f  object oriented programing languages to make interactive Web pages 

DeSantis Pride 

Office of Science, Research Alliance for Minorities Program 

Alabama A&M University 

Oak Ridge National Laboratory 

Oak Ridge, TN, 3783 1 

August 1,2000 

Prepared in partial fulfillment of the requirements of the OEce of Science, Department 
of Energy Research Alliance for Minorities Program under the direction of Dr. Mike 
Leuze in the Computer Science and Mathematics Division (CSMD) at Oak Ridge 
National Laboratory. 

Participant: 

Signature 

Research Advisor: 

Signature 
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Abstract 

The use of object oriented programming languages to make interactive Web pages. 
DeSantis T. Pride (Alabama A&M University, Huntsville, AL 358 10) Dr. Mike Leuse & 
Dr. Ruthann Manning (Oak Ridge National Laboratory, Oak Ridge, TN 3783 1). 

My research project or projects for the summer of 2000 consist of using two 
different object oriented languages. These languages I give mention to are Java and Perl. 
As you h a w  Java was originally developed as a programming language that could be 
used to control access to information services, such as cable television. Although this was 
the original purpose for creating Java, researchers found that Java was also an ideal 
method for controlling the display of information over the Web, Similarly Perl is also an 
ideal programming language for certain Web applications. However, Perl is mainly used 
for applications, which are too complicated to code in C or some other Unix language. 
Therefore through the use of Ped, Web applications which require interaction between 
u3er~ of the Web and developers of Web pages can be done more easily and efficiently. 

The first project, which I was assigned, requires me to use the programming 
language Java to make modifications to the 0- Web site. The modification that 
1 have to make require me to develop a Java applet that can be used to make animated 
images the RbM Web site. 

The next project I wouId like to talk about requires me to use the language Perl. 
Ultimately, I have been given the task of using Perl and HTML code to make up 
interactive registration forms fpr the RAM program. These foms which I am to create 
will ask for information about students such as school classification, GPA, and courses 
taken which will help Dr. Manning perform her task dparing each W intern up with 
an appropriate O W L  Mentor. The most intriguing aspect of this project is that it requires 
me to make forms, which will be filled out over the Web. 



IntroductionFroblern Description 

The main problem to resolve is the use of the correct programming language or 

languages to complete the task of animating images and creating fill-out forms, which in 

turn could be used for various Web development applications. CurrentIy, to do such task 

as these a programmer has a wide variety of languages to choose from. These languages I 

give mention to are languages such as Pascal, C+p, Ada, Java, and Perljust to name a 

few. Despite, this wide variety of languages available to tJx programmer however, the 

main issue at hand is choosing a language when used by a programmer has plenty of 

leverage and flexibility. 

Therefore, what is leverage and what is flexibility? The term leverage as it relates 

to programming means having the ability to write code and develop programs quickly, 

easily, and efficiently (Swartz and Christian 1997). The tern flexibility as it relates to 

programming means having the ability to write code and develop programs that are 

portable and can be used on various platforms (Swartz and Christian 2997). Due to the 

fact that these ideas and concepts entail leverage and flexibilityy, a programmer seeking to 

develop animated images and fill-out forrns for various Web devdapment applications 

must keep these concepts and ideas in mind. 

So, how do these ideas and concepts relate to Web development? 

BasicaIIy, they relate to the  ultimate choice of choosing a language that interacts 

effectively with Web applications, Therefora, because of this great necessiw for 

compatibility a programmer must find n language, which consist of the same basis as 
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Web applications. Therefore, this basis requires a language that is small yet; object 

oriented, provides for full graphical user interface and multimedia facilities, and provides 

threading features for mdtiple threading (Bishop 1998). Thus, the language or languages 

of choice are Java and Per1 because they consist of this basis. 

Materids and Methods 

Ta use any programing languages to create animated images and fill-out forms 

for Web develop appSications, a programmer must have an understanding of the language 

and it's specifications. For instance, every program designed for any language requires an 

environment in which each specific program can be written in it's program language, 

translated to machine language, and executed. Therefore, yet to get a better understanding 

of how these three elements relate to the task of creating animated imagines and fill-out 

forms for various web development applications, I wiIl give a brief description of how to 

implement these principles for each task. 

The first task is to create animated images using the programming language Java. 

Noting that you should have a Java environment in which to create Java programs. 

Therefore, download the Java development kit from www.java.soft.com. This kit from 

Sun Microsoft Systems contains the necessary facilities for writing, running, and 

executing Java programs. The main element in the Java Development kit is the Java Bin 

in which Java code is written and stored. This code is Iater, then compiled by using the 

MS DOS Prompt to test for errors in the written code. After which if no errors were 

found wouId generate a class file, which makes the program executabIe, giving a way for 
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the programmer to test his or her code. Basically, the environment is fairly simple to use, 

the greatest task is writing code. 

Similarly, creating fill-out forms in the programming Iangunge Per1 there requires 

the same basic elements and steps. These same elements and steps consist of a Perl 

environment, instead of a Java environment, in which there is a Perl Bin, instead of the 

Java Bin, for writing, sunning, and executing code. Basically, using either of these 

environments is fair€y simple the greatest task is writing the code for each. 

In order to deveIop animated images €or Web development applications in Java 

requires the use of Java Applets. The reason this is so is because Java contains two 

different types ofprograrns: one for Web integration (Applets) and the other for 

standalone appIications (Perry 1997). Since, the purpose of my research requires the 

development of programs for Web development applications. There was no other 

alternative for myself but to develop a Java applet for this purpose. 

Basicatly, the Java applet which I am to create will have to have the ability to read 

a number of images, the ability to see whether all images have been read, the ability to 

display those images, and the ability to display each image per time. 

The form that I am to create in Perl requires me to know some HTML (Hypertext 

Markup language) for creating Web page forms. I will have to use the correct HTML 

form tags in order to create text fields and text areas in which individuals who view there 

Web pages can enter infomation and send this information via the Web. Even though, 

creating an HTML file containing these tags is very important. Writing Per1 code is the 
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most important process in t h i s  type of Web development application. The reason that the 

Per1 interaction with the HTML form file is necessary is so that information being 

transmitted from the form can be stored into a file. 

Discussion and Conclusion 

There are a variety of Ianguages used to create various types of programs. The 

issue at hand is to decide which programming Ianguage is suited to your particular 

purpose. In h e  case of Web development apphations it’s good to use languages such as 

Java and Ped because of their unique capabilities. Capabilities such as network control, 

interactive multimedia, pIatfom independence, and multiple levels of security, which are 

intricate parts of today’s Web development (Perry 19973. 
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Sample Code 

ExampIe of Java applet developed by 
Morgan Johnson 99RAM Intern 

//File myAnime.java 

//create for TMM 06/22/00 

//Author M U  

import javn.ztwt.*; 

import java.awt.irnaze.*; 

public class rnyAnime extenda java.applet-Applet implements RunnabIe 

( lltniIor this to the number of images that you plane to have 

int NUM-IMAGES = lo; 

int frameNlrm = 0; 

Thread mflhread; 

Graphics bufferGraphic; 

Image bufferImg; 

Image irnageslj; 

Int imgWdtb,imgHght; 

//loop variabIe 

Int i,j,kJ; 

//this justs tracks things while I load the images 

MediaTracker tracker: 

public void init0 

{ images = new Image[NUM-IMAGES]; 

frrmeNum-0; 

//should work with either i e  or netscape 

for(i=O;icN~-TMAGIES;*i) 

{//please make sure that the first name o f  all of you images is "frame" 

//I am assuming that they are going to be .jpg files. If not, you c i n  change 

//the ext betaw to .giL I have include some .jpg files for example 

Itpurposes. 

images~i]=getImsge(~etCode3aseO,"J~rame" + i + "'.jpe"); 
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trackelliew MediaTracker(this); 

tmcker.addlmage(images[ij,O); 

try 

I tracker.waitForID(0); 

]catch (InterruptedException e) {return;); 

Jllemd offor Imp 

//grab the image dimensions off ofthe first image 

!/by the way, make sure the dimensions of all the images is the same 

imgWdth=imagesIO).getWidf h(thIs); 

ImgHgb~images[OJ.ge~elght(thfs): 

bufferedmg = createlmage(imgWdth,irngHght); 

bufferGraphic = bufferlmg.getGraphlcs0; 

111 wit1 just place the first image on the screen at init time 

lhufferGrap hic.drawlmage(irnages[O],O,O,this); 

resizc(imgWdth,imght]; 

)//end of init!!!!!!!! 

public void start0 

1 if (rnyThread=nulI) 

I myThhsead=new Thread(this): 

rnyThresd.start0: 

1 
}//start 

pubIic void stop0 

I myThread=null; 

}//stop 

h e  should pause the thread so Images dont go by to  quickly 

void pause(int sleepTirne) 

{ try{ myT hread.sleep(sleepTime);J 

catch(1nterruptedExceptjon e) I) 

)//pause 

public void run0 

I //this Is gotng to run Tor ever (at least until the thrcad dies a 

/!natural death by you sliutting down the applet 

w hilr(true) 

I llrepaInt the screen 
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repain@; 

if(frarneNum-NUM_UvIAGES) 

h m e N  u m 4 ;  

WrameNum; 

#try changing the pause tlme (it is in milliseconds) 

//this will very the speed of animation 

pause(l20): 

1 
)//run 

public void update(Graphics g) 

I pswg);  

lllupdatt 

public void paint(Graphics g) 

{ Mor all image3 

bufferGraphic.drawlmage(images[frameNuml, 0 , 0, this); 

g.drawImage@ufferImg,O,O,thrs); 

}//paint 

1 lfcnd of m y h i m e  Class 

35 



Sample Code 

Example of HTML and Per1 Form Code Provided by: 
http://f~~.uwaterIoo..ca/c~iperXJindex.l~~~l 

HTML Form Code 

<FORM METAOD=FOST ACTION="/~i-binlprid~-fa_farm.pI"> 

What is your name? 

-3NPUT TYPE="text" NAME="name" VALUE="David .IonkerI'%BW 

What is your student Id#? 

<INPUT TYPK="text" NAME="id'N VALUE="12345678" MAXSIZE--= 

What was your wahation o f  the course? 

<SELECT NAME="evaluate"> 

-=OPTION SELECTEDPgood 

€QpTFON%natisfactory 

cOPTEON>poor 

eSISLECTxgRr 

<INPUT TYPE="submit" VALUE-"Subrnit"> 

<INPUT TYPE="reset" VALUE-"Reset"> 

-WORM> 

Per1 Code 

# !l usribidpert 

read .(STDLN,%in,%ErWI'CoNTENT_LEWGTH'J); 

Sln =-SA+/ Eg; 

@pairs = split (/&/, %in); 

fareaeh %pair (@pairs) { 

($key['Snum],'5vmlue[$nurn]) = split ( / = I ,  $pair); 

f+Snum; 

1 

print "Content-type: textlhtml\n\n"; 

print "<A H ~ F - \ " l p r i d e _ f o r m . h t m I ~ ' > ~ ~ ~ r n 4 A > \ n ' ' ~  

$recipient = "dpide@aamu.edu"; 
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Smailprog = 'lusrhinlmait'; 

open (MAIL, "[%rnailprog Srecipient"); 

print MAIL "Subject: Survey Using PERL to Pracess Your Web Formhi': 

print MAIL 'I \n"; 

print MAIL "Name: SwluelfJ]\n"; 

print MAEL "Id# : Svalue[l]W'; 

print MAIL "EraIuattion: $valae[2]\n"; 

close MAIL; 
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An Introduction to Parallel CIuster Computing using PVM for 

Computer Modeling and Simulation of Engineering Problems 

Presented by Valerie Spencer 
Mentored by Jim Kohl 
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Abstract 

An investigation has been conducted regarding the ability of clustered personal 

computers to improve the performance of executing sofhare simulations for solving 

engineering problems. The power and utility of personal computers continues to grow 

exponentially through advances in computing capabilities such as newer microprocessors, 

advances in microchip technologies, electronic packaging, and cost effective gigabyte- 

size hard drive capacity. Many engineering problems require significant computing 

power. Therefore, the computation has to be done by high-performance computer 

systems that cost millions of dollars and need gigabytes of memory to complete the task. 

Alternately, it is feasible to provide adequate computing in the form of clustered personal 

computers. This method cuts the cost and size by linking (clustering) personal computers 

together across a network. CIusters also have the advantage that’they can be used as 

stand-alone computers when they are not operating as a parallel computer. Parallel 

computing software to exploit clusters is available for computer operating systems like 

Unix, Windows NT, or Linux. This project concentrates on the use of Windows NT, and 

the Parallel Virtual Machine (PVM) system to solve an engineering dynamics problem in 

Fortran. 

Introduction 

There are two parts to the PVM system. me daemon is a special purpose process 

that runs on behalf of the system to handle all the incoming and outgoing message 

communication. It is represented by “pvrnd3” or “pvmd“ and any user with a valid login 
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id can install and execute this on a machine. The other part of the system is a library of 

routines that enables parallel tasks on the computers to interact. 

In order to use PVM in the computation af a problem, the problem must be able to 

be broken down into several tasks. This is known as paraIlelism, which is done in two 

ways. One way is “functional” and is accomplished by breaking the application into 

different tasks that perfom different functions. The other way is “data” and this is done 

by having several similar tasks each solve one part of the data. PVM is a system that can 

be used for one of these methods or a combination of both. 

C, C++, and Fortran are all languages that can be used to wri te PVM codes. This 

project is done using the Fortran language. Fortran language binders are c m i e d  out as 

subroutines instead of functions. This is because some compilers cannot combine Fortran 

functions with C functions. Therefore, Fortran applications (programs) have to be linked 

to the Pvpvl Fortran library, the standard PVM library and the C socket library using these 

links lib€pvm3.lib, libpvrn3 Jib, and wsock32.lib. 

P V M  codes are written following two main programming models. Using the 

mastedworker model, the master task creates all other tasks that are designed to work on 

the problem, and then coordinates the sending of initial data to each task, and collects 

results from each task. However, in the hostless made1 the initial task spawns off copies 

of itself as tasks and then starts working on its portion of the problem while the created 

tasks immediately begin working on their portion. Input and output requirements are 

often handled by individual tasks, but it may be beneficial to have S Q M ~  resuIts collected 

by a single task, especially if those results need to be broadcast back out to all the tasks. 
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In order to execute a program under PVM, t h e  user adds calls to the PVM library 

routines that spawn off tasks to the other machines within the user's virtual machine and 

allow tasks to send and receive data. 

Method 

The problem to solve was a 3-D springlmass system. Utilizing the ideas and 

concepts learned in my dynamics course, we applied the equations for spring force, 

velocity, and displacement such as: 

Force = KSping@X) 

X = X, + Vo DT -t [a@T32]/2 where a = Force/mass 

Therefore, we came up with the equations: 

and 
(Za) Fx(1) = Fx(0 f Ftmp * X(I) - X(J) ) / E 
(2b) Fy(l) = Fy(1) + Ftmp * ( Y(1) - Y(S) } I E 
( 2 ~ )  Fz(I) = Fz(1) + Ftmp * ( Z(1) - Z(J) ) J E 

(2d) Fx(J)I = Fx(J) -F. Fbnp * ( X(J) - X(1) 3 I E 

(20 Fz(J) = Fz(J) $- Ftmp * ( 269 - Z(I] ) I E 
@e) Fy(J) = Fy(J) + Ftmp * ( Y(J) - Y(I) ) I E 

and 
(3a) X(I) = X(I) f (Vx(1) * DT) -t ((FxCI) * DT**2)/(2 * Mass)) 
(3b) Y(Q = Y(I) * (Vy(0 * DT) $- ((Fy(1) * DT**2)/(2 * Mass)) 
(3c) Z(1) = ZCI) + (Vz(1) * DT) 1- ((F'z(0 * DT**2))1(2 * Mass)) 

and 
(4a) Vx(1) = Vx(9 + ( FxCI) * DT /Mass ) 
(4b) Vy(1) = Vy(1) + ( Fy(l) * DT / Mass ) 
(4c) Vz(1) = Vz(I) + ( Fz(I) * Z)T / Mass ) 

First, using equation { 1) the spring farce attached to any two masses is calculated 

and then is used to calculate the vector forces of mass 1 (2a-c) and mass 2 (2d-Q. The 
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forces accumulated in equations (2a-c3 are then used to update all mass locations @a-c) 

and velocities (4a-c) in vector form as the system vibrates back and forth in space. No 

boundary conditions are assumed. Before the velocities are updated (4a-c), they are also 

used in equations (3a-c). DT is the change in time, which is a constant value, as are mass 

and EO (original extmsion of spring). Figure 1 shows a diagram of the program Bow. 

Results and Discussion 

Figure 2 shows the performance of the average time in seconds that it took to run 

a sequential. version ofthe program versus a parallel version of the program for the given 

number of masses. Only a single desktop PC was used and the number of computation 

iterations was set at five hundred. Each pardlel run was set up to have one master task 

and two worker tasks. The results of the paraIleI program were poor because when a 

paralIel program is run QII a single computer, the overhead of running multiple processes 

parallel will always make the “parallel” code run slower than the sequential code. 

Figure 3 shows the results after m i n g  the sequential program on a laptop and 

the desktop. The laptop, which is much slower than the desktop, has a huge effect on the 

performance. 

In order to collect more efficient and correct data, we need to run the p a d e l  code 

in a mere balanced parallel environment. Figure 4 shows the results clustering the PC 

with the laptop to create OUT parallel environment. The PC, which obvioudy has more 

computing power, is slewed down by the laptop when m i n g  in paraIle1. A proper, 

balanced parallel cluster should give the desired results that when given a large and 

complex problem, clustering PCs together will compute much faster than a single 
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computer. For the current configuration, the imbdance in computing power, pIus the cost 

of parallel communication overhead, makes the sequential program faster. 

Conclusion 

This research has proved that clustering personal computers together can provide 

adequate computing power for large engineering problems. It has aIso proved that 

computers within the duster can be used as stand alone computers because the desktop 

and laptop in this cluster served other purposes such as preparing a paper, this Power 

Point presentation, and a poster presentation. However, there are several optimizations 

that should be done to this project to improve the parallel performance. Avoiding 

unnecessary message packing and reducing the message sizes are two approaches that I 

plan to explore in the hture upon my potential retwn to ORNL next summer. 
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O P a r r t l l e l  (PC only) 
HparallelIlaptop anct PC, PC:K/W 

Laptop : W) 

Ilaptcp:M) 
mparal le l  claptop and P C ~  F C : ~ #  

Figure 3: 

2 0 . 0 8 9  20.012 3 5 . 0 6 4  189. a 2 5  

54 .976 118.454 5 3 4 . 8 3  5 5 - 0 7 9  

54 .996 89.579 183.836 2 4 , 9 9 4  

Computation 
Time(sec) 

1 2 3 

Number of Masses 
1=27 masses 
2 4 4  masses 
3=729 masses 

4=1728 masses 
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Abstract 

Alabama A&M University (AAMU) is an active member of the Metacenter Regional AlIiance 
(MRA) funded by the National Science Foundation (NSF). The University of Tennessee in Knoxville 
(UTK) has managed the M M  program. With the support from the MRA, a High-Performance 
Computing (HPC) Laboratory suitable for training and research in parallel processing is being 
established in the AAMlJ Mathematics and Computer Science Department at AAMU [ 13. 

The fastest computers achieve their speed through highiy parale1 designs involving hundreds to 
thousands of processors, as well as substantial pardlelism within the processor [2].  There are two main 
approaches to parallel processing [3]: algorithmic parallelism and data paraIlelisrn. In algorithmic 
parallelism, the task is split into a number ~f functions that are then implemented by different 
processors. In data parallelism, the data are split into several regions and different processors handle the 
different regions. 

Many existing types of workstationslpersonal computers have been networked together to be 
utilized as parallel computers working in a distributed computing environment [3]. The Message 
Passing Interface (MPI) [4J environment is chosen for the testbed. hPI  defines a reIiabIe, efficient, 
portable cornmumication interface, with implementations available on a wide variety of platforms, 
ranging from networks of workstations to supercomputers. MPICH is Argonne National Laboratory's 
public-domain implementation of MPI; it supports a variety of platforms in homogeneous and 
heterogeneous configurations. MPICH is available at htEp://www.mcs.anl,gov/mpi. 

The machines in our HPC Laboratory will initially have Windows NT, Linux, and MPI installed. They 
are configured with 300 MHz Pentiurn 11 processors and fast ethernet network cards. We have so far 
acquired eight clients and one server. More clients will be purchased to fit the needs of the parallel 
processing course and other courses. Testing of these clients has already begun. A student research 
assistant is conducting many of the tests. He attended the August 13-14, 1948 UTR workshop "'Setting 
Up a PC CIuster for High-Performance Computing," The HPC lab wil1 provide a platform for certain 
HPC course projects. The Mathematics and Computer Science Department will offer a parallel 
processing course (CMP490) during the Spring 1999 Semester. The course outline is shown in 
Appendix A [I]. This lab Will also benefit our new Electrical Engineering program and other 
departments such as Chemistry, Physics, Civil Engineering, and Environmental Sciences for education 
and research. In addition to classroom training in high-performance computing and participation in 
faculty research, students will have the opportunity to visit Oak Ridge National Laboratory and speak 
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with computational scientists working directly on problems of interest to DOE is]. Eventually we 
expect to implement Tango, a web-based distance learning and colIaboration environment, and possibly 
other learning aids QII these machines. 
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(53 van Laven, S. A. md C. C. Hung, “Alliance for Computational Science Collaboration: HBCU 
Partnership at Alabama A&M University,” Proposal to the Department of Energy, May 1998 Appendix 
A 
Prerequisite: 

MTH203, CMP305 & CmP380 

Textbook: 
Introduction to Parallel Computing: Design and Analysis of Algorithms by V. Kumas, A. Grama, A. 
Gupta, and G. Karypis, The BenjamhdCummings Publishing Company, Inc., 1994 

References: 
I .  Notes of UTK MRA Workshop on ParalleI Computing in Undergraduate Education, JICS, 
University of Tennessee, Knoxville, TN, May 26-29, 1997. 
2. Introduction to Parallel Algorithms and Architectures by F. T. Leighton, Morgan Kaufmann 
Publishers, 1992. 
3. Parallel Programming with MPI by P. S. Pacheco, Morgan h u f m a n n  Publishers, Inc., 1997 
4. Using MPI: Portable Parallel programming with the Message-Passing Interface by W. Gropp, E, 
Lusk, and A. Skjellum, The MIT Press, 1995 
5. High Perforname Computing and Its Applications in the Physical Sciences by D. A. Browne etc. 
(ed.), World Scientific publisher, 1994. 

Course Qbiective: 
The course is designed for undergraduate students majoring in computer science. The introduction 

of basic parallel processing concepts, design and performance analysis of parallel algorithms, parallel 
processing programming languages, hardware, and some popular commercial machines will be done in 
this entry level course. 
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Modes of Instruction: 
Large group lectures, independent study, self-instructional techniques 

teaching of this course. YOU are encouraged to discuss any questions with 

Materials of Instruction: 
Textbook, different reference books and supplementary materials will 

will be employed in the 
your instructor. 

be used in this cIass. A 
survey of existing commercial machines will be done by each student enrolled in this course. 

Course Description: 
1. Introduction 
2. An overview of parallel computing: Hardware and Software issues 
3. Basic Communication Operations 
4. Performance and Scalability of Parallel Systems 
5 ~ Basic Considerations concerning Data Structures 
6 .  Parallel Algorithms: Sorting, Fast Fourier Tmsfom, Linear Equations, and Dynamic 
Programming 
7. Parallel Programming 
8. Other suggested topics 
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Abstract 

, The power and utility of personal computers continues to grow exponentidly though (1) 
advances in computing capabilities through newer microprocessors, (2)  advances in microchip 
technologies, (33 electronic packaging, and (4) cost effective gigabyte-size hard-drive capacity. 
The engineering curriculum must not only incorporate aspects of these advances as subject 
matter, but must also leverage technological breakthroughs to keep programs competitive in 
terms of their infiastmcture (Le., delivery mechanisms, teaching tools, etc.). 

An aspect of these computing advances i s  computer modeling and simuIation of engineering 
problems. Many engineering problems require significant computing power, and some complex 
problems require massive computing power. 

An example of a complex problem is a model that combines several aspects of a flight vehicle. 
Such a model might include fluid-solid interaction, heat transfer and dynamic loading of 
structures, all of which are coupled. Such models C ~ R  easily consume massive computing 
resources, such as a supercomputer. To provide a conventional supercomputer on a dedicated 
basis to OUT faculty and upper level students is not feasible. It is feasible, however, to provide 
computing power adequate for teaching and student research in the form of clustered personal 
computers. Clusters can be acquired over time as individual computer purchases and configured 
by our own departmental personnel. Parallel computing software to exploit the clusters is 
available for computer operating systems like Unix, Windows NT or Linux. Clusters ~ I S Q  have 
the advantage that they can be used as stand alone computers in a laboratory environment when 
they are not operating as a parallel computer. 

Proceedings of the 200lAmerican Society for Engineering Educarion Annual Conference & Exposition 
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This paper describes how the Mechanical Engineering program introduces engineering students 
to high performance computing, and parallel computing in particular, without adding courses to 
the curriculum. The Mechanical Engineering Department at Alabama A&M University has 
undertaken the High Perfomance Computing Initiative to Enhance Engineering Education. 
Under this initiative we not only introduce undergraduate students to high performance 
computing but also make it an integral part afthe undergraduate curriculum. 

Our high perfomm~e computing initiative was Iaunched with funding from the Department of 
Energy (DOE) Alliance fox Computational Science Collaboration (ACSC) project. A high- 
performance computing laboratory to support the initiative was established in the Mechanical 
Engineering Department. 

This project provides faculty and students the opporhrnity to become involved in computational 
science projects of interest to national laboratories and research institutions. DOE support 
provides science, engineering and mathematics @EM) undergraduate majors with scholarships 
to work under the mentorship of faculty members in projects involving high performance 
computing. There are currentIy twelve scholarship recipients. The recipients include students 
from MechanicaI, EIectricaE, and Civil Engineering, Computer Science and BioIogylChernistry. 
Seven of them are from the Mechanical Engineering Department. Among these recipients, three 
multi-disciplinary teams were fomed to conduct guided research. The projects include research 
and training in areas such as computational fluid dynamics, finite element analysis and advanced 
propellant characterization for propulsion. This paper describes the implementation ~ ~ Q C ~ S S  for 
introducing high performance computing to undergraduates md the assessment method to 
evaluate the effectiveness of this approach to enhance engineering education. 

I. Introduction 

For problems like global climate modding, groundwater modeling, hwnan genome mapping, 
weather forecasting, vehicle dynamics, molecular dynamics, and others., computer power is 
never sufficient. In the field of computational fluid dynamics (CFD), the problem size grows as 
the square (2D) or cube (3D) of the grid resolution. Large CFD problems, such as modeIing the 
airflow around a complete aircraft, require hundreds of giga FLOPS (GFLOPS)) and 
tremendous memory allocations to complete in a reasonable time. Consider the following global 
climate modeling parameters. 

one grid point per square kilometer 
15 vertical levels fiom sea level up to 14 Mometers, 
six primary time dependent variables (updated once per minute at each grid point 

It is estimated that to cover the entire earth surface, it requires the computer to process three 
Gigabytes of data [I]. To mn even higher resolution models than the one described may require 
an impractical amount of time and memory using a serial high perfomance compwter. In the 
past few years, computer speeds have increased from Megaherz to GigaHerz, and faster 

Proceedings of the ZOOIArnepican Sociey for Engineet.mg Education Annual Conference c? Exposition 
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chips are still to come. However, computer speeds may approach fundamental speed limits, in 
the next two or three decades. Also associated with the faster chips are problems of heat 
dissipation. It is generally agreed that continued performance gains beyond these limits can onIy 
be achieved by concurrent execution of programs on multiple processors. As indicated by [l], 
“the greatest gain in computing performance since 1989 has been through the move to large- 
scale paraIleEism.” 

High performance parallel processing can significantly reduce the wall clock time required to 
execute a program. It also facilitates a huge amount of total memory, which is necessary to solve 
the largest problems. It can be cost effective to use a cluster of workstations or PCs as a parallel 
computer. ParalleI computing can be achieved through implementation of the ParaIleI Virtual 
Machine (PVM) Message Passing Interface @PI) libraries on such platforms. Great efforts 
have been made towards parallel computing applications for engineering in the past few years. 
Significant achievements have been accomplished in the field of computational fluid dynamics, 
in particular. 

11. Need for Minority Scientists in Computational Science 

“There f i  an uqent need toprepare an increasingly diwrsepopulation from a multi-cultural world for 
academic, government, and industv careers in Science, Mathematics, Engineering and Technology 
(SlWErl. According to the US 2990 census. the tutd USpopulatiorP was 248,709,873 in 1990. Of Ihese, 
approximately 51 % were women, 29,986,060 (w 1.2%) were African American, 22,354,059 (or 9%) 
Hispanic, and 1,878,285 (or S %) Native American. As ofIPP5, of the ford US civilian fabarforce (132 
million), only 627,000 had Ph.D. degrees in SMETand only 341,000 of these were employed in SMET 
fields. Ofthese 341,000, onI9 55,210 (or 162%) were women, 7270 (or 2.1%) Hispanic, 5500 (or 1,6%) 
African American, nttd 81 0 (or 0.2%) Ne five American.” 

--- DOE Alliance for Computational Science Collaboration (ACSC) FYOQ STRATEGIC PLAN [Z]. 

The Department of Energy Alliance for Computational Science Collaboration has operated since 
October 1997 with the overall goal of training African-American and other minority scientists in 
computational science for eventual employment with DOE. Strategies designed to help produce 
future DOE minority scientists are 

0 

to involve HECU students and faculty members in computational science projects at nationaI 
laboratories and research institutions; 
to assist HBCU faculty members in integrating interdisciplinary computational science 
courses into their undergraduate cwricnla, invoIving freshmen to senior students; and 
to provide support and expertise to WBCU researchers using state-of-the-art computational 
science technologies and methodologies. 

Historically Black Colleges and Universities (€€BCUs) are the primary source of African- 
American scientists in the US, and HBCU participation is central. to the Alliance. Alabama 
A&M University is one of the HBCW members of the AIIiance. 

The question at hand is how to introduce engineering students to advanced computational 
resources without adding comes to the cu~cullum. 

Proceedipzgs of fke 2001American Society for €ngineering Education Annatal Conference & Exposition 
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III. Mechanical Engineering Department at AIabama A&M University 

Alabama A&M University (AARILr), is a land-grant historically black university. It is located 
in the northeast outreach of Huntsville, Alabama, an important world center of expertise for 
advanced missile, space transportation and electronics research and development. Among the 
leading industry and government organizations located in this area are NASA Marshall Space 
Flight Center, the Army Aviation and Missile Cormnand (AMCOM), the Redstone Technical 
Test Center, Boeing, N o r t h p  Gnzmman, Lockheed Martin and many others associated with 
high-tech. endeavors. n e s e  industries and government agencies require large numbers of highly 
trained engineers, in the areas of both manufacturing and also propulsion. 

To better seme the state of Alabama and in particular the northern part of the state, the 
Mechanical Engineering program at AAMU was formulated with two options: Manufacturing 
and Propulsion Systems. TQ provide additional adaptability in the program, a third option was 
included and designated the Genera1 option. The Mechhcal Engineering program strives to 
provide a strong foundation in engineering design, analysis, and the engineering sciences. 
Thermodynamics, Fluid Mechanics, and Heat and Mass Transfer are core courses common to all 
options. Students who pursue one of our mere specialized options in Manufacturing or 
Propulsion Systems are exceptionalIy well prepared upon graduation. For example, high level 
propulsion courses include power system integration, power plant performances, analysis and 
synthesis of gas turbine components, gas dynamics, rocket propulsion, and two consecutive 
semesters of senior design in propulsion related project. In both options, scientific computing 
and the intelligent use of computers are given special attention. As part of the vertical and 
horizontal integration of design and project development, the ME program strongly encourages 
teamwork in class projects for courses in the major. This helps students to develop a design 
portfolio starting in their freshman year. Project training continues through their capstone design 
C Q U ~ S ~ .  The projects assigned to students are often combined with on-going externally funded 
research, This aspect of program keeps the students in touch with leading-edge technology and 
current research activities in the real world. 

IV. High Performance Computing Initiative at AAMU 

The high performance computing initiative at AAMW was launched in 1999 under the support of 
the Department of Energy (DOE) Alliance for Computational Science Collaboration (ACSC) 
project. The key elements of this program at AAMU are to encourage faculty and students to 
become involved in computational science activities through student scholarships, student 
internships, student work study, coIlaborative research projects involving Oak Ridge National 
Lab ( O W )  scientists, and research proposal submission. The program promotes research and 
education relative to computational science and high performance computing. It broadens the 
research and educational capability at AAMU in a manner consistent with ow overall growth in 
sponsored research and with the teaching mission of the University. 

Proceedings a J the 2001Americun Society for Engineen'ng Education Annual Conference & Exposition 
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A High Performance Computing (WC) Laboratory using Pentiurn I1 PCs that run Linux and 
PVM, or alternatively Windows NT, has been established. A new Sun Ultra 10 was configured 
to nm high performance computing applications. Current applications include computational 
fluid dynamics, finite element analysis and grid generation. The Laboratory is located in Carver 
Complex North, where the school of Engineering and TechoIogy is hosted. This Laboratory is 
available for use by project participants and by studexits from Mechanical Engineering, Electrical 
Engineering, Civil Engineering, and Computer Science Departments, who are either involved in 
high performance computing projects or enrolled in appropriate classes during the fall I999 and 
spring 2000 semester. 

The HPC Laboratory is currently connected to the campus network via I OMbs ethernet and, in 
turn, to the Internet via a TI digital circuit. Two projects funded by the National Science 
Foundation (NSF) plus another funded by the state of Alabama last year supplied critical 
components of an OC3 Internet feed to our campus.. The OC3 circuit became operational during 
the summer of 200O.AAMU can arrange to become an Internet 2 affiliate institution when the 
need arises. These steps will permit campus projects, such as the HPC Iaboratory, to be 
connected to their collaborators at other Internet 2 institutions at 155 Mbs provided the 
departments hosting t h ~ ~  projects upgrade their local area networks (LANs) to gigabit ethernet. 

Figure 1.  High-Performance Computing Laboratory at M U ,  CCN 220. 

The initial effort to establish a high-performance computing laboratory was directed by Dr. Scott 
von Laven and Dr. Deng. Dr. Z.T. Deng was appointed as laboratory director in Fall 1999. The 
HPC Laboratory is a collaborate efforts among Alabama A&M University, the Aiabama 
Research and Education Network (AWN), and Computer Sciences Corporation. Currently, the 
high performance computing appIications are focused on parallel implementations of 
computational fluid dynamics codes and finite element structural dynamics codes. 
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High Performance Computing a3 a course topic was introduced in one of the MechankaI 
Engineering classes, ME 300, Mathematical Methods in Mechanical Engineering, taught by the 
current authors at Mechanical Engineering Department. The HPC laboratory and course 
elements help prepare students who are selected to participate in the summer internship program 
in computational science research at O W .  The high performance computing lab provides 
access to the come materials and also serve as a teaching platform for other courses in the ME 
CUrriCUIUm. 

A number of students have benefited from our efforts tu promote cemputational science under 
DOE sponsorship. Among our past students is a USA Today 1999 Academic Second Team 
member. Only 20 students nationwide are selected for each team. Another student was a 
member of the first graduating class (May 1999) to obtain BS. degrees in ME at AAMJJ. Wnder 
DOE sponsorship so far, two graduate students from Computer Science and one undergraduate 
student fiom the Department of Mechanical Engineering have been hired to assist t h e  faculty to 
conduct research on high performance computing. 

AAMU created a DOE Computational Science Scholarship program during FY 2000. The 
official program annauncernent was made through the AAh4L.J Admissions Ofice in November 
1999. Scholarship award selection criteria were deveIaped. To apply for the scholarship, a 
student needs to fill out the appIicatba form, Write an essay about their goals as they relate to 
high performance computing, and obtain a faculty recommendation letter. Upon receipt of the 
application package, a carefnl selection process is conducted based on the seIection criteria. The 
student needs to agree ta maintain GPA of 3.0 or better. Students also need to successfully 
complete a minimum of 12 credit hours per semester, and maintain a major in science, 
mathematics, engineering, or computer science. Students will have to pay for any course they 
fail or in which they receive an incomplete grade. Students are responsible for any fees in excess 
of the minimum amounts provided by DOE. The student is required to accept employment with 
the Department of Energy (one-year of employment for each year of scholarship coverage) if 
offered. The most important part of this scholarship is that students work QII interdisciplinary 
teams to assist faculty in high performance computing research and applications. Twelve 
students were awarded scholarships for the 2000-2001 academic year. Six are from Mechanical 
Engineering, two from Computer Science, two fiom Natural Sciences, me from Civil 
Engineering and one from Electrical Engineering. Three multi-discip1inq teams were formed 
to conduct guided research led by the Mechanical Engineering faculty, The student research 
projects include research and training in areas such as computational fluid dynamics, finite 
element analysis and advanced propellant characterization for propulsion (biology and chemistry 
students involved). Four undergraduate students (engineering and computer science maj ors) 
were selected to participate in the ORNL RAM Summer Internship program. These students 
expressed their strong intention to work in the field of computational science after their 
graduation. 
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VI. Assessment 

The high-performance computing initiative was externaIly evaluated by a team from Oak &dge 
National Laboratory. The project outcome was also evaluated by DOE, and fimding was 
renewed by DUE based on program merit. Each scholarship recipient's performance is evaluated 
mual ly  by faculty members. Their progress in research is evaluated primarily on project 
delivery. 

VII. Conclusion 

The High Performance Computing initiative was established at AAMU to introduce students in 
science, engineering and mathematics to the state-of-the-art computational science technology, 
Results indicate that interest in computational science in minority students has increased, 
particulady among engineering students. The initiative is geared to build stronger competence in 
modding and simulation through parallel processing and to provide leading edge computational 
science resources to both faculty and students at AAMU. The success of the High Performance 
Computing initiative has been demonstrated, and as a result funding by DOE has been sustained 
through 200 1. 
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