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1. Introduction

Given the importance of water and its well-discussed anomalies, there are a large number of monographs\textsuperscript{1-4}, reviews\textsuperscript{5,6}, and even popular literature\textsuperscript{7} that cover a much broader range of water topics than our focus on water structure. The seven volume series on water edited by Felix Franks sets the standard for comprehensive coverage of this arguably most important liquid\textsuperscript{1}. Nonetheless, water structure is a vital component of our understanding of processes in water including the origin of its peculiar properties\textsuperscript{8,9}, phase changes\textsuperscript{10}, treatment of orientational effects\textsuperscript{11,12}, hydrophobic hydration\textsuperscript{13-18}, hydrogen bonding\textsuperscript{19-21} and the benchmarking of water models\textsuperscript{22-34} and emerging \textit{ab initio} simulation methodologies\textsuperscript{35-38}. This review presents the progress of the experimental scattering and simulation fields into the twenty-first century in the structural characterization of liquid water.

This progress is measured in part by the reliability and reproducibility of the experimental data and analysis obtained for water structure under various conditions. We are especially attentive to the issue raised by Karnicky and Pings in their 1976 review of the x-ray diffraction of liquids\textsuperscript{39} that “there are many possible sources of systematic error in the quite intricate process of going from experimental count rate to the distribution functions which describe the liquid structure”. We therefore devote considerable space in this review to the procedures of scattering data acquisition, data reduction, and analysis in x-ray and neutron scattering. At the same time this exposure allows for appreciation of the fundamental difficulties of these experiments, and the important progress made by the experimental community over the last 25 years to improve the quality of scattering data on liquid water, not only under ambient conditions as recently reported by our own group\textsuperscript{40,41}, but in different thermodynamic regimes.
such as supercooled\textsuperscript{42-45} or supercritical\textsuperscript{46-50}, in confined geometries\textsuperscript{51}, or in aqueous solutions of biochemical or chemical importance.\textsuperscript{13,23,52-59}

This review also measures the progress in the simulation of liquid water structure. It is important to emphasize that the quality of a water model or simulation should be judged more broadly than the structure it produces, such as its performance for thermodynamic or phase stability properties, or to consider the intended purpose of the model to decide if more severe approximations are warranted. Given the scope of this review we will focus exclusively on the structural properties obtained by the various theoretical modeling approaches, with the understanding that one water model or approach is not to be preferred over others based \textit{solely} on better structural performance. When we consider the characterization of water structure over the liquid region of the phase diagram, it is apparent that computer simulation has played an equal, and sometimes pivotal, role with respect to experiment in both the quantitative characterization of the water liquid, and the advancement of our qualitative understanding of water and its anomalies.

2. Liquid Water Structure

The fundamental unit of water structure is the hydrogen bond. In ice I a given water molecule is hydrogen-bonded to four water neighbors in a tetrahedral structure that gives rise to a crystal made up of connected hexagonal rings. In the case of crystalline materials like ice I, x-rays and neutrons are scattered by atomic centers at discrete angles represented as sinusoidal (Fourier) components of the electron density and nuclear scattering potential of the specimen, respectively. The scattering angle, $\theta$, is determined by the spatial period of the Fourier
component that is responsible for the scattering; thus, for each scattering angle there is a corresponding Bragg spacing, $d$, which is given by

$$d = \frac{\lambda}{2 \sin(\theta / 2)} \frac{2\pi}{Q}$$

(1)

where $\lambda$ is the radiation wavelength and $Q$ is the momentum transfer. The spatial period of each Fourier component of the electron density is determined by the lengths of the unit cell vectors of the crystal. In the case of normal ice for which the solid is made up of hydrogen-bonded hexagons, the largest Bragg spacing observed with x-rays is $\sim$0.39nm. Cubic ice is also composed exclusively of hydrogen-bonded hexagons, but in this case the largest Bragg spacing is 0.37nm$^{42,60}$.

Representation of the electron density as a sum of Fourier components is equally applicable to non-crystalline materials, however, such as the water liquid. As a result it is still true that the spatial period of the Fourier component, which we can call an effective Bragg spacing, can be calculated from the measured scattering angle according to the above equation. As with crystalline materials, the amplitude of each Fourier component of the electron density is given by the square root of the scattered intensity. Information about the vector direction of the Fourier component is lost in scattering from liquids, however, unlike the case of crystals.

In the case of liquid water, the strict adherence to hydrogen-bonded hexagons of the ice crystal gives way to greater translational and rotational motion of waters and a broader distribution of hydrogen-bonded configurations, including a variety of polygons of varying sizes and degrees of puckering or distortion, all of which result in a more compact arrangement of water molecules. The electron density of the liquid is now characterized by the scattering as a diffuse water ring rather than a discrete distribution of Fourier components, and the effective Bragg spacing associated with the main water peak is found to be $\sim$0.31 nm.
Furthermore, the scattering intensity is peaked at a distance that remains larger than the center-to-center distance between individual water molecules, which is typically ~0.28nm. Thus it is clear that the most prominent Fourier components of the scattering density of pure liquid water have a repeat distance that is larger than the oxygen-oxygen nearest neighbor distance. The larger Bragg spacing tells us that the fundamental scattering unit in liquid water must be something bigger than pairs of hydrogen-bonded water molecules. In fact it is a measure of the highly associated three-dimensional hydrogen-bonded network of the water liquid. The importance of accurate experimental information, and classical and emerging \textit{ab initio} simulation methodologies, is their ability to characterize this fundamental unit of scattering to help us to understand the topology of the hydrogen-bonded network over the full phase diagram.

3. Diffraction Principles of X-ray and Neutron Scattering

Water structure is primarily determined experimentally from x-ray\textsuperscript{39,40,49,61-68} and neutron scattering\textsuperscript{9,42,45,69-75}. Scattering experiments probe the differential scattering cross-section\textsuperscript{76}, \(d\sigma/d\Omega\), defined as the ratio of the scattering cross-section \(d\sigma\) scattered into the solid angle \(d\Omega\) about the scattering angle \(\theta\)\textsuperscript{76}. This can be analyzed in terms of the first Born approximation\textsuperscript{76}:

\[
I(Q) = \frac{d\sigma}{d\Omega} = \left\langle \sum_{i,j} b_i b_j \exp(iQ \cdot r_{ij}) \right\rangle \tag{2}
\]

where the sums are over the \(N\) nuclei (in the case of neutrons) or electrons (in the case of x-rays) in the sample, \(b\) is the scattering length for neutrons of a given element, while \(b\) is replaced by a \(Q\)-dependent form factor in the case of x-rays; the \(\{r_{ij}\}\) are the positions of the nuclei or electrons; \(Q = 4\pi sin(\theta/2)/\lambda\) is the momentum transfer for the elastic scattering process where \(\lambda\) is the wavelength, and the brackets correspond to a thermal average in Eq. (2). In applying this
formula it is required that various corrections to the experimental data have been made, accounting for effects such as incoherent scattering, beam polarization, multiple scattering, inelastic effects, container absorption, etc., which we return to in Section 4.

The fundamental difference between neutron and x-ray scattering is the mechanism by which the incident radiation interacts with the material, which in turn leads to several important differences in how the experimental data is obtained and corrected. X-rays are scattered by the electron density of an atom or molecule, and the scattering cross-section of an atom increases in direct proportion to the square of the number of electrons or atomic number, Z; in the case of water or ice the x-rays “see” the electron clouds contributed by oxygen’s eight electrons better than the single electron attributable to hydrogen. X-rays probe atomic dimensions within an order of magnitude of the x-ray wavelengths, so that the radiation scattered by the electron cloud on opposite sides of the atom results in a different path length that gives rise to a shift in phase, and decreasing the scattering power with increasing scattering angle\(^{77}\). Because x-rays probe the distribution of electrons, the scattering is usually not spherically symmetric in molecularly interesting materials, and the redistribution of charge upon chemical bonding or polarization in the condensed phase can effectively decrease or increase the effective atomic number, making the analysis of the experimental data more challenging, which is the case for liquid water as we shall see later\(^{41,78}\).

Neutrons interact directly with the nuclei within a molecule, and the strength of the scattering interaction varies irregularly with atomic number, so that even isotopes of the same element do not have the same neutron scattering cross-section or scattering length\(^{79}\). For example, the most significant isotopic variation occurs for hydrogen, which has a coherent scattering length of \(\approx -3.74\text{fm}\), while for deuterium the scattering length is \(6.67\text{fm}\). Neutrons are
therefore sensitive to hydrogen and differences between its isotopes, which permits observation and measurement of the hydrogen structural correlations in water that are not easily obtainable by x-rays.

X-ray photons have typical wavelengths of 0.5-1.8Å, and are most typically generated by conventional anode generators that offer the advantage of in-house capabilities found in individual laboratories worldwide, as well as the bright light of synchrotron sources that are available only at national facilities. The flux of photons produced by x-ray synchrotrons is several orders of magnitude higher than the flux on a neutron beamline. The increased flux can be very beneficial when collimating the beam to a spot size of few mm in diameter, and for increasing the experimental throughput based on reduced exposure time needed. $Q$-ranges covered are typically $0.3\,\text{Å}^{-1} < Q < 15\,\text{Å}^{-1}$ in typical water diffraction experiments.

The various diffractometers used in neutron scattering rely on either reactors or spallation sources for neutrons $^{80,81}$. Reactor sources are continuous and typically select neutrons of a specific wavelength from the beam using a monochromator. Spallation sources have higher intensity neutrons than reactor sources, and the neutrons exhibit a range of wavelengths. $Q$-ranges covered for reactors that use monochromators is similar to x-ray, while spallation sources cover a wide $Q$-range of approximately $0.5\,\text{Å}^{-1} < Q < 35-50\,\text{Å}^{-1}$.

The scattered radiation signal is captured by a detector, or detector element, of dimensions $dx \times dy$ positioned at some distance, $L$, and scattering angle from the sample, and records the flux of radiation scattered into a solid angle element, $d\Omega = dx\,dy/L^2$. Single point detectors have been used to collect x-ray structural information from water, but area detectors offer several important advantages over single point detectors, including reduction of background signal and greater statistics, a larger range of Q-space data collected at the same
time, and the collection of several perspectives of the same data that provides an important benchmark for validation of the subsequent data processing. The use of charge coupled device (CCD) area detectors for x-ray diffraction began around 1995 and has become increasingly popular\textsuperscript{82-84}. Commonly available CCD detectors are typically flat and require geometric corrections to the data to account for the variations in the radius; we return to these corrections later in this Section.

The detection of neutrons is typically accomplished through an array of individual detectors (although one- and two-dimensional linear and area detectors are sometimes used) composed of a gas of $^3\text{He}$, for example, or scintillator materials based on $^6\text{Li}$, that detect the neutron as a charge produced from a nuclear reaction\textsuperscript{81}. The primary issues in devising a neutron detector is to create high sensitivity to neutrons while remaining insensitive to background events (such as $\gamma$-rays), and to minimize the loss of signal due to the “dead-time” of the detector. Gas detectors have the advantage of good discrimination against $\gamma$-rays, while scintillator detectors have better sensitivity relative to gas detectors, with a dead time on the order of hundreds of nanoseconds, and both realize good insensitivity to $\gamma$-rays\textsuperscript{81,85}.

4. Data Analysis Procedures in Experimental Scattering

4.1. X-Ray Scattering

It is conventional in the analysis of the x-ray scattering from molecular liquids to further separate Eq. (2) into contributions from individual molecules (self-scattering), also known as the molecular form factor or $<F(Q)^2>$, and that arising from intermolecular correlations, $S(Q)$. In the case of x-rays the assumption is commonly made that the scattering can be represented as arising
from independent neutral atoms, each with a spherical electron density distribution. Within this approximation, the experimental intensity is now defined as

\[ I(Q) = \sum_{i,j} x_i x_j f_i(Q) f_j(Q) \sin Qr_{ij} + \sum_{i \neq j} x_i x_j f_i(Q) f_j(Q) S_{ij}(Q) \]  

(3)

where \( x_i \) is the atomic fraction of atom type \( i \), \( f_i(Q) \) is the \( Q \)-dependent atomic scattering factor\(^{22} \) for atom type \( i \), and \( r_{ij} \) is the intramolecular distance between atom centers. The intermolecular correlations are determined by the Fourier transform relation

\[ S_{ij}(Q) = 1 + 4 \pi \rho \int_0^\infty r^2 dr \left[ g_{ij}(r) - 1 \right] \sin \frac{Qr}{Q} \]  

(4)

where \( \rho \) is the atomic number density and \( g_{ij}(r) \) is a partial radial distribution function between atom types \( i \) and \( j \). The partial structure factors, \( S_{ij}(Q) \) are the most fundamental aspect of structure of the hydrogen-bonded network in water that we can determine directly from scattering experiments.

In any scattering experiment, several corrections must be applied to the raw data image in order to report a meaningful intensity that can be compared to other experiments, and from which radial distribution functions can then be extracted. Part of the raw collected intensity is unwanted scattering from the sample container or windows, scattering by air or helium in the path length of the beam, as well as spurious peaks that arise from back scattering from the lead beam stop. The sample holder and air scattering are usually removed by measuring the intensity with an empty sample holder that is then subtracted from the intensity recorded after the sample holder had been filled, while the sharp back scattering peaks may be manually removed.

Because the intensity of the scattered radiation experiences a \( 1/a^2 \) fall-off before reaching the detector and recorded, and the geometric position of individual pixels of a flat plane area detector are at different values \( a_i \) from the sample, x-ray data is further corrected by multiplying
a given pixels intensity by $a_i^2$ based on careful measurement of the sample and detector geometry. Additionally, pixels may not be oriented perpendicular to the incident x-rays they collect, so that an additional data processing step is required that amplifies the intensity based on the dot product of the incoming intensity vector and the normal vector to the face of the pixel. Furthermore, because all pixels are not equally sensitive, each pixel’s relative sensitivity is calibrated by what is often referred to as the flat field correction. It is important to know what type of flat field correction is being used by the detector software in the processing of image read-out since the radial dependence of radiation fall-off and pixel orientation that must be applied to flat area detectors may be partially taken into account by the manufacturer in the flat field correction.

In x-ray scattering we must correct the raw intensity for radiation that is absorbed by the sample and which never reaches the detector. The absorption of x-rays (and neutrons) follows Beer's Law and has the generic form

$$I = I_0 \exp(-\mu_p t)$$  \hspace{1cm} (5)

where $I_0$ is the intensity if there were no absorption in the sample, $I$ is the measured intensity, $\mu_p$ is the product of the x-ray absorption coefficient and the density of the water sample, and $t$ is the sample thickness. Further geometric factors must be considered when the incident beam is at an angle to the sample, as well as the fact that the absorption event can occur along the effective path length, $t$, a variable that must be integrated over. For example, using a transmission geometry for a flat slab sample tilted at an angle $\tau$ between the plane of sample and the incident x-ray beam, the absorption correction was of the form\(^4^0\)

$$\frac{I}{I_0} = \left[ \exp\left(\frac{-\mu_p t}{\sin \tau}\right) - \exp\left(\frac{-\mu_p t}{\nu} \right) \frac{\nu \sin \tau}{\mu_p (\sin \tau - \nu)} \right]$$  \hspace{1cm} (6)
where \( \nu \) has the form \( \nu = \cos \theta \sin \tau + \sin \theta \cos \phi \cos \tau \). Similarly, neutron scattering also has a number of functional forms for the absorption correction that are dependent on the sample geometry, which are well described in [81].

The raw scattering data also requires a correction due to the polarization of the source\(^{86}\). If the incident radiation is unpolarized (random orientation of the electric vector of the radiation), as is common for rotating anode sources, then the polarization correction is given by

\[
P = \frac{1}{2} \left( 1 + \cos^2 \theta \right)
\]  

(7)

When the incident radiation is polarized (such as the synchrotron x-ray experiment reported in [\(^{40}\)])\), the in-plane and out-of-plane polarization is treated separately, and the measured intensities must be rescaled by the factor

\[
P = P_{\text{in-plane}} \left[ I - (\sin \phi \sin \theta)^2 \right] + P_{\text{out-plane}} \left[ I - (\cos \phi \sin \theta)^2 \right]
\]  

(8)

where \( P_{\text{in-plane}} \) and \( P_{\text{out-plane}} \) are the fractional polarizations of the beam in the plane and out of the plane of the circulating electrons, respectively.

True structural information is only contained in coherent, single scattering events. The effect of multiple scattering, with double scattering as the leading term, must be corrected when thick or dense samples are used. Bright x-ray synchrotron sources now permit the use of very thin water samples, so that secondary scattering events are not a significant problem. They are also not a problem because the x-ray absorption cross-section is large compared to the scattering cross-section. An estimate of the ratio of multiple scattering\(^{87}\) to primary scattering is less than 1% for samples with \( \mu_p t \approx 0.1 \) in the case of x-ray scattering. With neutrons the ratio of capture to scattering cross-section is much smaller, so there is a much greater chance multiple scattering
can occur. Monte Carlo simulations are used to determine the ratio of primary to secondary
scattering probabilities.

In the case of x-rays, one of the two greatest sources of systematic error is due to
radiation that is incoherently scattered, or the Compton effect. Only coherently scattered
radiation carries any intermolecular structural information about the sample, with the incoherent
scattering carrying only information about the atoms acting alone (i.e. no diffraction). Incoherent
scattering manifests itself as a $Q$-dependent signal in the case of Compton scattering. Using
conservation of energy and conservation of momentum, and the Planck relationship and
relativistic energy expression, the following standard Compton formula is derived:\cite{88}:

$$\lambda_f = \lambda_i + \frac{h}{m_e c} (1 - \cos \theta) \quad (9)$$

More complicated functional forms of the Compton scattering correction will depend on whether
the x-ray experiment is conducted with an energy dispersion technique.

Theoretical estimates for the Compton scattering corrections use inelastic scattering
intensities derived from wavefunctions calculated with Hartree Fock and minimal basis sets\cite{89},
and with electron correlation using both the CISD and CCSD levels of theory and basis sets that
include polarization and diffuse functions.\cite{90,91} The Compton scattering calculations using CISD
and CCSD theories agree accurately with incoherent scattering from experiment on water.\cite{92}
Fitted Compton scattering curves to the CISD calculations are available for water, and are
therefore accurate for removal of the unwanted Compton scattering from the total measured
intensity.

A second source of systematic error in x-ray scattering is the commonly made
assumption of the Debye approximation (Eq. 3) that the scattering can be represented as arising
from independent neutral atoms, each with a spherical electron density distribution\cite{93}. However,
approximating the electron density distribution of water as a superposition of electron densities centered on the individual atoms is unlikely to be representative of the true charge distribution.

Figure 1 shows the molecular form factor, $\langle F(Q)^2 \rangle$, for the gas phase water monomer based on the Debye independent atom approximation, with that derived from electronic structure calculations $^{90,94,95}$; the CI theoretical results reproduce the experimentally determined molecular form factor from recent x-ray scattering studies of gas-phase water after subtraction of incoherent scattering $^{67}$. The Debye approximation in the region of 1.0–4.0 Å$^{-1}$ differs significantly from the CI results. Unfortunately, this corresponds to the region of most interest for extracting the intermolecular correlations of water.

While we can state with certainty what is $\langle F(Q)^2 \rangle$ for the water monomer in the gas phase, the intramolecular term in Eq. (3) should correspond to the electron distribution around the water monomer in the condensed phase. We know that the charge distribution changes significantly from the gas phase to the liquid based on the observed gas phase dipole moment of 1.85D$^{96}$ while it is estimated to increase to 2.6-3.0D in the liquid phase$^{36}$. This change in dipole reflects that the water molecule in the condensed phase is much better represented as having far more charge around the oxygen atom than is the case for the isolated atom. The Debye approximation has the effect of overly weighting the hydrogen correlations in the predictions and further obscuring whether or not a simulated or extracted $g(r)$ corresponds to reality.

Deviations from the independent atom model due to chemical bonding effects have been known and studied for many years in the small molecule x-ray diffraction literature$^{78,97,98}$, and more recently in solution scattering$^{41,57}$, and in the context of appropriate form factors for electron crystallography$^{99,100}$. We have recently introduced a modification of the atomic scattering factors for liquid water which rescales them properly at low $Q$ where chemical
bonding effects are known to be significant, while retaining their values at large \( Q \) where chemical bonding effects on the core electron distribution should be negligible\(^{41}\). The modified atomic scattering factor (MASF) \( f'(Q) \) is of the form

\[
f'(Q) = \left[ 1 + (\alpha - 1) \exp \left( -\frac{Q^2}{2\delta^2} \right) \right] f(Q)
\]

where \( f(Q) \) is the atomic scattering factor for the isolated atom, \( \alpha \) is a scaling factor giving the redistribution of charge, and \( \delta \) is a parameter to be fit, representing the extent of valence-electron delocalization induced by chemical bonding. For gas phase water, we choose \( \alpha \) to correspond to the gas phase dipole moment while for liquid water we choose \( \alpha \) to correspond to the condensed phase dipole moment of 2.8D; the unknown parameter \( \delta \) was fit by requiring the Debye expression curve to agree with the \textit{ab initio} CI results for gas phase water\(^{41}\). Figure 1 shows that the Debye expression using the modified atomic form factors agrees excellently with the CI results. The advantage of the MASF formalism lies in the firmer foundation it provides for extraction of the oxygen-oxygen (OO) and possibly oxygen-hydrogen (OH) correlations from the experimental scattering curves. With the proper scaling, they allow the correct weighting of OO and OH correlations, allowing one to extract \( g_{OO}(r) \), i.e the internuclear distances, and not only a molecular centers radial distribution function.

### 4.2. Neutron Scattering

In neutron scattering, we also work with Eq. (1), but it is now more useful to consider the differential scattering cross-section in terms of self- and distinct-scattering\(^{101}\)

\[
\frac{d\sigma}{d\Omega} = \left( \frac{d\sigma}{d\Omega} \right)_{\text{self}} + \left( \frac{d\sigma}{d\Omega} \right)_{\text{distinct}}
\]
As is the case for x-rays, no diffraction information about the sample is contained in the incoherent scattering. The advantage of this division of the scattering cross-section is to isolate the unwanted effect of incoherent scattering into the self-scattering term.

\[
\frac{d\sigma}{d\Omega}^{\text{self}} = (b_O^2 + b_D^2) + 2\frac{\sigma^{\text{incoherent}}}{4\pi}
\]  

(12)

The contribution of incoherent scattering comes from either hydrogen or deuterium, since the incoherent cross-section of oxygen is zero. Since the incoherent scattering cross-section of hydrogen is extremely large, many neutron scattering experiments focus on D$_2$O instead.

The distinct part of the scattering is fully coherent, and has contributions from both intermolecular and intramolecular scattering

\[
\left( \frac{d\sigma}{d\Omega} \right)^{\text{distinct}} = \left( \frac{d\sigma}{d\Omega} \right)^{\text{intermolecular}} + \left( \frac{d\sigma}{d\Omega} \right)^{\text{intramolecular}}
\]  

(13)

The water liquid scattering factor, $S(Q)$, is directly related to the distinct scattering term,

\[
S(Q) = \frac{\left[ \left( \frac{d\sigma}{d\Omega} \right)^{\text{distinct}} + (b_O^2 + 2b_D^2) \right]^2}{(b_O^2 + 2b_D^2)^2}
\]  

(14)

which can be rewritten in terms of the molecular form factor, $<F(Q)^2>$, and a scattering function, $D_M(Q)$, that contains all of the intermolecular correlations

\[
S(Q) = D_M(Q) + \left< F(Q)^2 \right>
\]  

(15)

A pair correlation function, $g_L(r)$ can be determined by Fourier transform of $D_M(Q)$

\[
4\pi r \rho_M g_L(r) = \frac{2}{\pi} \int_0^\infty QD_M(Q)\sin(Qr)dQ
\]  

(16)
where $\rho_M$ is the molecular density, and $g_L(r)$ is composed of the following weighted contributions from the partial pair correlation functions (with the coefficients relevant only for D$_2$O):

$$g_L(r) = 0.489g_{OD}(r) + 0.421g_{OD}(r) + 0.090g_{OO}(r)$$  \hspace{1cm} (17)

This result indicates that the signal is dominated by D-D and O-D correlations, although the resulting $r$-space quantity can’t separate out these two site-site correlation functions directly.

The technique of isotopic substitution pioneered by Enderby$^{52}$, and since used by other groups$^{55,73}$, has provided a new approach for obtaining all three site-site correlation functions for liquid water. By performing three measurements on pure H$_2$O, pure D$_2$O, and a mixture of H$_2$O and D$_2$O, we can exploit the scattering contrast of hydrogen and deuterium to isolate the three site-site correlation functions directly$^{52}$. The primary problem with this approach is the large uncertainty in the inelasticity correction when all three correlation functions are extracted from the intensity scattering data$^{102,103}$.

For water the inelastic scattering is a background signal that is weakly dependent on $Q$, and is primarily contained in the self-scattering term. It has been shown elsewhere$^{104}$ that the distinct part of the scattering is not strongly affected by inelasticity, but nonetheless $S(Q)$ cannot be isolated until an inelasticity-corrected self-scattering term is determined$^{104,105}$. In principle its subtraction should be straightforward, and the remaining distinct scattering would isolate the desired radial distribution function(s). However, a problem arises in practice that the measurement is not performed at constant $Q$, but instead the cross-section is measured at constant scattering angle $\theta$. This measurement at constant $\theta$ means that the integrand of Eq. (16) is a different function, which now accounts for detector efficiency, incident and scattered flight paths, and incident neutron spectrum energy. This different integration path also means that the
inelastic scattering contained in the self-scattering term is no longer a simple Q-independent background signal, and therefore the subtraction of self-scattering to isolate $S(Q)$ is very difficult.

Placzek has devised a correction to the inelasticity problem based on an expansion of the revised integrand, to give the desired $S(Q)$ as the leading term\textsuperscript{106}. Since the first few moments arise mostly from recoil effects, the “conventional” Placzek approach is to correct for inelastic scattering using a mass expansion in powers of neutron mass to atomic mass instead whose first and second moments are analytically known. Because the Placzek approach is only viable for a rapidly convergent expansion in mass ratios of neutron to atomic mass (and the correction is more complicated for molecules where an effective mass is ill-defined), it is clearly less applicable to hydrogen-containing or low molecular weight materials such as water. Furthermore, the inelasticity corrections become more difficult for higher temperatures and low neutron energies as discussed in\textsuperscript{102,105,107}.

Essentially the problem of inelasticity corrections to spallation neutron data can only be solved numerically for water. For example one approach discussed by Soper and Luzar, is to estimate the self scattering by a Chebyshev polynomial fit, made consistent with Krogh-Moe normalization (essentially, the requirement that the radial distribution function $g(r)$ be zero below some minimum value of $r$) through a maximum-entropy method\textsuperscript{108}. Zetterstrom et al. have parameterized the Van Hove dynamic self scattering law\textsuperscript{105,107}, while more recently the removal of inelasticity is attempted using the empirical potential structural refinement (ESPR) method\textsuperscript{109}. Alternatively, Bellissent-Funel, Bosio, and Teixeira\textsuperscript{110} fit the first few moments of the Placzek expansion by enforcing the condition that the Fourier transform of $S(Q)$ (Eq. (16)) from their
reactor data exhibit no density at low $r$, since the intramolecular scattering contributions have been removed from the scattering factor.

Before we can extract the radial distribution functions from the experimental intensities, we must place the intensities on an absolute scale. The Krogh-Moe\textsuperscript{111} and Norman\textsuperscript{112} methods are typically the approach used to normalize scattering data for x-rays. These so-called integral methods find the scale factor $\beta$ required to put the data on an absolute scale with intensity in appropriate units, which uses the fact that as $r$ goes to zero, $g(r)$ goes to zero. In the case of x-ray data the scale factor $\beta$ is given as

$$
\beta = - \frac{2\pi^2 z^2 \rho + \int_0^{Q_0} Q^2 \left[ f^2(Q) + I_{\text{incoherent}}(Q) \right] dQ}{\int_0^{Q_0} Q^2 I_{\text{experiment}}(Q) dQ}
$$

where $\rho$ is the molecular density (in molecules/Å\textsuperscript{3}); $z$ is the number of electrons per water molecule, $Q_0$ is the maximum value of momentum transfer available in the experiment; $f(Q)$ is the water molecule molecular form factor; $I_{\text{incoherent}}(Q)$ is the incoherent or Compton scattering from the sample; and $I_{\text{experiment}}(Q)$ is the experimental curve to be normalized. Alternatively, for data that is available at very large $Q$, the experimental intensity should match the structureless free atom intensity

$$
I(Q) = \beta f^2(Q) \bigg|_{\text{high } Q}
$$

While in principle these methods should give the same absolute scale, it has been stated that the integral methods are more accurate since they use the whole of the experimental intensity curve.\textsuperscript{39} In the case of neutron scattering, the use of Eq. (18) or (19) are avoided by using a vanadium sample to calibrate the detectors for efficiency and solid angle, and to put the data on an absolute scale.
4.3 Extracting radial distribution functions from scattering data

Straightforward application of Eqs. (2)-(4) to extract the \( g(r) \)'s for water from the \( S(Q) \)'s is not possible due to the errors introduced by experimental truncation in \( Q \)-space. The apparent exception to this is the composite \( g_L(r) \) defined in Eq. (17) that is formulated to avoid truncation errors\(^{110}\). Otherwise, the \( g_{oo}(r) \) obtained from such a procedure has spurious peaks introduced by the truncation and does not display the proper limiting behavior at small \( r \).\(^{62,66}\)

One possible approach for avoiding these truncation errors for extracting \( g(r) \)'s is to use a \( Q \)-space continuation method\(^{113}\) in which the experimentally truncated \( Q \)-space is extended to infinity based on the analysis that the first coordination shell in water is more cleanly separable in \( Q \)-space than \( r \)-space, and in fact dominates the scattering correlations beyond 7-9 Å\(^{-1}\).\(^{41,66,113}\)

A gaussian function is used to describe this first shell coordination in \( r \)-space

\[
\Gamma (r) = \frac{\alpha}{\sqrt{4\pi \gamma}} \exp\left( -\frac{(r - r_{\text{max}})^2}{4\gamma} \right)
\]

where \( \alpha \), the area under the Gaussian, \( r_{\text{max}} \), the position of the maximum in the first peak, and \( \gamma \), related to the width of the Gaussian, are parameters that are fit to the tail of the scattering data at the largest available values of \( Q \).\(^{66,113}\) The radial distribution function of molecular centers is then given by

\[
4\pi r \rho g (r) = \Gamma (r) + 4\pi r \rho + \frac{1}{2\pi} \int_0^{Q_{\text{max}}} \left[ Qi(Q) - y(Q) \right] \sin(Qr) dQ
\]

where

\[
y(Q) = \alpha \exp(-\gamma s^2) \sin(Qr_{\text{max}})
\]

that ensures that the difference function in the integrand of Eq. (21a) goes to zero well before \( Q_{\text{max}} \), thereby avoiding termination ripples in the extracted \( g(r) \)'s.\(^{66,113}\)
Our group recently introduced a procedure that differs from the above approaches in that we proceeded from combinations of real-space functions to find the optimal \( g_{oo}(r) \) which best fit the experimental data\(^{41}\). The advantages of working in real-space while fitting the experimental curve is that we remain the entire time in a space of functions that satisfy the important small-\( r \) and global constraints on possible \( g_{oo}(r) \)'s. Truncation errors in \( Q \)-space are no longer a problem, and we can address the issue of what range of RDF's will satisfy the data in the given experimental \( Q \)-range. However, truncation in \( r \)-space is now a possible problem, depending on how far our basis functions continue in real-space. Fortunately, this only affects the low-\( Q \) region of the predicted scattering curve, where the behavior of the pure water scattering curve at smaller angle is mostly uninteresting and simply describes the lack of significant long-wavelength correlations in liquid water. The \( Q=0 \) value of the scattering curve gives the isothermal compressibility of water and enforces a constraint on the total integral of the RDF's. However this constraint should be enforced only strictly at the \( r=\infty \) limit of the RDF's, and can only be used as an approximate constraint at finite values of \( r \).

Reverse Monte Carlo (RMC)\(^{114,115}\) was introduced by McGreevy and Puszati in 1988 to provide a more objective approach for constructing RDF's from real scattering data obtained on condensed phase disordered systems, with no reliance on a theoretical potential energy surface at a given thermodynamic point. In RMC, atom or molecule configurations are generated from a normal probability distribution of the difference between a calculated and experimental structure factor, whereas in Metropolis Monte Carlo the configurations generated follow a Boltzmann distribution of energies.

However it appears that the experimental data alone is inadequate for generating physically sound molecular configurations. The underlying noise or truncation of the
experimental data at high $Q$, make the region of zero density due to the excluded volume of atoms or molecules ill defined or unphysical. The corresponding three-dimensional structure of the liquid may also be poor, since the RMC approach assumes that the superposition approximation is valid. For liquids like water, where non-additivity of the intermolecular potential is well known, higher order correlations (angular correlations of hydrogen-bonding for example) can deviate significantly from the tetrahedral network that describes liquid water structure using RMC.

Although RMC was originally motivated to not rely on a model for the intermolecular potential, practical extensions of the RMC method requires at least a geometrical model of the water molecule, some constraint that mimics the short-ranged repulsive behavior between molecules known to be vital determinant of fluid structure, and often a starting configuration that derives from a molecular simulation of a water. An example of such a practical approach is to define constraints based on the experimental scattering data on an existing model potential, such as Soper’s empirical potential structural refinement (EPSR). The reference potential is usually a simple model form, such as the SPC/E water potential, that acts between sites, and added to this is a “potential of mean force” based on the best guess of the experimental radial distribution function

$$W_{\alpha\beta}(r) = -k_B T \ln \left[ g_{\alpha\beta}(r) \right]$$

(22)

to give an effective potential

$$V_{\alpha\beta}(r) = V_{\alpha\beta}^{ref}(r) + k_B T \ln \left[ g_{\alpha\beta}^{Calc}(r) / g_{\alpha\beta}^{Expt}(r) \right]$$

(23)

The effective potential is updated frequently after particle moves until consistency in the potential is reached, after which statistics on the refined partial radial distribution functions can be collected. The use of a reference potential has helped avoid some of the artifacts of deriving
unphysical \( g(r) \)’s from the experimental data alone, as well as overcoming the problem of incomplete subtraction of the inelasticity error\(^{116} \). At the same time it has helped provide insight into the possible inadequacies of the reference potential itself, and important feedback as to how simple model potentials can be improved in the future.

5. Classical and Quantum Simulations of Water Structure

We now turn to the theory and simulation of water structure. The allure of simulating water is that most if not all relevant structural, kinetic, and thermodynamic observables can be calculated at one time, in the context of a molecular model that provides insight and new hypotheses. At worst simulation provides a venue for telling us what is not water-like or what physics is missing when calculated properties from the model disagree with the best experimental data sets available. Under the best of circumstances, when the numerical approximations are well understood or controlled and theory agrees well with experiment, simulation can provide a more global view of the versatility of the water fluid outside of the window of experimental observation.

A more comprehensive review of water models can be found in [117], and a review of modeling water under supercritical conditions can be found in [118]. In this review we focus less on the specific models but more on the underlying modeling approach. Therefore we consider an overview of modeling approaches starting with simple two-body empirical force fields originating from Rahman and Stillinger’s realistic ST2 model, to more recent models that incorporate many-body effects through polarizability, and finally to first principles molecular dynamics studies based on well-defined approximations to the Schrödinger equation.
In the classical simulation arena, empirical water force fields have been developed for the neat liquid over the last several decades by fitting to liquid-state properties at ambient conditions. Some of the first simulation-based water models assume a rigid water geometry, with bond lengths close to 1Å, bond angle somewhere between 104.5° and 109.5°, with the intermolecular potential typically composed of pair wise nonbonded interactions using Lennard-Jones 6-12 terms and Coulomb's Law for electrostatic interactions between atom sites.\(^{22,24-27}\)

\[
V_{ij} = \frac{q_i q_j}{r_{ij}} + 4\varepsilon_{ij} \left[ \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^6 \right]
\]  

(24)

The interaction between water molecules is the sum over all site interactions. It is not necessary that the interaction sites correspond to the atomic centers. There are important parametric variations based on Eq. (24) that may include attenuation of the point charge interactions based on the O-O distance as in the ST2 and ST4 models\(^ {11,22}\), or that the Lennard-Jones interaction is only carried by the oxygen centers for most all classical water potentials, or even that the parameterization depends on use of a cut-off based on radial separation of water molecules as in the TIP series of water models\(^ {26,27}\). Rigid, fixed charge models can be viewed as "effective" potentials that inherently include quantum effects and electronic polarization through parameterized condensed phase values of the water dipole moment for example. These models are still used routinely in the simulation of water properties, but especially in biomolecular simulations where protein force fields are parameterized against these inexpensive and simple water descriptions\(^ {119,120}\).

Polarizable empirical force fields were originally introduced by a number of groups starting in the late 1970’s\(^ {121-123}\) to include many-body effects. Although they are also "effective" potentials, they treat the response of the electron density to an electric field or condensed phase environment in a more explicit way. It is thought that including polarizability into empirical
force fields is necessary for improving the quantitative agreement between simulations and experiments away from ambient conditions, for dynamics, and for heterogeneous chemical systems\textsuperscript{28,124-126}. They are typically fitted to properties of the liquid phase at ambient conditions and to properties of gas-phase monomers and clusters, with the reasoning that fitting to two different thermodynamic states (with respect to density) should also yield a good description for other densities\textsuperscript{31}.

Effective simulation strategies for including polarization were originally based on induced dipoles\textsuperscript{127,128} that describes the local density distortions or response around a given atom, and the water liquid was one of the first systems in which parameterization of a polarizable model was realized\textsuperscript{28,29,129-133}. Polarizable dipoles describe the induction effect, whereby the electric field caused by other atoms and molecules polarize an atom center, which in turn produces an electric field that affects neighboring centers and their fields.

More recent activity has seen the development of fluctuating charge models\textsuperscript{30-32,34,125,134}, that allow for significant shifts of electron density from one atom to surrounding atoms or bonds within the same molecule. The fluctuating-charge force fields are based on the electronegativity equalization method originally developed in the context of density functional theory (DFT)\textsuperscript{135}, where quantum chemical properties such as electronegativity, defined as the negative of the gradient of the electron chemical potential with respect to the electronic density, and hardness, the corresponding second derivative that measures the resistance of an atomic center to lose electron density, are used. Including polarizability in the empirical force field typically adds roughly a factor of two additional cost relative to non-polarizable energy and force evaluations. There still remain important issues in how to allow charge transfer between separate molecules,
how to describe polarization anisotropy in fluctuating charge models\textsuperscript{136}, computational efficiency in Monte Carlo simulation\textsuperscript{137}, and extensions to biomolecular simulations.

Higher order effects beyond the polarizable, rigid empirical force fields for the modeling of water include permitting bond lengths and angles to vibrate as in flexible water models\textsuperscript{29,138-141} as well as incorporation of quantum effects using either hybrid molecular mechanics/quantum mechanics techniques\textsuperscript{142,143}, path integral molecular dynamics\textsuperscript{144-148} or fully quantum treatments of electronic structure\textsuperscript{35-38}, all of which provide another interesting point of comparison between experiment and theory. In this review we focus on the promising emerging area of \textit{ab initio} molecular dynamics simulations (sometimes referred to as CPMD due to the clever Car-Parrinello algorithm)\textsuperscript{149}, where forces due to the electrons acting on the atoms are calculated on the fly using DFT in a plane wave basis. The cost of these calculations rises as $N^3$ where $N$ is the number of basis functions or plane waves per atom, with a large coefficient relative to classical simulations that make these approaches computationally demanding, but potentially more predictive.

An important issue encountered in the simulation of water is how best to evaluate the long-range Coulombic forces. It is now accepted that the best way to account for long-range Coulombic forces is through the Ewald summation\textsuperscript{150-152} although reaction field approaches are also viable. Typical Ewald simulations employ Cartesian boundary conditions where the system is periodically replicated in the three spatial dimensions, and divides the long range Coulombic interactions into a short range part that is evaluated in real space (as a direct sum over atomic positions) and a long range part evaluated in reciprocal space. Practical implementations are usually based on particle mesh Ewald method\textsuperscript{152}. 
Once these prescriptions are defined for what water model, interactions, or simulation methodology are being evaluated, properties or observables are then numerically calculated based on well-defined statistical mechanical relationships during the course of either molecular dynamics or Monte Carlo simulation. Monte Carlo simulations are most naturally formulated in the canonical ensemble, so that radial distribution functions can be obtained at a fixed density and temperature, but dynamical properties of the fluid cannot be straightforwardly determined. A dynamical description of how water molecules evolve in time can be determined by solving Newton's equations of motion, which is inherently based on the microcanonical ensemble. New positions and velocities are determined numerically using various finite difference algorithms, and the propagated error in the updated quantities is proportional to the power of the time step. Extended system equations of motion and associated numerical integrators have been developed that allow extensions from micro-canonical ensemble dynamics to sampling of states in the canonical ensemble as well as the isothermal-isobaric ensembles. The stability of these finite difference numerical integrator algorithms is dependent upon a time step that is commensurate with the fastest timescale in the system, given rise to time steps on the order of 1-2 femtoseconds (10^{-15} seconds) for the classical simulations of water, while the artificial dynamics of the electronic mass degrees of freedom impose a time step of ~0.05fs in the case of ab initio molecular dynamics.

Properties such as radial distribution functions are easily evaluated in a classical simulation, where the number of water molecules is typically between 500-1000, and which are simulated for timescales close to a nanosecond, and where structural, thermodynamic and kinetic properties can be straightforwardly evaluated during the simulation run. Ab initio molecular dynamics is currently struggling with problems stemming from the steep cost of the energy and
force evaluation, and the reduced time step, so that the coupling of finite size effects, inadequately converged statistics given the short simulation timescales feasible, and adversely effected dynamics while holding the temperature fixed using thermostats. Nonetheless, given that *ab initio* molecular dynamics has only recently emerged in the simulation arena for modeling the condensed phases of water, we do believe that its promise will be fully realized in the coming century.

An additional benefit of simulating a water model is the calculation or analysis of properties not readily reachable by experiment. An important aspect of water structure that is only indirectly described through the pair correlation functions is the local orientational correlations. In principle one can define spatial distribution functions where both the radial, $r$, and angular coordinates, $\Omega=(\phi, \psi)$, are used to define spatially unfolded pair correlation functions $g_{OH}(r, \Omega)$ and $g_{OO}(r, \Omega)$ to give a more detailed description of local hydrogen-bonding in the liquid\textsuperscript{158}. The reconstruction of 3D contour plots of the local hydrogen-bonding is also being used in the analysis of aqueous solution data\textsuperscript{159}.

6. **Water structure at ambient conditions**

Water structure under ambient conditions has been studied by x-ray\textsuperscript{63,69,70,160} and neutron scattering\textsuperscript{45,48,72,161,162} over the last 30 years. Figure 2a shows a comparison between x-ray scattering intensities of liquid water under ambient conditions by various research groups. The most recent x-ray data taken at the Advanced Light Source (ALS) at Lawrence Berkeley National Laboratory\textsuperscript{40,41} are exhibited with error bars, and show that there are real differences when comparing to the scattering curves of past x-ray experiments. Figure 2b shows the $g_{OO}(r)$ from the ALS experiment, and other $g_{OO}(r)$’s previous to 2000, including Narten’s x-ray
scattering experiments from 1972\textsuperscript{63}, the neutron scattering experiment by Soper and Phillips\textsuperscript{163} in 1986, and neutron scattering by Soper, Bruni, and Ricci in 1997\textsuperscript{103}. As seen in Figure 2b, the differences between the current synchrotron experiment and earlier determinations of \( g_{oo}(r) \) are in the height and sharpness of the first peak, as well as a systematic shift in all peak positions to smaller values of \( r \).

The recent x-ray result gives a peak height of 2.8. The previously reported x-ray and more recent neutron studies have first peak height values of 2.2. Much of the information determining the exact height and shape of this peak is present in the scattering at wave-vectors above 7.0\textdegree\text{Å}^{-1}. The smaller and broader first peak in \( g_{oo}(r) \), reported by the older x-ray and neutron experiments, manifests itself at higher \( Q \) as exponentially damped ripples, decaying much faster than the recent x-ray synchrotron data as seen in Figure 3.

Differences in the height and sharpness of the first peak of \( g_{oo}(r) \) result in changes in the coordination number, \( N_c \)

\[
N_c = 4\pi \rho \int_0^{r_{\text{min}}} r^2 \, dr \, g_{oo}(r) \quad (25)
\]

where \( \rho \) is the number density of water and \( r_{\text{min}} \) is the location of the first minimum in \( g_{oo}(r) \). We find values for \( N_c \) of 5.1, 5.2, and 4.7, for Narten and Levy\textsuperscript{63}, Soper, Bruni, and Ricci\textsuperscript{103}, and the Hura et al. work, respectively. A coordination number below five indicates that liquid water preserves much of its ice-like tetrahedral structuring, but with differences in hydrogen-bonding patterns that would also now include deformed or bifurcated hydrogen bonds\textsuperscript{22}. We see \(~10\%\) reduction in \( N_c \) from the x-ray experiment that, together with greater peak heights and positions shifted to smaller \( r \), suggests liquid water is more structured than has been the case based on past scattering studies.
Soper has reported new neutron analysis results on previously obtained neutron data using the potential-based reverse Monte Carlo method EPSR\textsuperscript{109,116} (Figure 4). The new neutron $g_{oo}(r)$ is in very good agreement with our $g_{oo}(r)$ from x-ray scattering (Figure 4a). In the ESPR analysis used in \cite{116}, the reference potential is SPC/E, whose $g_{oo}(r)$ agrees well with our experimental data. This probably helps the better agreement of the new neutron analysis with our x-ray scattering data for $g_{oo}(r)$. Figures 4b and 4c shows a comparison between (neutron) experimentally derived $g_{OH}(r)$'s and $g_{HH}(r)$'s from 1997 and 2000\textsuperscript{103,116}. There is less variation among the data sets for these partial radial distribution functions, especially for $g_{OH}(r)$.

Most water simulation has primarily considered the ambient state. The simulated partial correlation functions of the newer empirical water models such as the non-polarizable TIP5P model\textsuperscript{27}, a rigid polarizable model based on fluctuating charges, TIP4P-pol-1\textsuperscript{31} and a flexible polarizable model based on induced dipoles, NCC-vib\textsuperscript{29} are shown in Figure 5. Other water models were analyzed in [41], and we note that many older and new water models show impressive structural agreement with our experiment\textsuperscript{164}. The TIP5P five-site model is particularly noteworthy given its excellent agreement with the ALS $g_{oo}(r)$ data, and has produced an accurate fit of densities over a large temperature range\textsuperscript{27}. The polarizable models also show very good agreement with $g_{oo}(r)$, and without fitting have been able to predict the temperature of maximum density. None of the models does an outstanding in reproducing the reanalyzed neutron scattering $g_{OH}(r)$ and $g_{HH}(r)$ (Figure 5b and 5c). Whether this is due to continued uncertainty in the experimental data or deficiencies in force fields remains unclear.

Explicit quantum treatments of electronic structure in the condensed phase are an exciting new development in the simulation arena, and a number of \textit{ab initio} aqueous simulations have been reported.\textsuperscript{35-38} All have relied on a local density approximation to density functional theory.
In Figure 6 we show a comparison of our ALS-derived data with several recently reported \textit{ab initio} simulated $g_{\text{OO}}(r)$'s. The relevant details of the reported \textit{ab initio} simulations are a 10ps, 64 water molecule MD run with a gradient-corrected BLYP functional with an average temperature of 318K$^{36}$, a 6.5ps, 64 water molecule MD run with a BLYP functional using GGC as the exchange-correlation energy functional with an average temperature of 312K$^{38}$, and a 6.5ps 54 water molecule MD run with the PBE functional, and at a temperature of $\sim$305K$^{35}$.

We found in our previous study that quantitative agreement using \textit{ab initio} simulation was not as adequate as one would hope, for reasons well understood from classical simulation benchmarks that have overcome dependence on initial conditions, short timescales of simulations, and variation in properties that arise due to differences in temperature$^{165}$, density$^{166}$, or finite size effects$^{167,168}$. However, the current standard of 56-64 water molecules seems sufficient for eliminating the most obvious problems of finite size effects, and careful attention to initial conditions seem to have improved the most recent \textit{ab initio} molecular dynamics simulations. There are still problems in fixing the temperature in \textit{ab initio} molecular dynamics simulations, presumably because for these small system sizes temperature fluctuations will be large, and the Nose-Hoover thermostats will adversely affect the calculated dynamical quantities. Since dynamical observables are just as desirable as the evaluation of structure, the property statistics are collected in the microcanonical ensemble instead.

The assessment of the simulated $g_{\text{OO}}(r)$'s show that there is still some differences with experiment, although the more recent simulations now show better agreement in the first peak. Given the agreement between the \textit{ab initio} simulations and the current experimental $g_{\text{OH}}(r)$'s and $g_{\text{HH}}(r)$'s from neutron scattering, we would conclude that the \textit{ab initio} simulations reproduce the data very well. Furthermore, it is easy to imagine that if the simulations were able to hold the
average temperature to room temperature, and then nuclear quantum effects were added that are known to “soften” structure, that quantitative agreement with experiment might soon be realized\textsuperscript{148}.

7. Water structure away from ambient conditions

As temperature and pressure are increased or decreased, the structure of the three-dimensional hydrogen-bonded network of water changes relative to the reference ambient temperature liquid. This is manifested in the anomalous properties of liquid water, which become either more pronounced or are reduced to that of a normal liquid, at these temperature and pressure extremes. These altered water properties in turn can expand the functional versatility of the liquid solvent under these new conditions, and has important connections to the origin of life in extreme environments, the atmospheric sciences, and the development of new environmentally-friendly solvents.

Water under pressure has been characterized by both neutron\textsuperscript{71,75,116} and x-ray scattering\textsuperscript{65,66,160,169,170}. These structural studies indicate that when water is placed under pressure the number of hydrogen-bonds per water molecule does not change by any appreciable amount relative to the ambient state, although they are now bent out of their ideal orientation, and are correspondingly weaker energetically. The effect of pressure is particularly noticeable in the $g_{oo}(r)$ where the second peak that is a signature of local tetrahedral structure diminishes as pressure is increased. The liquid structure at high pressure is nearly independent of temperature variation.

Water nears its critical point ($T_c=647\text{K}$, $\rho_c=0.322\text{g/ml}$) is studied for both its practical importance as a clean solvent for industrial chemistry, and to address fundamental questions
regarding how structural changes in the high temperature, high pressure liquid result in a significant decrease in viscosity, and a reversal of solubility preferences between hydrophobic and polar solutes relative to ambient conditions. Typically the investigation of supercritical water extends over isochores between 0.05g/ml and 1g/ml or isotherms between ~473-1273K. As water is heated into sub- and super-critical regimes the number of hydrogen-bonds per water molecule has been shown to decrease. At what temperature would the total breakdown of hydrogen-bonding be observed has been debated for many years, with most experimental studies, including Raman\textsuperscript{171}, x-ray scattering\textsuperscript{47}, and infrared\textsuperscript{172}, suggesting that tetrahedral bonding persists to at least ~650K and possibly up to ~770K at 100Mpa\textsuperscript{173}.

Using the neutron scattering method of isotopic substitution, Postorino et al. reported partial correlation functions at one supercritical state point of $T=673$K and $\rho=0.66$g/ml, and showed the disappearance of the hydrogen-bonding peak in $g_{OH}(r)$\textsuperscript{50,74}. This was in contrast to partial correlation functions derived from simulation using popular two-body and polarizable water force fields, which exhibit a persistence of hydrogen-bonding to much higher temperatures\textsuperscript{28,50,174,175}. This stimulated much debate and constructive interplay between simulation and further experimental studies that eventually and clearly indicated that hydrogen-bonding persists to temperatures well beyond the original neutron scattering estimate\textsuperscript{46-49,103,171}.

There is now consensus that the space-filling percolating hydrogen-bonding network of the liquid (a model proposed by Stanley and Teixeira based upon connectivity concepts from correlated-site percolation theory\textsuperscript{176}) present under ambient conditions collapses\textsuperscript{162}, although local hydrogen-bonding is still present near the critical temperature and density.

Figure 7 shows a comparison of the partial radial distribution functions from x-ray scattering\textsuperscript{169}, neutron scattering\textsuperscript{103}, and simulations using the TIP4P water model at the
subcritical state $T=573K$ and $\rho=0.72g/ml$, and supercritical state of $T=673K$ and $\rho=0.66g/ml$ (further detail can be found in [177]. The number of hydrogen-bonds is estimated by integration under the first peak of $g_{OH}(r)$, similar to that used in Eq. (25) for the water coordination number. At ambient conditions $n_{HB}=3.3$, while at $T=573K$ and $\rho=0.72g/ml$ it is now $n_{HB}=2.4$. Overall the agreement between simulation and experiment is very good for the subcritical thermodynamic point. The agreement between experiments, and between experiment and simulation, is less good at the supercritical state examined in Figure 7b, although $n_{HB}$ is estimated to be 2.1 by all approaches. The corrected neutron data still show a much stronger trend for loss of hydrogen-bonding as a function of temperature and density than does simulation$^{173,177}$. A comparison of more recent neutron data$^{46}$ and *ab initio* molecular dynamics simulations$^{178}$ (which agree well with each other), do see greater persistence in hydrogen-bonding at supercritical conditions as judged by a small first peak in $g_{OH}(r)$.

A current corundum in simulation of supercritical conditions is the attempt to accurately reproduce both structure and thermodynamic data using one water model, or at least some clear consistent improvements using more sophisticated polarizable water models. Overall the two-body potentials are fairly accurate for thermodynamic properties such as densities, isobaric heat capacities, and isothermal compressibility over the range of supercritical temperatures between 573K and 1273K$^{173}$. However, they appear to be less accurate when it comes to reproducing the available partial correlation functions for water structure from neutron scattering over a range of supercritical conditions$^{179}$. Even though there seems to be a clear trend that polarizable water models better describe structure under supercritical conditions, they are still under-performing when reproducing thermodynamic properties of the phase equilibria envelope$^{173,179}$.
For example, inadequate water structure was reported for a SPC-based polarizable model, the SPC-pol force field, while a TIP4P-pol force field developed in the same group found reasonable structure.\textsuperscript{31} By contrast the SPC-pol did better than TIP4P-pol in reproducing saturated vapor and liquid densities, the heats of vaporization, and the liquid-phase dielectric constants\textsuperscript{31}. It was determined by Errington and Panagiotopoulos that polarizable models based on existing force fields with an SPC or TIP4P geometry, while adequately describing the vapor-liquid coexistence curve, did not provide a satisfactory description of the liquid structure at ambient conditions.\textsuperscript{180} The interface between the reference water potential geometry on top of which polarizability is added seems to be important for a consistent water model for structure and for phase equilibrium properties, but there are no clear indicators yet on how to obtain both.

Supercooled water, common in the atmosphere, shows enhanced anomalies in that the coefficient of thermal expansion, isothermal compressibility, and specific heat at constant-pressure specific heat appear to diverge at \(-46^\circ C\) based on extrapolations of experimental data taken over the range of 0 to \(-38^\circ C\).\textsuperscript{8} The supercooled liquid is difficult to study experimentally since the freezing process can be stimulated by the presence of small ice nuclei. Because the nucleation rate of ice nuclei increases with decreasing temperature, experimental studies below \(-25^\circ C\) require the use of emulsions that diminish the nucleation event for freezing. Freezing is an insurmountable problem (so far) for characterizing the liquid water structure into the deeply supercooled regime beyond \(-38^\circ C\).

The neutron diffraction studies performed by Bellissent-Funel and co-workers have attempted to establish two structural limits in liquid water over large ranges in temperature and pressure that correspond closely to the low-density and high-density forms of amorphous ice,
LDA and HDA\textsuperscript{8,9,75,181,182}. Figure 8 shows a composite $g_L(r)$ from LDA and HDA data whose relative weights are fit to an equation of the form

$$g_L(r) = \alpha(T,P)g_{L}^{LDA}(r) + \left(1 - \alpha(T,P)\right)g_{L}^{HDA}(r). \quad (26)$$

These structural experiments and interpretation suggest that the liquid under high temperature and pressure would yield HDA ice when quenched, while the structure of liquid water changes towards the LDA ice structure when the liquid is supercooled at low pressures.

These conclusions have important implications about the overall phase diagram of water and water anomalies\textsuperscript{8}. There have been three hypotheses about a unified picture of water and its anomalous behavior: the stability limit hypothesis\textsuperscript{183}, the singularity-free hypothesis\textsuperscript{184}, and the liquid–liquid phase-transition hypothesis\textsuperscript{185}. However, there are severe experimental limitations in accessing the region of the phase diagram that could usefully discriminate among these hypotheses. The role of simulation in regards to pressure and temperature extremes is to “extend” the range of the characterized phase diagram where experiment can’t reach, to address broader issues of phenomenology and a unified picture of water.

Often two “structural” extremes of water models such as SPC, which is considered to be under-structured, and ST2, which is considered to be over-structured, are used in simulations designed to test these hypothesis\textsuperscript{186}. As we have already noted, neither is an accurate model of water structure as compared to other models under ambient conditions, however it is fair to say that they “bracket” the structural behavior of real water at room temperature and pressure. It has been shown that simulation with both models is useful for reproducing and interpreting the structural data over large ranges of temperature and pressure\textsuperscript{44}, as well as bracketing other water properties such as the temperature of maximum density line (although it is shifted in the temperature-pressure plane relative to experiment)\textsuperscript{186}. Figure 9 shows that the trend in structural
behavior of water is comparable between SPC/E and experiment over a large range of temperatures and pressures\textsuperscript{44}. In fact, simulations using SPC in the supercooled region determined a second critical point\textsuperscript{185}, below which the liquid separates into two distinct liquid phases: a low-density liquid at low pressures and a high-density liquid at high pressure, stimulating further experimental investigations that might prove or disprove the liquid-liquid phase transition hypothesis\textsuperscript{8}.

8. Conclusion

From a scattering experiment one can (usually) only infer an aspect of the structural properties of the three-dimensional water network through the structure factor and its related radial distribution functions. These are inherently two-body correlations only, although they are indirectly informative about the three-dimensional, tetrahedral nature of the hydrogen-bonded network. Furthermore, structure is only one of many properties of water, and other experiments that probe dynamics over many timescales, that characterize the thermodynamic phase diagram of water, or its properties in solution and in its role as a solvent, are vital for full understanding of this most relevant of fluids.

X-ray scattering on water provides us with either a molecular centers distribution function, or with careful experiments and theoretical analysis, one of the three partial correlation functions, $g_{oo}(r)$. Neutron scattering can provides us with local orientational structure through either a composite pair distribution function, roughly equally weighted between $g_{oh}(r)$ and $g_{hh}(r)$, or an estimate of all three partial correlation functions using isotopic substitution experiments. We have carefully reviewed the scattering techniques of x-ray and neutron scattering, with special attention focused on the inherent difficulty and recent progress made in
data analysis in each of these experiments to extract the structural content from the measured intensity.

Overall the experiments have reached a stage where data acquisition with good statistical accuracy is now in hand. However, it is the correction of difficult systematic errors in the data that have made for a history of uncertainty in the reported structural correlation functions. In essence, most of the systematic experimental error corrections are relatively straightforward to account for such as polarization, absorption, and other geometric corrections relevant to the details of a given scattering experiment. The primary problem in x-ray and neutron scattering is the removal of Compton or inelastic scattering, since only elastic scattering has meaningful structural content. X-ray scattering has benefited from technical advances at synchrotron facilities that allow the accurate measurement of the inelastic cross-section directly, so that we have a very good estimate of Compton scattering removal for water. The removal of inelastic scattering from neutron data is more difficult by comparison because the measurement is not performed at constant $Q$, but instead the cross-section is measured at constant scattering angle $\theta$. The Placzek corrections account for inelastic scattering using a mass expansion in powers of neutron mass to atomic mass, which converges poorly for low molecular weight compounds such as water, and apparently higher order terms become important at higher temperatures. The problem of correcting for inelasticity was diagnosed as the primary source of error in the original neutron study under supercritical conditions.

At this point in time these very different but complementary experiments have converged on a virtually identical $g_{oo}(r)$ under ambient conditions. The question is whether these experimental measurements using better data analysis are becoming a reliable source of quantitative structural information for water. An optimistic view is that the new x-ray
measurements have less uncertainty than previous measurements because they use a state-of-the-art synchrotron source and high quality CCD detectors, have much better estimates of unwanted Compton scattering, and more careful theoretical work to restore chemical bonding effects in the weighting of the partial structure factors$^{41,57,90,91}$. Removal of inelastic scattering for neutron scattering remains problematic, but new analysis techniques may be making some headway$^{116}$ given the independent confirmation of the neutron $g_{OO}(r)$ by the recent x-ray experiments. We might hope that the recent neutron $g_{OH}(r)$ and $g_{HH}(r)$ partials are also better at ambient conditions since neutron scattering signal from hydrogen correlations is the strongest. However, the long history of experimental uncertainties in x-ray and neutron scattering, which we have attempted to discuss fully in this review, suggest that more time is needed to assess whether these experiments are fully converged.

Even when or if these systematic error corrections are accounted for in the scattering intensity, the inversion of the corrected intensity to determine real space radial or orientational partial correlation functions remains an additional source of uncertainty. Various techniques have been introduced over the years including $Q$-space continuation, fitting procedures in r-space, reverse Monte Carlo methods, and successors of RMC such as the commonly used ESPR approach in neutron scattering. While RMC has been found to be useful in the context of atomic and ionic solutions, it has proven less effective for molecular fluids with strong orientational correlations. The comparison of simulated structure with the more contrived radial distribution functions from diffraction experiments is a less than ideal for comparing and analyzing the structural properties of liquid water. *Ab initio* molecular dynamics provides a means for obtaining x-ray scattering through the electron density directly, avoiding the ambiguities and errors of inversion to real-space functions for comparison.
When we consider the characterization of water structure over the liquid region of the phase diagram it is apparent that computer simulation has played an equal, and sometimes pivotal, role in both the quantitative characterization of the water liquid, and the advancement of our qualitative understanding of water and its anomalies. For example, the exciting emerging area of *ab initio* molecular dynamics is beginning to overcome the steep computational demands so that its role as a predictive simulation is starting to be realized. In addition, there are three examples of success in theoretical modeling when considering three very different state points of the water liquid.

First, simulation models of water have been better at predicting water structure at ambient conditions for some time. Almost all empirical water models, regardless of the number of charge centers and whether polarizable or non-polarizable, exhibit a relatively high and sharp first peak in \( g_{OO}(r) \), contrary to experiments preceding the year 2000. This is because parameterization of a water model that exhibits sensible dielectric and diffusion constants, pressure, density maximum, in addition to sensible hydrogen-bonded structure, is inconsistent or unattainable with a model that gives a shorter and more broad first peak of the oxygen-oxygen radial distribution function.

Of course, we are interested in water properties beyond ambient conditions, and an obvious question is the impact of simulation for thermodynamic points at which many existing water models are not typically parameterized. There is some disagreement as to how “extensible” water models are to greater extremes in pressure and temperature, but the level of disagreement depends on whether qualitative insight or quantitative modeling is desired.

For example, simulation using relatively simple water force fields played an important part in pointing out inherent problems in the neutron scattering data analysis under supercritical
conditions, data which have since been reanalyzed to give better agreement between experiment and simulation. But because supercritical water has very direct industrial importance, and ample available experimental data against which to compare, the primary emphasis for simulation studies at present is to predict accurate thermodynamic and structural data for liquid phase equilibrium. In fact, well-established empirical two-body force fields do a very reasonable job of reproducing thermodynamic data of phase equilibria far removed from the ambient state\textsuperscript{173}. The current activity in simulation of supercritical water is centered around the next generation of polarizable force fields and much greater emphasis on more accurate and predictive water models.

By venturing into parts of the phase diagram that are difficult or impossible to reach experimentally, water simulation has also played a primary role in discovery of phenomena that broadly impacts our understanding of water’s anomalous properties and its behavior even at ambient conditions. Simulations using SPC in the supercooled region found evidence for a second critical point\textsuperscript{185}, not yet confirmed experimentally, below which it is hypothesized that the liquid separates into two distinct liquid phases: a low-density liquid at low pressures and a high-density liquid at high pressure. It has been argued that two simulations using two different water models with different structural signatures (such as SPC and ST2) can bracket the behavior of real water, and in fact the subsequent ST2 simulation provided further evidentiary support for a liquid-liquid phase transition\textsuperscript{186}. These simulations have driven much of the experimental investigations that might prove or disprove the current competing theories of a unified picture of water such as that discussed in \textsuperscript{8}.

Structural measurements, whether they are derived from experiment or simulation, play a dominant role in our thinking about the hydrogen-bonded network of water and its connection to
thermodynamics and kinetics across the phase diagram. In this review we have considered water structure from the viewpoint of x-ray and neutron scattering measurements and computer simulation, whose complementary strengths have together provided a balanced but still only partially revealed truth as to the nature of the topology of the hydrogen-bonded network.
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**Figure Captions**

**Figure 1.** The molecular form factor, \(<F(Q)^2>\), for water in the gas-phase. Legend: Debye independent atom approximation\(^93\) (black dot-dash); Debye with modified atomic scattering factors (black solid line)\(^41\); four-gaussian fit to CI calculation\(^90\) (gray circles).

**Figure 2.** A comparison of scattering experimental data on pure water at 25C and 1atm. (a) A comparison of x-ray scattering intensities from the ALS\(^{40}\) (black solid line), Narten\(^63\) (gray solid line), and Nishikawa\(^189\) (black dot-dash). (b) A comparison of experimentally-derived \(g_{OO}(r)\) data. ALS, x-ray\(^{40}\) (black solid line); Narten\(^70\), x-ray (black dot-dash line); Soper, Bruni, and Ricci\(^103\), neutron 1997 (gray solid line).

**Figure 3.** \(h_{OO}(Q)\) from experiment and simulation. Legend: Narten and Levy\(^63\) (dot-dash line); Soper, Bruni, and Ricci\(^103\) (grey line); Hura et al.\(^40\) (black line); SPC/E\(^24\) (dashed line). The curve for Narten and Levy is \(H_M(Q)\) taken from their paper [62]; the curve for Soper et al. is taken from applying a Fourier transform to the \(g_{OO}(r)\) given in reference [103].

**Figure 4.** A comparison of neutron data on pure water at 25C and 1atm. (a) Comparison of ALS x-ray experimental \(g_{OO}(r)\)\(^{40,41}\) (black line) with reanalysis of Soper neutron data, 2000\(^5\) (gray dashed line). Comparison of neutron data on pure water at 25C and 1atm in 1997\(^103\) (gray) and 2000\(^116\) (black) for (b) \(g_{OH}(r)\) and (c) \(g_{HH}(r)\).
**Figure 5.** Comparison of experimental radial distributions function (black solid line) with simulations using empirical force fields for the TIP4P-pol-1\textsuperscript{31} (gray solid line), TIP5P\textsuperscript{27} (gray dot-dash line), and NCC-vib\textsuperscript{29} (black dot-dash) models. \( g_{OO}(r) \) (b) \( g_{OH}(r) \) (c) \( g_{HH}(r) \).

**Figure 6.** Comparison of experimental scattering data with \textit{ab initio} molecular dynamics simulations. ALS x-ray experimental \( g_{OO}(r) \) (black solid line), \textit{ab initio} simulation of 10ps for 64 water molecules, average ionic temperature of 318K from Silvestrelli and Parrinello\textsuperscript{36} (gray solid line), recent \textit{ab initio} simulation by Schwegler et al.\textsuperscript{187}, 3ps for 54 water molecule average ionic temperature of ~294K (black dashed line), \textit{ab initio} simulation of 12ps for 64 water molecules, average ionic temperature of 307K from Izvekov and Voth\textsuperscript{38} (gray dashed line). \( g_{OO}(r) \) (b) \( g_{OH}(r) \) (c) \( g_{HH}(r) \).

**Figure 7.** Experimental scattering data and simulations for supercritical water at (a) T=573K and \( \rho=0.72\text{g/ml} \) for \( g_{OO}(r) \) (top), \( g_{OH}(r) \) (middle) and \( g_{HH}(r) \) (bottom). (b) T=673K and \( \rho=0.66\text{g/ml} \) for \( g_{OO}(r) \) (top), \( g_{OH}(r) \) (middle) and \( g_{HH}(r) \) (bottom). Figure and text taken from [177] and used with permission.

**Figure 8.** Pair correlation function, \( g_{L}(r) \) of three thermodynamic states from experiment (solid line) as compared with the result of the fit using Eq. (26) (dotted line). At high pressure (top), the structure of the liquid is close to that of high-density amorphous ice near 2600bar and ~65C (middle). The fit with the pair correlation function of deeply supercooled water and with that of
low-density amorphous ice (bottom) shows that the structure of the liquid phase is dominated by that of low-density amorphous ice\textsuperscript{9}. Figure and text from [9] used with permission.

**Figure 9.** The structure factor, \( S_M(Q) \) from experiment and SPC/E simulations for supercooled water. The figures show that the trend in structural behavior of water is comparable between SPC/E and experiment over a large range of temperatures and pressures. Figure and text from [44] used by permission.
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