The overall goal of this collaborative project was to investigate the role in malignant cells of both chromosome telomeres, and telomerase, the enzyme that replicates telomeres. Telomeres are highly conserved nucleoprotein complexes located at the ends of eucaryotic chromosomes. Telomere length in somatic cells is reduced by 40-50 nucleotide pairs with every cell division due to incomplete replication of terminal DNA sequences and the absence of telomerase, the ribonucleoprotein that adds telomere DNA to chromosome ends. Although telomerase is active in cells with extended proliferative capacities, including more than 85% of tumors, work performed under this contract demonstrated that the telomeres of human cancer cells are shorter than those of paired normal cells, and that the length of the telomeres is characteristic of particular types of cancers. The extent of telomere shortening ostensibly is related to the number of cell divisions the tumor has undergone. It is believed that ongoing cell proliferation leads to the accumulation and fixation of new mutations in tumor cell lineages. Therefore, it is not unreasonable to assume that the degree of phenotypic variability is related to the proliferative history of the tumor, and therefore to telomere length, implying a correlation with prognosis. In some human tumors, short telomeres are also correlated with genomic instabilities, including interstitial chromosome translocation, loss of heterozygosity, and aneuploidy. Moreover, unprotected chromosome ends are highly recombinogenic and telomere shortening in cultured human cells correlates with the formation of dicentric chromosomes, suggesting that critically short telomeres not only identify, but also predispose, cells to genomic instability, again implying a correlation with prognosis. Therefore, telomere length or content could be an important predictor of metastatic potential or responsiveness to various therapeutic modalities.

The standard method for the measurement of the terminal restriction fragment (TRF) is Southern blot analysis using a telomere-specific DNA probe. However, there are three significant limitations to this method. First, Southern blot analysis of telomere DNA typically requires 1-10 ug of DNA per sample. Second, DNA breakage reduces the observed telomere length. Finally, the TRF includes telomere-associated DNA other than the 'lTAGGG sequence. To circumvent these problems, we developed an alternative assay for telomere DNA content, a proxy for telomere length, in which the DNA is analyzed by slot blotting (Bryant et al, Biotechniques 23:476, 1997). In this approach, duplicate blots are probed with oligonucleotides specific for telomere and centromere DNA sequences. The hybridization intensity for each sample is quantitated with a phosphorimager, The intensity of the telomere signal is dependent on the amount of DNA in the sample and the length of the telomeres. The intensity of the centromere signal is dependent on only the amount of DNA in the sample. Thus, the data is expressed as the ratio of the telomere:centromere (T:C) intensities to normalize for differences in the absolute amounts of DNA between samples. In control experiments involving HeLa cell (cancer cell) and placental (normal cell) DNA, the T:C ratio in the HeLa DNA samples was 57% of the ratio in the placental DNA. By comparison, the mean telomere lengths measured by Southern blotting in the HeLa cell DNA were 55-60% of the telomere length in placental DNA.
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ABSTRACT

Modern hyperspectral imagers can produce data cubes with hundreds of spectral channels and millions of pixels. One way to cope with this massive volume is to organize the data so that pixels with similar spectral content are clustered together in the same category. This provides both a compression of the data and a segmentation of the image that can be useful for other image processing tasks downstream.

The classic approach for segmentation of multidimensional data is the k-means algorithm; this is an iterative method that produces successively better segmentations. It is a simple algorithm, but the computational expense can be considerable, particularly for clustering large hyperspectral images into many categories. The ASAPP (Accelerating Segmentation And Pixel Purity) project aims to relieve this processing bottleneck by putting the k-means algorithm into field-programmable gate array (FPGA) hardware.

The standard software implementation of k-means uses floating-point arithmetic and Euclidean distances. By fixing the precision of the computation and by employing alternative distance metrics (we consider the “Manhattan” and the “Max” metrics as well as a linear combination of the two), we can fit more distance-computation nodes on the chip, obtain a higher degree of fine-grain parallelism, and therefore faster performance, but at the price of slightly less optimal clusters. We investigate the effects of different distance metrics from both a theoretical (using random simulated data) and an empirical viewpoint (using 224-channel AVIRIS images and 10-channel multispectral images that are derived from the AVIRIS data to simulate MTI data).
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1. Introduction

Hyperspectral images, with detailed spatial resolution and upwards of 200 spectral channels, are becoming an increasingly common data product in remote sensing applications. These data provide important and useful information, but the challenge for the data analyst is to identify the important and useful features without being overwhelmed by the sheer volume of the data. One approach is provided by algorithms which segment the image by clustering pixels into classes, based on the spectral similarity of each pixel to other members of the class. This can represent a massive, albeit lossy, compression of data. For instance, we have been working with AVIRIS data,\(^1\) in which each 614x512 pixel image has 224 16-bit channels; about 140 MB of data. When clustered into 16 classes, each pixel is represented by a 4-bit pointer to its class. The resulting image is about 150KB – a compression factor of three orders of magnitude.

As well as reducing the data for quicklook views, clustering also provides an organization of the data that can be useful for other processing downstream. Several authors have shown that clustering the data beforehand increases the performance of algorithms which attempt to “learn” features from a small number of examples.\(^2\)\(^,\)\(^3\) Schowengerdt\(^4\) suggests the use of image segmentation for change detection: a change in the segmentation is more likely to indicate
an actual change on the ground, since the segmentation is relatively robust to changes in sensor performance and atmospheric conditions. It has also been argued that signal-to-clutter ratios can be improved by treating individual clusters separately; the variance within a cluster is generally much smaller than the variance over the whole image.

While there are clear benefits to clustering high-dimensional data sets, workstation implementations of clustering algorithms can be slow. Most algorithms, such as k-means, are iterative and require numerous passes through the data before convergence is achieved. Each iteration requires a computation of distance from every data point to every cluster center, and each distance requires accessing all the spectral channels. To accelerate this computation, we are developing an FPGA (Field Programmable Gate Array) implementation of the k-means algorithm. Reconfigurable hardware provides the ability to exploit the fine-grained parallelism inherent in the computation, while maintaining the flexibility to consider variants on the design and on the algorithm. FPGAs are particularly well suited to this application because the amount of parallelism and processing element bit widths can adapt to the task, allowing the designer to take maximum advantage of the hardware at hand. In addition, clustering on an FPGA board frees the workstation for the analyst to apply other algorithms to the data.

Implementations in hardware involve a different set of design tradeoffs than implementations in software. For example, the main goal of a software implementation may be to minimize the number of iterations. In hardware, our goals are to simplify the underlying operations as much as possible in order to speed up the calculations and to be able to provide more parallelism. A simpler operation translates to a smaller area datapath which in turn translates to more copies replicated on the chip. To this end, we are investigating alternative distance measures. By using a Manhattan or a Max distance, instead of the more expensive Euclidean distance, we trade theoretical optimality for practical efficiency. The Manhattan and Max distance calculations both eliminate a multiplier, thus saving area. They also reduce the number of bits needed to store intermediate calculations, minimizing the area required for routing.

This paper describes a set of experiments to compare Euclidean and alternative metrics for assigning data to a cluster. We conduct two experiments. The first, a data-independent experiment, shows an idealized setup for estimating misclassification rates and their effect on the total within-class variance. The second set of experiments shows how the use of alternative distance metrics affects total variance for some AVIRIS1 and simulated MTI² data sets.

2. K-means Clustering

Given a set of $N$ pixels, each composed of $D$ spectral channels, and represented as a point in $D$-dimensional Euclidean space (that is, $x_n \in \mathbb{R}^D$, with $n = 1, \ldots, N$); we partition the pixels into $K$ clusters with the property that pixels in the same cluster are spectrally similar. Each cluster is associated with a "prototype" or "center" value which is representative of (and close to) the pixels in that class.

One measure of the quality of a partition is the within-class variance; this is the sum of squared (Euclidean) distances from each pixel to that pixel's cluster center.

For a fixed partition, the optimal (in this sense of minimum within-class variance) location for each center is the mean of all pixels in each class. And for a fixed choice of centers, the optimal partition assigns each point to the cluster whose center is closest. The k-means clustering algorithms (there are several variants) provide an iterative scheme that operates over a fixed number ($K$) of clusters, while attempting to simultaneously optimize center locations and pixels assignments.

From an initial sampling, the algorithm loops over all the data points, and reassigns each to the cluster whose center it is closest to. After a full pass through the data, the cluster centers are recomputed. Note that other variants of k-means update the cluster centers each time a point is reassigned to a new cluster. This leads to faster convergence, but is more difficult to implement in hardware. Each iteration reduces the total within-class variance for the clustering, so it is guaranteed that after enough iterations, the algorithm will converge, and further passes will not reassign points. It bears remarking that this is a local minimum; and it bears further remarking that the final convergence can depend somewhat sensitively on the initialization of the algorithm.
3. Alternative Distance Measures

Points are assigned to the cluster centers to which they are closest; for the minimum-variance criterion, "closest" is defined in terms of the Euclidean distance. Consider a point $x$ and cluster center $c$ where $i$ indexes the spectral components of each. The Euclidean distance is defined as:

$$
\|x - c\|^2 = \sum_i |x_i - c_i|^2.
$$

(1)

But other distance measures can also be used; for instance, the general family of $p$-metrics (for which the Euclidean distance is the special case $p = 2$) is given by:

$$
\|x - c\|^p = \sum_i |x_i - c_i|^p.
$$

(2)

To perform a k-means iteration, one must compute the distance from every point to every center. If there are $N$ points, $K$ centers, and $D$ spectral channels, then there will be $O(NKD)$ operations. For the Euclidean distance, each operation requires computing the square of a number.

The Euclidean distance has several advantages. For one, the distance is rotationally invariant. Furthermore, minimizing the Euclidean distance minimizes the within-class variance. On the other hand, the Euclidean distance is more expensive than than the alternatives that we are considering. The Manhattan distance, corresponding to $p = 1$, is the sum of absolute values of the coordinate differences; the Max distance, corresponding to $p = \infty$ is the maximum of the absolute values of the coordinate differences.

Neither of the alternative distances requires any multiplication, and the Max distance has the slight advantage that the number of bits required to express the total distance does not increase with the dimension $D$ (for the Manhattan distance, we require $\log_2 D$ extra bits for the total distance over and above the bits required for the coordinate differences). Note that the Euclidean distance requires $D$ extra bits (unless a square root is invoked)); so it is not only more computationally demanding, it also requires a wider data path than the alternative distance metrics.

In assigning a data point to a cluster center, we assign to the center which is closest according to one of the computationally cheaper metrics. We expect that in general closeness in the Manhattan or Max metric implies closeness in the Euclidean metric, but we recognize that this is an approximation that may lead to non-optimal clusterings. See Figure 1.
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Figure 1. Two cluster centers are indicated by the two crosses in the figure above. The solid line partitions the area into points closer to the top cross and those closer to the bottom cross, where closeness is defined in terms of the Euclidean distance metric. If distance is defined in terms of a Manhattan metric, then the partition is given by the dashed line; if distance is given by the Max metric, then the partition is given by the dotted line. Points in the figure that are above the solid line, but below the dashed line will be misclassified by the Manhattan metric as belonging to the bottom class, when in fact they would be assigned by the Euclidean metric to the top class.

Our third alternative takes advantage of the fact that these two distances have values of $p$ on either side of the $p = 2$ that corresponds to the Euclidean distance. By taking a linear combination of the Manhattan and the
Max distances, we can approximate the Euclidean distance more accurately than either of the two distances can individually. Further, the linear combination is straightforward to implement in hardware, and does not require any extra bit-width. The linear combination is given by

\[ ||x - c|| = \alpha \max_i |x_i - c_i| + (1 - \alpha) \sum_{i=1}^{D} |x_i - c_i|. \]  

(3)

The use of this linear combination was inspired by a pair of papers by Filip, looking at linear and piecewise linear estimates of \( \sqrt{x^2 + y^2} \) as a function of \( x \leq y \). But where Filip's attention was restricted to two dimensions, our linear combination applies in arbitrary dimension; also, while Filip was interested in actual approximations, we are happy to approximate any monotonic function of the Euclidean distance, since our interest is in identifying which of two (or more) points is nearest to a given point.

4. Data-Independent Assessment of Alternative Distance Metrics

In assessing this tradeoff, we performed an experiment to estimate how often points would be mis-assigned because a cheaper distance metric was used. The effect of metric choice on the quality of a clustering depends on many factors: the number of clusters, the dimension of the space, and the nature of the data in that space. To eliminate as many of these factors as possible, we considered an idealized situation in which three points are placed at random on the surface of a \( D \)-dimensional sphere (so that there are no "edge effects"). Two of the points are taken to be cluster centers, and the third is a data point. We compute the Euclidean distances from the data point to the two centers in order to determine which is truly closer. Then we compute the distances from the data point to the two centers using an alternative metric (Manhattan, Max, or linear combination thereof), and note whether this second pair of distances correctly identified the closest center. From a set of \( 10^5 \) such trials, we compute two statistics: relative variance and misclassification rate. The relative variance is the ratio of within-class variance for the cluster assignments provided by the alternative metric, divided by the within-class variance that would have been obtained if Euclidean distances had been used to assign points to centers. That the value is always larger than one reflects the fact that the Euclidean distance is the optimal choice for minimizing within-class variance. We estimated the misclassification rate by counting the fraction of trials for which the cheaper metric assigned the point incorrectly.

The results are shown in Fig. 2 as a function of the linear parameter \( \alpha \). Here \( \alpha = 0 \) corresponds to a pure Max metric, and \( \alpha = 1 \) corresponds to the Manhattan metric. The linear combination provides distances that are better than both the Max and Manhattan distances, and based on these results, we adopt \( \alpha = 0.25 \) as our "standard" value; it is near optimal over a wide range of dimensions \( D \), and has the further advantage, for hardware implementation, that its denominator is a small power of two.

In Fig. 3, we plot the relative variance and misclassification rate as a function of the number \( D \) of spectral channels. As the dimension \( D \) increases, the mis-classification rate also increases. For the Manhattan metric (and for the \( \alpha = 0.25 \) linear-combination metric), this rate saturates at about fifteen percent, but for the Max metric, the error rate begins to approach fifty percent. That is, for very large dimension \( D \), the Max metric is not much better than just assigning points to clusters at random.

We also performed this experiment for \( K = 16 \) classes. In this case, a trial consisted of 17 points placed at random on a \( D \)-dimensional sphere. Sixteen of the points were considered cluster centers, and the seventeenth point was the pixel whose class was assigned according to which of the 16 centers it was closest. The results of a Monte-Carlo experiment with \( 10^5 \) trials are shown in Fig. 4. The results are qualitatively similar to the \( K = 2 \) case, with the relative variance and the misclassification rate both larger in the large \( K \) case. Again, as \( D \) increases, the Max metric appears to be approaching a misclassification rate of 15/16 (that is, random assignment of centers to points), but the Manhattan and linear combination both saturate at around 40%; this is a pretty high rate of misclassification, but it is reasonable to presume that most of the misclassification are to classes that are nearby the true class.

5. Using Real Hyperspectral and Multispectral Data

The data-independent experiments provide some guidance with regard to the relative ability of the alternative distance metrics to classify high-dimensional data sets, but the simplified model misses some aspects of a full k-means clustering of a real hyperspectral dataset. For instance, one can presume that most of the misclassifications
Figure 2. (a) This plot shows the relative variance for $K = 2$ classes, plotted against the parameter $\alpha$ of the linear combination of Max and Manhattan metrics (see Eq. (3)), for a low ($D = 3$) dimensional space. (b) Same as (a), but with a high ($D = 50$) dimensional space. The horizontal lines correspond to pure Max (upper line, corresponding to $\alpha = 0$) and pure Manhattan (lower line, corresponding to $\alpha = 1$). For the smaller value of $D$, the optimal linear combination provides a sizeable reduction in the relative variance, compared to the Manhattan and the Max metrics by themselves. For larger $D$, the linear combination is only slightly better than the Manhattan metric. The optimal value of $\alpha$ decreases, slowly, with increasing $D$; for this range of $D$, a value of $\alpha = 0.25$ works pretty well. (c) The probability of misclassification using the alternative metrics is shown as a function of $\alpha$ for $D = 3$. (d) Same as (c), but with $D = 50$. Particularly for this larger dimension, a small relative variance (less than a percent difference between the Euclidean and the $\alpha = 0.25$ alternative) can lead to a large misclassification rate (near ten percent).
Figure 3. (a) Relative variance for $K = 2$ classes, plotted against the dimension $D$ of the sphere onto which a triplet of points have been randomly placed. Two of the points in each triplet represent cluster centers, and the third a random pixel. The diamonds represent the Manhattan metric, the squares represent the Max metric, and the circles correspond to the linear combination with $\alpha = 0.25$. The dashed line indicates the relative variance associated with random assignment of pixels to centers. This is a “worst case” bound for the relative variance. (b) Probability of misclassification for the same parameters as in (a). A misclassification occurs when the center that is closest according to the Euclidean metric is not closest according to one of the other metrics. Note that although the relative variance is decreasing for large values of $D$, the rate of misclassification is monotonically increasing.

Figure 4. Same as Fig. 3, but for $K = 16$ classes. (a) Relative variance plotted against the number $D$ of spectral channels; and (b) misclassification rate.
occur when points are nearly equidistant between two candidate centers. One imagines that the process of clustering nonuniform data preferentially produces situations where there are gaps between the clusters, which might reduce the actual rate of misclassifications. Also, although hyperspectral data has nominally a large dimension $D$, in practice, most of the variance is concentrated in just a few of these dimensions, which effectively reduces the dimensionality of the data. On the other hand, the alternative distance metrics are not rotationally invariant, so it is not clear that they would be able to exploit this lower effective dimensionality.

To compare these metrics in a more realistic situation, we produced a k-means clustering algorithm for which the distance metric was adjustable, and applied it to a set of five AVIRIS data sets. Each data set is a 614x512 image with 224 channels, spanning the range from 0.4 to 2.5 microns. We also used these AVIRIS data sets to produce associated 10 channel data sets simulating the data produced by the MTI sensor.$^5$

Our approach for initializing the k-means was to divide the image into $K$ equal width “stripes” so that the first $N/K$ points comprise the first cluster, the next $N/K$ points comprise the second cluster, etc. We also considered several other initialization strategies, but this one has the advantage that it is deterministic, and since the first cluster corresponds to the first stripe, and the final clustering is (usually) not too sensitive to perturbations in the clustering algorithm.

Each image was classified with each of the distance measures, first into $K = 2$ clusters, and then into $K = 16$ clusters. Results are shown in Table 1 and Table 2, with discussion in the table captions.

6. Conclusions

Using both artificial models and real data, we compared the use of the standard Euclidean distance to several cheaper alternative distance metrics for k-means clustering. Although the Euclidean metric is theoretically optimal in terms of the cluster quality, it is also expensive to compute, particularly in a hardware implementation. We considered three alternative distance metrics (Manhattan, Max, and a linear combination of the two) which would be more amenable to hardware implementation. Both in the data-independent Monte-Carlo studies, and in the comparisons using hyperspectral and multispectral image data, we found that the alternative distances generally produced lower quality clusters than those based on Euclidean distance. For the AVIRIS and simulated MTI data, no consistent preference for Manhattan over Max could be concluded, but the Manhattan did have a lower rate of misclassification, and a smaller relative variance increase, in the idealized Monte-Carlo experiments. The linear combination proved better than the Manhattan and Max metrics in the idealized experiments; in practical cases, it was also generally (but not exclusively) better than the other alternatives.
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Table 1. Comparisons of within-class variance for clusterings of 224-channel AVIRIS data (top five lines) and 10-channel simulated MTI data (bottom five lines), using different distance metrics. These variance measurements are divided by the total variance in the data set. $K = 2$ clusters were used, and the algorithm was run for 10 iterations, or until convergence was achieved. In almost all cases, the Euclidean clustering produced the minimum within-class variance (the single exception was the $\alpha = 0.25$ clustering for data set f970701t01p02.r07.sc01.c.img.mti). In all cases, the $\alpha = 0.25$ clustering produced smaller variance than the Manhattan metric, though in most cases the difference was small. Although the Manhattan metric is uniformly superior to the Max metric in the idealized Monte-Carlo studies, the comparison for multiple iterations on real data leads to mixed results; the Max was actually better in two of the five AVIRIS images. The difference from the Euclidean clustering is the fraction of pixels which are labelled differently in the Euclidean clustering and in the clustering produced by the alternative distance. This provides an informal measure of "misclassification" but one should be cautious about interpreting that as a measure of goodness. The comparison is with the clustering produced by the Euclidean distance, not with any "ground truth." Even though the algorithm is deterministic and even though each run started with the same initial conditions, small perturbations caused by the use of a different distance metric, can lead after multiple iterations to quite different clusterings.

<table>
<thead>
<tr>
<th>Image</th>
<th>Euclidean</th>
<th>Within-class Variance</th>
<th>Fractional Difference from Euclidean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Manhatten  Max $\alpha = 0.25$</td>
<td>Manhatten  Max $\alpha = 0.25$</td>
</tr>
<tr>
<td>f960323t01p02.r04.sc01.c.img</td>
<td>0.3227</td>
<td>0.3241 0.3316 0.3239</td>
<td>0.0112 0.0313 0.0104</td>
</tr>
<tr>
<td>f970410t01p02.r02.sc02.c.img</td>
<td>0.3959</td>
<td>0.4001 0.3978 0.3996</td>
<td>0.0054 0.0043 0.0049</td>
</tr>
<tr>
<td>f970620t01p02.r03.sc02.c.img</td>
<td>0.5265</td>
<td>0.5324 0.5443 0.5319</td>
<td>0.0181 0.0284 0.0170</td>
</tr>
<tr>
<td>f970701t0102.r07.sc01.c.img</td>
<td>0.7334</td>
<td>0.7970 0.7588 0.7959</td>
<td>0.5867 0.1100 0.5905</td>
</tr>
<tr>
<td>f970801t01p02.r01.sc01.c.img</td>
<td>0.6331</td>
<td>0.6402 0.6442 0.6386</td>
<td>0.0419 0.0375 0.0350</td>
</tr>
<tr>
<td>f960323t01p02.r04.sc01.c.img.mti</td>
<td>0.3148</td>
<td>0.3169 0.3155 0.3152</td>
<td>0.0212 0.0067 0.0096</td>
</tr>
<tr>
<td>f970410t01p02.r02.sc02.c.img.mti</td>
<td>0.4087</td>
<td>0.4106 0.4100 0.4088</td>
<td>0.0044 0.0039 0.0010</td>
</tr>
<tr>
<td>f970620t01p02.r03.sc02.c.img.mti</td>
<td>0.5344</td>
<td>0.5366 0.5421 0.5347</td>
<td>0.0145 0.0208 0.0045</td>
</tr>
<tr>
<td>f970701t01p02.r07.sc01.c.img.mti</td>
<td>0.7178</td>
<td>0.7675 0.7425 0.6999</td>
<td>0.0713 0.6870 0.1377</td>
</tr>
<tr>
<td>f970801t01p02.r01.sc01.c.img.mti</td>
<td>0.6497</td>
<td>0.6698 0.7307 0.6593</td>
<td>0.0454 0.2696 0.0232</td>
</tr>
</tbody>
</table>

Table 2. Comparisons of within-class variance for clusterings of 224-channel AVIRIS data (top five lines) and 10-channel simulated MTI data (bottom five lines), using different distance metrics. These variance measurements are divided by the total variance in the data set. $K = 16$ clusters were used, and the algorithm was run for 50 iterations, or until convergence was achieved.

<table>
<thead>
<tr>
<th>Image</th>
<th>Euclidean</th>
<th>Within-class Variance</th>
<th>Fractional Difference from Euclidean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Manhatten  Max $\alpha = 0.25$</td>
<td>Manhatten  Max $\alpha = 0.25$</td>
</tr>
<tr>
<td>f960323t01p02.r04.sc01.c.img</td>
<td>0.0481</td>
<td>0.0738 0.0523 0.0733</td>
<td>0.0481 0.0738 0.0523 0.0733</td>
</tr>
<tr>
<td>f970410t01p02.r02.sc02.c.img</td>
<td>0.0883</td>
<td>0.0878 0.1030 0.0870</td>
<td>0.0883 0.0878 0.1030 0.0870</td>
</tr>
<tr>
<td>f970620t01p02.r03.sc02.c.img</td>
<td>0.0997</td>
<td>0.1154 0.1141 0.1120</td>
<td>0.0997 0.1154 0.1141 0.1120</td>
</tr>
<tr>
<td>f970701t01p02.r07.sc01.c.img</td>
<td>0.1263</td>
<td>0.1325 0.1725 0.1315</td>
<td>0.1263 0.1325 0.1725 0.1315</td>
</tr>
<tr>
<td>f970801t01p02.r01.sc01.c.img</td>
<td>0.0963</td>
<td>0.0958 0.1047 0.0947</td>
<td>0.0963 0.0958 0.1047 0.0947</td>
</tr>
<tr>
<td>f960323t01p02.r04.sc01.c.img.mti</td>
<td>0.0411</td>
<td>0.0424 0.0427 0.0406</td>
<td>0.0411 0.0424 0.0427 0.0406</td>
</tr>
<tr>
<td>f970410t01p02.r02.sc02.c.img.mti</td>
<td>0.0808</td>
<td>0.0826 0.0798 0.0806</td>
<td>0.0808 0.0826 0.0798 0.0806</td>
</tr>
<tr>
<td>f970620t01p02.r03.sc02.c.img.mti</td>
<td>0.0862</td>
<td>0.0957 0.0947 0.0864</td>
<td>0.0862 0.0957 0.0947 0.0864</td>
</tr>
<tr>
<td>f970701t01p02.r07.sc01.c.img.mti</td>
<td>0.1042</td>
<td>0.1001 0.1032 0.1066</td>
<td>0.1042 0.1001 0.1032 0.1066</td>
</tr>
<tr>
<td>f970801t01p02.r01.sc01.c.img.mti</td>
<td>0.0792</td>
<td>0.0789 0.0884 0.0792</td>
<td>0.0792 0.0789 0.0884 0.0792</td>
</tr>
</tbody>
</table>