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I. INTRODUCTION

I.1 Background

The tasks associated with the "Development and Applicability of Criticality Safety Software for Licensing Review" are documented in the DOE Laboratory Project and Cost Proposal for NRC Work (JCN W6479). Six tasks are documented that address the upgrade to the AMPX code system.

The AMPX upgrade is intended to facilitate independent processing of Version VI formats of the Evaluated Nuclear Data File (ENDF) using state-of-the-art procedures. Consequently, a comprehensive and alternative processing capability would be available to generate neutron cross-section data for criticality safety licensing applications. Task 8 of the cost proposal addresses the development of the capability to generate probability tables for treating resonance data. To date, a substantial amount of code development is complete, and in accordance with the reporting requirements for Task 8 of the cost proposal, this letter report documents the capabilities for generating probability-table data for neutron transport applications.

For resonance isotopes, the resonance region is typically divided into a resolved- and unresolved-resonance region (i.e., RRR and URR, respectively). The boundaries of the different energy ranges are extremely material dependent. The RRR is an energy region that is characterized by well-defined resonances. In other words, the experimental resolution is sufficient to permit the determination of the resolved-resonance parameters by area or shape analysis. In the RRR, cross-section functions can be generated as continuous or pointwise functions with respect to energy.

In contrast to the RRR, the URR is an energy region in which the experimental resolution is inadequate for determining the resonance parameters of individual resonances. As a result, the unresolved-resonance parameters are averages of resolved-resonance parameters over specific energy intervals; however, the values of the parameters vary as a function of the different energy intervals. As a result, the conventional approach for the URR is to calculate effective or average cross sections at an energy point within a specified energy-averaging interval. Consequently, the energy-dependent cross sections have a relatively smooth structure in the URR relative to the RRR. The smooth structure in the URR is nonphysical because the resonance structure can extend into the URR.

Due to the statistical nature of the unresolved-resonance parameters, probability tables can be used to provide cross-section probability distribution functions for energy ranges at specific temperatures within the URR. In particular, the tables provide a distribution of cross-section values and corresponding probabilities for a specified energy range within the URR. During a continuous-energy Monte Carlo neutron transport calculation, the requisite cross-section values can be sampled from the probability distribution at the neutron energy during the random walk. As a result, the self-shielding effects within the URR can arise naturally during the random walk, and the resulting Monte Carlo simulation is more analogous to the actual particle transport relative to using the effective or average cross-section value.

---

1Currently, NJOY\(^\text{\textsuperscript{3}}\) is the only production-level code system that has the capability to process ENDF/B-VI cross-section evaluations.
I.2 Purpose and Scope

Although probability tables can be generated for both the resolved- and unresolved-resonance regions, this work focuses on the calculation of probability tables for the unresolved region. Prior to this work, the capability for generating probability tables was not available in AMPX. In an effort to satisfy the objective of Task 8 under JCN W6479, a new module, PURM (Probability tables for the Unresolved Region using Monte Carlo), has been developed for the AMPX cross-section processing system. As implied by the name of the new module, a Monte Carlo approach is used to calculate probability tables for the URR, and a descriptive overview of the methodology is presented in Section II of this letter report. The purpose of this letter report is to document the capability for producing probability tables in the URR. In order to demonstrate the computational capability for this work, the probability tables that are generated with PURM are compared with probability tables that are calculated using NJOY. Comparisons with NJOY are sufficient to establish the computational capability for generating probability tables using the AMPX code system.

Note that the objective of Task 10 under JCN W6479 is to demonstrate the capability for AMPX to produce continuous-energy neutron cross-section data for use with MCNP. Since MCNP has the capability to utilize probability tables in the unresolved region, the completion of Task 8 provides the foundation for implementation of the probability-table method in a continuous-energy Monte Carlo code such as MCNP. Furthermore, future testing associated with Task 10 will demonstrate the implementation of probability tables in MCNP and provide a mechanism for testing the probability tables in criticality safety benchmark calculations.
II. METHODOLOGY

The objective of the probability-table method is to calculate a distribution function for the cross-section values in a specific energy range within the unresolved-resonance region (URR). The approach is in direct contrast with the procedures of the resolved-resonance region (RRR) in which the neutron cross section is obtained at a specific energy using the appropriate resonance formula. The cross-section distribution function is characterized by having a mean value that is equivalent to the infinite-dilution cross-section value for the energy range of interest.

Since other methods exist for the calculation of probability tables, a brief description of the most common or conventional approach is presented prior to describing the procedures that are used by PURM. Following the brief review of the conventional approach for calculating probability tables is a description of the procedures used by PURM to calculate probability tables in the URR.

II.1 Historical Approach

Different approaches can be used to generate probability tables for the isotope/nuclide of interest. The conventional or historical approach is to generate continuous-energy cross-section data from a "ladder" of resonances and determine contributions to a probability table based on the point data. This process is then repeated over additional ladders of resonances until the desired number of ladders is processed. The ladder approach, which is described by Levitt, is the basis for the probability-table method in NJOY. For the energy range of interest in the URR, a random energy grid is generated over the desired energy range. Subsequently, a ladder of resonances is generated over the energy range, and the spacing distribution of the resonances is sampled according to a Wigner spacing distribution. In order to complete the specifications for each resonance, the resonance widths are sampled according to a Chi-square distribution. Once the energy grid and set of resonance parameters are determined, cross sections are calculated at each grid point by summing over the resonances for each spin sequence. For the URR, the single-level Breit-Wigner (SLBW) resonance formalism is used to calculate the cross-sections in the unresolved range. The calculated cross-section values are accumulated into a probability table, and the mean cross-section value is obtained by averaging over the calculated cross-section values in the energy range of interest. After completing the calculation for one ladder of resonances, another ladder of resonances is generated, and the cross sections are calculated on the random energy grid. The process is repeated over as many ladders as specified by the user.
II.2 PURM Calculational Procedure

II.2.1 Resonance-parameter Sampling

A slightly different procedure relative to the "ladder" approach is used in the new module PURM. PURM uses a Monte Carlo procedure to calculate probability tables on the evaluator-defined energy grid in the URR. The Monte Carlo procedure used in PURM is based on the methodology in the code URR\(^6\) that was developed at the Oak Ridge National Laboratory in the late 1980s. As opposed to generating a ladder of resonances, PURM determines pairs of resonances surrounding the reference energy or energies for each table. As in the ladder approach, the resonance spacings are sampled from a Wigner spacing distribution:

\[
f(x) = W(x) \frac{B}{2} x e^{-\frac{B}{4} x^2}, \quad (2.1)
\]

where

\[
x = D_{RJ} <D_{RJ}>.
\]

and

\[
R = \text{relative neutron-nucleus angular momentum},
\]
\[
J = \text{spin of the resonance},
\]
\[
D_{RJ} = \text{resonance spacing corresponding to } R \text{ and } J,
\]
\[
<\text{D}_{RJ}> = \text{mean spacing of the } D_{RJ} \text{ level series that is provided in the ENDF data.}
\]

The spacing distribution in Equation (2.1) is a probability density function (PDF) that has the following property:

\[
\int_{0}^{4} f(x) \, dx = 1. \quad (2.3)
\]

In order to sample Equation (2.1) for the resonance spacing (i.e., \(D_{RJ}\)), the PDF is converted to a cumulative distribution function (CDF) by integrating Equation (2.1) from 0 to \(x\). As a result, the following CDF is obtained for sampling the resonance spacing:

\[
F(x) = 1 - e^{-\frac{B}{4} x^2}. \quad (2.4)
\]
A value for \(x\) is obtained by setting \(F(x)\) equal to a random number between 0 and 1. Once a value for \(x\) is obtained, the resonance spacing can be calculated based on Equation (2.2).

Once the spacing is sampled from the Wigner distribution, the position of the reference energy in the spacing is selected from a uniform distribution:

\[
p(xN) = \frac{1}{D_{RJ}} .
\]  

(2.5)

After converting the PDF in Equation (2.5) to a CDF, the following expression is obtained for the position of the reference energy in the spacing distribution:

\[
xN = RD_{RJ}.
\]  

(2.6)

In Equation (2.6), \(R\) is a random number, and the positions of the first and second resonances relative to the reference energy, \(E_0\), are obtained by the following expressions:

\[
E_{B,1} = E_0 \% xN,
\]  

(2.7)

and

\[
E_{B,2} = E_0 \% xN & D_{RJ}.
\]  

(2.8)

As noted previously, the first pair of resonances that are located above and below the reference energy are determined by Equations (2.7) and (2.8). For the remaining pairs of resonances to be processed, the resonance spacings are sampled from the Wigner distribution, and the location of the resonances are determined using a procedure that is analogous to the steps for the first pair of resonances. Although the procedure for sampling the resonance spacing is straightforward, the code must determine the appropriate number of pairs of resonances to sample. In an effort to estimate the number of resonances to sample, PURM uses the \(\chi^2\)-statistics test which is described in Section II.2.2.

Once the distribution of energy levels is sampled, the resonance widths must be sampled for each resonance. In the unresolved region, the ENDF data provide average widths for reference energies in the URR. The distribution function for the resonance widths follow a Chi-square (i.e., \(P\)) distribution with a designated number of degrees of freedom:

\[
P_\delta(y) = \frac{\lambda}{2 G(\lambda/2)^2} \begin{cases} \frac{\lambda}{2} < y \leq \lambda \; & e^{-\frac{\lambda}{2 y/2}} \\ \delta & e^{-\frac{\lambda}{2 y/2}} \end{cases},
\]  

(2.9)
where

\[
y = \frac{\delta_c}{\langle \delta \rangle},
\]

(2.10)

and

\[
c = \text{type of width (e.g., } f\text{-fission, } n\text{-neutron, etc.),}
\]

\[
\delta_c = \text{resonance width for energy level } \delta,
\]

\[
\langle \delta \rangle = \text{average width for a given energy range},
\]

\[
< = \text{number of degrees of freedom},
\]

\[
G(<) = \text{mathematical gamma function.}
\]

For the neutron width, \(<\text{is typically equal to 1, and Equation (2.9)}\) has the form of the Porter-Thomas distribution law of the neutron width.\(^{8,9}\) Fission is regarded as a few-channel process, and two or three degrees of freedom (\(<= 2\) or 3) are typically assumed for the fission width distribution. Regarding neutron capture, there are a large number of capture channels that are available, and the number of degrees of freedom is assumed to approach infinity (\(<64\)), and the \(P^2\)-distribution becomes a Dirac-delta function centered at \(\delta_0 = \langle \delta \rangle\). As noted previously, the ENDF data provide the average resonance widths along with the number of degrees of freedom for the corresponding \(P^2\)-distribution. During the Monte Carlo simulation, PURM obtains the widths for each resonance by sampling the \(P^2\)-distribution with the corresponding number of degrees of freedom.

### II.2.2 Dyson and Mehta \( \alpha\)-Statistics Test

One of the essential tasks for constructing the resonance distribution for a given spin sequence (i.e., \(R,J\) pair) is the determination of the appropriate number of pairs of resonances to process. A useful tool for evaluating the distribution of resonances is the \( \alpha\)-statistics test that was developed by Dyson and Mehta.\(^7,8\) PURM uses the \( \alpha\)-test to determine the appropriate number of pairs of resonances to process for each spin sequence. Prior to describing the implementation of the \( \alpha\)-test in PURM, the methodology for the \( \alpha\)-test is presented in the subsequent discussion.

The \( \alpha\)-test provides a measure of the mean-square deviation between the number of observed energy levels (i.e., resonances) within an energy interval from \(E_i\) to \(E_f\). The definition for the \( \alpha\)-statistics is given by the following expression:\(^8\)

\[
\alpha = \text{Min}(a,b) \left[ \frac{1}{2L} \int_{E_i}^{E_f} (N(E) \& aE \& b)^2 dE \right],
\]

(2.11)

where

\[
2L = \text{the total number of resonances},
\]
\[ N(E) = \text{the observed cumulative number of resonances as a function of energy.} \]
\[ a = \text{the slope for a linear fit to the observed cumulative number of resonances as a function of energy.} \]
\[ b = \text{the constant for a linear fit to the observed cumulative number of resonances as a function of energy.} \]

The procedures for calculating \( a \) and \( b \) are provided in the following discussion. A numerical representation for Equation (2.11) is presented in Ref. 8 and is provided by the following equation:

\[
\left( \frac{1}{E'_f - E_i} \right) \sum_{j=1}^{8} \left[ \frac{1}{E'_f - E_j} \left[ \frac{1}{E'_f - E_k} \left( E_{8_i} - E_j \right) \right] \right], \quad (2.12)
\]

where
\[ 8 \quad = \quad \text{the index for the number of resonances}, \]
\[ E_{8_i} \quad = \quad \text{resonance energy corresponding to index} \; 8, \]
\[ -L \quad = \quad \text{the first resonance in the series}, \]
\[ +L \quad = \quad \text{the last resonance in the series}. \]

In Equation (2.12), the quantities \( 1 \) and \( 2 \) are defined as follows:

\[
\left( \frac{1}{2} \sum_{j=1}^{8} \right) \left( E_{8_i}^2 - E_j \right), \quad (2.13)
\]

and

\[
\left( \frac{1}{2} \sum_{j=1}^{8} \right) \left( E_{8_i} - E_j \right), \quad (2.14)
\]

As indicated by Equation (2.11), the \( )_3 \) test also provides a linear fit for the cumulative number of levels as a function of energy. The slope and constant for the linear fit are provided by the following equations:

\[
a' = \left( \frac{1}{2} \sum_{j=1}^{8} \frac{1 - \frac{1}{2}}{\frac{1}{2} \sum_{j=1}^{8} \frac{1}{2} \sum_{j=1}^{8} \frac{1}{2} \sum_{j=1}^{8} \right), \quad (2.15)
\]

\[
b' = \frac{1}{2} \sum_{j=1}^{8} \left( \left( \frac{1}{2} \sum_{j=1}^{8} \right) \left( \frac{1}{2} \sum_{j=1}^{8} \right) \right), \quad (2.16)
\]

The definitions for the variables \( 1', 2', \), \( 1, \), \( 2, \) \( 1, \), and \( 2, \) are provided by the following expressions:
\[
\begin{align*}
\text{"}_1 & \text{ ' } \frac{1}{3} (E_f^3 \& E_i^3 ) , \\
\text{"}_2 & \text{ ' } \frac{1}{2} (E_f^2 \& E_i^2 ) ,
\end{align*}
\] (2.17)

\[
\begin{align*}
\text{"}_1 & \text{ ' } \frac{1}{2} (E_f E_i) , \\
\text{"}_1 & \text{ ' } \frac{1}{3} (E_f^3 \& E_i^3 ) ,
\end{align*}
\] (2.18)

and
\[
\begin{align*}
\text{"}_2 & \text{ ' } E_f \& E_i . 
\end{align*}
\] (2.19)

For each spin sequence, Equation (2.12) can be used to calculate a \( \lambda \) value for the sampled distribution of resonances. The Dyson and Mehta \( \lambda \) test also predicts that the theoretical average value for \( \lambda \) is given by the following expression:
\[
< \lambda > \sim \frac{1}{\lambda^2} [ \ln(n) \& 0.0687 ] ,
\] (2.20)

where
\[
\begin{align*}
n & = \text{ number of energy levels observed in the interval from } E_i \text{ to } E_f .
\end{align*}
\]

The variance of \( < \lambda > \) is given by the following equation:
\[
V_{< \lambda >} \sim \frac{1.169}{B^4} .
\] (2.21)

The objective of the \( \lambda \) test is to determine a resonance spacing distribution that provides a \( \lambda \) value that is in agreement with the theoretical value provided by Equation (2.20). In addition to the comparison between the calculated and theoretical values for \( \lambda \), the linear fit for the cumulative number of levels (i.e., \( N(E) = aE + b \)) should agree with the observed number of levels in the sampled distribution.

Based on experience, there is a two-part convergence problem for the implementation of the \( \lambda \)-statistics test. One part involves the linear fit for \( N(E) \) as a function of energy, and the second part involves the convergence of the \( \lambda \) values. In other words, reasonable \( \lambda \) values (i.e., within 2 standard deviations of theoretical value) may be obtained for a sampled distribution; however, the cumulative number of resonances that are predicted by the linear fit may not correspond to the observed number of resonances for the distribution. In contrast, an acceptable linear fit for the cumulative number of resonances may be obtained for a sampled distribution, but the \( \lambda \) value for the sampled distribution may disagree with the theoretical value by more than two standard deviations. The \( \lambda \) test is extremely sensitive to the location of each level in the distribution. As a result, sampling a sufficient number of resonances does not insure that the correct location of each level is obtained in the distribution.
Regarding implementation of the \( \mathcal{I}_3 \) test, PURM determines the number of levels (i.e., pairs of resonances) to sample for each spin state based on a linear fit for the cumulative number of observed levels. In other words, PURM samples a Wigner distribution to obtain a distribution of resonances using some initial value for the pairs of resonances to sample about the reference energy. The linear fit for the cumulative number of levels is compared with the observed number of levels of the sampled distribution. The number of pairs of resonances to sample is incremented until the observed number of levels in the sampled distribution is predicted to within 0.1\% by the linear fit for \( N(E) \). The \( \mathcal{I}_3 \) value is also calculated for the sampled distribution; however, PURM currently does not attempt to find a resonance distribution that has a \( \mathcal{I}_3 \) value within two standard deviations of the theoretical value as well as an acceptable linear fit for the cumulative number of levels. Extensive CPU times would be required to seek convergence for both the \( \mathcal{I}_3 \) value and an acceptable fit for the cumulative number of levels. In an effort to reduce computational times, PURM searches for the distribution that provides an acceptable linear fit for the cumulative number of levels. Based on calculational experience, accurate cross-section values can be obtained by seeking convergence for the cumulative number of levels. Note that the partial implementation of the \( \mathcal{I}_3 \)-statistics test provides a substantial improvement for the resonance spacing sampling procedure in PURM.

II.2.3 Cross-section Formulae

Sections II.2.1 and II.2.2 provide an overview of the procedures for sampling the resonance spacings and corresponding resonance widths in the unresolved region. The sampled widths and spacings are used to calculate cross sections in the URR using the single-level Breit-Wigner (SLBW) formula. PURM has the capability to calculate unBroadened cross sections (i.e., 0 K) as well as temperature-dependent cross sections in the unresolved region. Using the sampling procedures from Section II.2.2, resonance parameters can be obtained for individual resonances. Subsequently, the sampled resonance parameters can be used to calculate temperature-dependent cross sections. The following two sections provide the appropriate formula for calculating cross sections from the resonance sampled parameters.

II.2.3.1 Unbroadened Cross Sections

Regarding the unbroadened cross sections, the scattering cross section at energy \( E \) is calculated with the following expression:

\[
F_{\nu,n}(E) = \frac{N_{LS} \times 1}{k^2} \frac{4B}{k^2} (2R \% 1) \sin^2 N_R \frac{B}{k^2} \frac{J}{l + 1} g_j^{NR} \frac{1}{(E \& E_h)^{2}} \frac{1}{(E \& E_h)^{2}} \frac{2}{\sin(2N_R)} \frac{2}{4} \tag{2.21}
\]

where

\[
\begin{align*}
R & = \text{relative neutron-nucleus angular momentum}, \\
N_{LS} & = \text{total number of } R \text{ states}, \\
k & = \text{neutron wave number at energy } E, \\
N_R & = \text{angular momentum hard sphere phase shift at energy } E, \\
J & = \text{spin of the resonance}, \\
g_j & = \text{statistical spin factor},
\end{align*}
\]
The statistical spin factor, \( g_J \), for neutrons is given by the following equation:

\[
g_J \equiv \frac{(2J+1)}{2(2I+1)}
\]

(2.22)

where

\[
I = \text{spin of the target nucleus.}
\]

The neutron wave number, \( k \), in Equation (2.21) is implicitly denoted as a function of energy and is calculated with the following relation:

\[
k' = 2.196771 \times 10^{63} \frac{AWRI}{AWRI \% 1.0} \sqrt{E},
\]

(2.23)

where

\[
AWRI = \text{ratio of the target isotope mass to the neutron mass,}
\]

\[
E = \text{energy in the laboratory system.}
\]

Regarding capture and fission, the SLBW representations for capture and fission are provided by the expression:

\[
F_{n,c}(E) = \int_0^B \frac{B}{k^2} \frac{g_J}{\frac{NR_J}{\% 1}} \frac{\frac{\frac{n8}{\% 1/2}}{\frac{c8}{\% 1/2}}}{(E \& E_8)^2 \% 1/4}.
\]

(2.24)

where

\[
\frac{\frac{n8}{\% 1/2}}{\frac{c8}{\% 1/2}} = \text{capture (} c = ( \) or fission (} c = f \) width at energy} E.
\]

The total cross section at \( E \) is obtained by summing each of the partial cross sections (i.e., scatter, capture and fission).
II.2.3.2 Broadened Cross Sections

Doppler broadening of the cross sections is approximated by averaging the unbroadened cross sections over a Maxwellian distribution of velocities.\(^6\) The scatter cross section is provided by the formula:

\[
F_{n,n}(E) = \int_{0}^{\infty} \frac{4B}{k^2} (2R\%1) \sin^2 N_R \% \frac{2B}{k^2} g_j \% \frac{N_R}{8} \left[ \cos 2N_R \% \frac{1}{8} \right] U \% \sin 2N_R \% V \right].
\] (2.25)

where

\[
\left( \frac{4E_k T}{A} \right)^{1/2},
\] (2.26)

\[
U \left( \frac{2X}{2} \right) \% \Re W \left( \frac{2X}{2} \right),
\] (2.27)

\[
V \left( \frac{2X}{2} \right) \% \Im W \left( \frac{2X}{2} \right),
\] (2.28)

In Equation (2.25), \( \) is the Doppler width, and \( U \) and \( V \) are related to the complex probability integral that is defined as follows:

\[
W(x,y) \% e^{Ax \% iy)^2} \text{erfc} \left[ \text{Ax \% iy} \right].
\] (2.29)

Likewise, \( U \) and \( V \) are related to the symmetric- and antisymmetric-line-shape functions (i.e., \( R \) and \( P \), respectively) as follows:

\[
R(2,X) \% \frac{2B}{2} U \left( \frac{2X}{2} \right),
\] (2.30)

and

\[
P(2,X) \% 2\sqrt{B} V \left( \frac{2X}{2} \right).
\] (2.31)

The parameters \( 2 \) and \( X \) in Equations (2.30) and (2.31) are defined as follows:
A history denotes a single calculation or estimate of the total cross-section at an energy \( E \) from the sampled resonances and corresponding widths. Note that the capture, fission and scatter cross sections are also calculated as part of a single history.

\[
2 \cdot \sqrt{\frac{A}{4kTE_B}} \cdot ^8 X, \quad (2.32)
\]

\[
X \cdot \frac{2(E \& E_B)}{^8 g}. \quad (2.33)
\]

The capture and fission cross section as a function of temperature are provided by the following equation:

\[
F_{n,c}(E) = \frac{2B^{3/2}}{k^2} j_j \frac{g_j}{g_1} \frac{NR_j}{n_8} \frac{c_8}{U} , \quad (2.34)
\]

where \( c \) denotes either capture (\( c \)) or fission (\( f \)). As for the unbroadened case, the total cross section at \( E \) is obtained by summing each of the partial cross sections (i.e., scatter, capture and fission).

### II.2.4 Monte Carlo Simulation

Since the URR is an energy region where the parameters for individual resonances cannot be determined, the resonance parameters for the unresolved region are averages of resolved-resonance parameters over an evaluator-defined energy region within the URR. Therefore, Monte Carlo procedures can be used to randomly sample the resonance-parameter distributions for individual resonances within the URR. Sections II.2.1 through II.2.3 provide an overview of the procedures for sampling the resonance parameters and calculating cross sections in the unresolved region.

Since random variables are used in the sampling procedures for the resonance parameters, different resonance parameters and cross sections can be obtained from different random number sequences. However, the Monte Carlo simulation of the problem can estimate the desired cross-section quantity by observing the behavior of a large number of individual histories.\(^4\) In other words, the exact solution can be approximated if a sufficiently large number of histories are processed. This concept is often referred to as the Law of Large Numbers.

To illustrate the Law of Large Numbers, the first moment or mean value of a probability density function \( f(x) \) has the following definition:

\[^4\text{A history denotes a single calculation or estimate of the total cross-section at an energy } E \text{ from the sampled resonances and corresponding widths. Note that the capture, fission and scatter cross sections are also calculated as part of a single history.}\]
\[ m^{4} \int_{-4}^{4} xf(x)dx \]  \quad (2.35)

If \( n \) random variables (i.e., \( x_1, x_2, \ldots, x_n \)) are selected according to the PDF \( f(x) \), the Monte Carlo estimate of the mean value is given by

\[ \bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i \]  \quad (2.36)

The estimate, \( \bar{x} \), will approach \( \mu \) as \( n \) approaches \( 4 \). In like manner, the second moment of \( f(x) \) is estimated by

\[ \bar{x}^2 = \frac{1}{n} \sum_{i=1}^{n} x_i^2 \]  \quad (2.37)

The dispersion of \( x_i \) with respect to \( \bar{x} \) can be estimated with the following expression:

\[ F_{x_i}^2 = \frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x})^2 \]  \quad (2.38)

Likewise, the variance of \( \bar{x} \) is provided by

\[ F_{\bar{x}}^2 = \frac{1}{n} F_{x_i}^2 \]  \quad (2.39)

or

\[ F_{\bar{x}}^2 = \frac{1}{n(n-1)} \sum_{i=1}^{n} (x_i - \bar{x})^2 \]  \quad (2.40)

The standard deviation of \( \bar{x} \) is given by

\[ F_{\bar{x}} = \sqrt{F_{\bar{x}}^2} \]  \quad (2.41)

In Equation (2.36), the value of \( \bar{x} \) is obtained from \( n \) estimates of the mean value. For the purposes of discussion, let the quantity defined by Equation (2.36) constitute a "batch" estimate of the mean value. Furthermore, the \( i^{th} \) estimate of the mean value represents a single history. As a result, there are \( n \) histories
in the batch estimate for \( \mathfrak{G} \). Using the terminology of a batch, the \( j^{th} \) batch estimate for the mean value can be expressed in the following form:

\[
\bar{x}_j = \frac{1}{n} \sum_{i=1}^{n} x_{ij}.
\] (2.42)

In Equation (2.42), \( x_{ij} \) represents the \( i^{th} \) estimate in the \( j^{th} \) batch for the mean value. If a different set or batch of \( n \) random samples are taken, a different value for \( \mathfrak{G} \) would be calculated. Based on the Central Limit Theorem, if \( N \) batch estimates for \( \mathfrak{G} \) are obtained, the distribution of \( \mathfrak{G} \) will approach a normal distribution as \( N \) increases. The Central Limit Theorem implies that the statistical nature of the distribution of \( \mathfrak{G} \) is independent of the actual distribution of the individual sample, \( x_{ij} \). If \( N \) batches are processed, the "grand mean" is calculated by averaging over all the batches:

\[
\bar{x} = \frac{1}{N} \sum_{j=1}^{N} \bar{x}_j.
\] (2.43)

The dispersion of \( \mathfrak{G} \) with respect to \( \mathfrak{G} \) is given by

\[
F^2_{\bar{x}_j} = \frac{1}{(N \& 1)} \sum_{j=1}^{N} (\bar{x}_j - \bar{x})^2.
\] (2.44)

The variance of the grand mean, \( \mathfrak{G} \), is calculated as follows:

\[
F^2_{\bar{x}} = \frac{1}{N} F^2_{\bar{x}_j},
\] (2.45)

or

\[
F^2_{\bar{x}} = \frac{1}{N(N \& 1)} \sum_{j=1}^{N} (\bar{x}_j - \bar{x})^2.
\] (2.46)

For \( N \) batches, the standard deviation of \( \mathfrak{G} \) is given by

\[
F_{\bar{x}} = \sqrt{\frac{F^2_{\bar{x}}}{N(N \& 1)}} \left[ \sum_{j=1}^{N} (\bar{x}_j - \bar{x})^2 \right]^{1/2}.
\] (2.47)

Prior to describing the procedures for constructing a probability table, an explanation of the probability-table structure is needed. The format of a generic probability table with \( K \) bands is provided in Table II.1. The band limits in Table II.1 are cross-section band limits that are based on total cross-section values. Note that the determination of the cross-section band limits is provided after the description of the probability-table structure. The band limits increase in value with a corresponding increase in band number. Therefore, the lower cross-section band value for the first band is the minimum band value for the table, and the upper cross-section band value for the last band is the maximum band value for the table. By virtue of the table construction, the cross-section band limits, \( B_k \), increase monotonically (i.e., \( B_1 < B_2 < ... < B_K < B_{K+1} \)). Since
the table construction is based on the total cross section, the average value of the total cross section in each band should also increase monotonically with increasing band number (i.e., $\mathcal{G}_1 < \mathcal{G}_2 < \ldots < \mathcal{G}_k$). Note that the band averages for the remaining reaction cross sections are conditional averages corresponding to the average total cross section for the band. Consequently, the band-average cross-section values for capture, fission and scatter will not necessarily increase monotonically.

Table II.1. Example probability-table format

<table>
<thead>
<tr>
<th>Band ($k$)</th>
<th>Band limits</th>
<th>Probability</th>
<th>$\mathcal{G}_1$</th>
<th>$\mathcal{G}_2$</th>
<th>$\mathcal{G}_3$</th>
<th>$\mathcal{G}_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$B_1$</td>
<td>$P_1$</td>
<td>$\mathcal{G}_{1,1}$</td>
<td>$\mathcal{G}_{1,1}$</td>
<td>$\mathcal{G}_{1,1}$</td>
<td>$\mathcal{G}_{1,1}$</td>
</tr>
<tr>
<td>2</td>
<td>$B_2$</td>
<td>$P_2$</td>
<td>$\mathcal{G}_{2,1}$</td>
<td>$\mathcal{G}_{2,2}$</td>
<td>$\mathcal{G}_{2,2}$</td>
<td>$\mathcal{G}_{2,2}$</td>
</tr>
<tr>
<td>3</td>
<td>$B_3$</td>
<td>$P_3$</td>
<td>$\mathcal{G}_{3,1}$</td>
<td>$\mathcal{G}_{3,2}$</td>
<td>$\mathcal{G}_{3,2}$</td>
<td>$\mathcal{G}_{3,2}$</td>
</tr>
<tr>
<td>$@$</td>
<td>$@$</td>
<td>$@$</td>
<td>$@$</td>
<td>$@$</td>
<td>$@$</td>
<td>$@$</td>
</tr>
<tr>
<td>$@$</td>
<td>$@$</td>
<td>$@$</td>
<td>$@$</td>
<td>$@$</td>
<td>$@$</td>
<td>$@$</td>
</tr>
<tr>
<td>$@$</td>
<td>$@$</td>
<td>$@$</td>
<td>$@$</td>
<td>$@$</td>
<td>$@$</td>
<td>$@$</td>
</tr>
<tr>
<td>$K$</td>
<td>$B_K$</td>
<td>$P_K$</td>
<td>$\mathcal{G}_{K,1}$</td>
<td>$\mathcal{G}_{K,1}$</td>
<td>$\mathcal{G}_{K,1}$</td>
<td>$\mathcal{G}_{K,1}$</td>
</tr>
<tr>
<td>$B_{K+1}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As noted previously, the cross-section band values for each probability table are based on the total cross section. In PURM, the user has the option to specify the band values for each table or allow the code to determine the appropriate cross-section band values for each table. The determination of the cross-section bands for each table is a rather arbitrary process. For instance, bands may be constructed to be equally spaced or increase in a geometric progression (e.g., $B_1, B_2 = cB_1, B_3 = c^2B_1$, etc., where $c$ is a constant). In PURM, the cross-section band values are calculated with the following expression:

$$B_k = B_{\text{min}} + \left(B_{\text{max}} - B_{\text{min}}\right) \left(\frac{k & 2}{K & 2}\right)$$

where

$B_{\text{min}} = \text{lower bound for the second band (i.e., } B_2),$

$B_{\text{max}} = \text{lower bound for the last band (i.e., } B_K).$

The values of $B_{\text{min}}$ and $B_{\text{max}}$ can be specified by the user or determined by the code. If the user does not specify the values of $B_{\text{min}}$ and $B_{\text{max}}$. PURM estimates these values by performing a Monte Carlo simulation using up to 50 histories prior to performing the actual calculation. Once the values of $B_{\text{min}}$ and $B_{\text{max}}$ are established, PURM uses Equation (2.48) to construct the cross-section band limits for each probability table. Note that $B_1$ and $B_{K+1}$ are not determined prior to the calculation of a probability table. The values of $B_1$ and $B_{K+1}$ represent the absolute minimum and maximum cross-section values of the Monte Carlo simulation. As a result, the absolute minimum and maximum cross-section values are determined during the calculation of each probability table. The value of $B_1$ must be $0 > B_2$, and the value of $B_{K+1}$ can be any value that is greater than $B_K$. 
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Once the cross-section band limits are established for a table, PURM performs a Monte Carlo simulation for each table using a specified number of iterations or histories for a specified number of batches. For a single history in PURM, the procedures of Section II.2.1 and II.2.2 are used to sample the resonance parameters for the reference energy point in the URR. Subsequently, the formulae of Section II.2.3 are used to calculate the scatter, capture, fission and total cross sections at the reference energy. As noted previously, the calculation of the total cross section and corresponding partial reactions at the reference energy constitute a single history.

For each history in a batch, the calculated total cross-section value is compared with the cross-section band limits for the table. The total cross-section is added to the appropriate cross-section band (i.e., \( k^{th} \) band) within the probability table. In addition, a counter assigned to the band is advanced by unity. The corresponding band values for the scatter, capture and fission cross sections are also added to the appropriate registers for the \( k^{th} \) band. Note that the band selection for the partial reactions is based on the value of the total cross section. At the completion of the number of histories for the batch, the mean value for the total cross section for the \( k^{th} \) band (i.e., \( F_{Gt, k} \)) is calculated by dividing the cumulative sum for the band by the number of tallies within the band. The corresponding average band values for the scatter, capture and fission cross sections are calculated in a similar manner to the total cross-section. The batch estimate for the probability for each band is obtained by dividing the number of tallies for the band by the number of histories in a batch. Once the initial batch is completed, the next batch is processed using the same procedure for each history in a batch. The calculation for a table is complete when all of the batches have been processed.

Due to the nature of the calculational procedures, PURM provides a mechanism for monitoring the convergence of the cross-section calculation. During the Monte Carlo calculation for a table, PURM stores a "running" average (i.e., by batch processed) of the total, capture, fission and scatter cross section for the entire probability table. Plotting routines were developed and added to PURM to plot the cross-section calculation by batches run and skipped. The plotting subroutines are based on the subroutines in KENO V.a;\(^{12}\) however, the subroutines were re-written for implementation in PURM.

For each reaction, a plot of the calculated cross section is provided by batches run and skipped. In a Monte Carlo simulation for a radiation transport problem, an initial number of batches are skipped to ensure that the particle source distribution is converged and not "contaminated" by the initial guess for the source distribution. For the calculation of probability tables, the Monte Carlo procedure does not deal with a source distribution of particles; therefore, skipping an initial number of batches does not have an analogous physical interpretation as described for a radiation transport problem. Nonetheless, the user has the option to specify an initial number of batches to skip in the calculation, and the code may increase the number of batches to skip based on the calculated standard deviation within the first few batches. In particular, the code calculates the average cross-section value by skipping additional batches. Each time the number of batches to skip is increased, the code calculates the average cross-section value and standard deviation for the remaining active batches. Subsequently, PURM evaluates the calculated average cross section as a function of batches skipped up through 2/3 the number of batches processed (i.e., skip up to 2/3 the number of batches run). The code searches for the calculated average cross section with the smallest standard deviation and prints this average value with the corresponding skipped number of batches in the plot by batches skipped. The cross-section plots for the Monte Carlo simulation permit the user to evaluate the convergence of the calculation. After plotting the average cross section by batches run and skipped, PURM provides histogram frequency plots for each reaction and performs a \( P^2 \)-test for normality for each reaction.
III. RESULTS

In an effort to test the code, PURM was used to calculate probability tables for ENDF/B-VI $^{235}$U (MAT = 9228). Results are provided in this section to demonstrate the capabilities of PURM. In addition, comparisons are made with the NJOY module PURR to verify the calculational results obtained with PURM.

For ENDF/B-VI $^{235}$U, the unresolved-resonance region extends from 2.25 keV to 25 keV, and the evaluation has 14 reference energies in the URR. PURM was used to calculate 14 probability tables that correspond to the reference energies in the evaluation. Each probability table was calculated at 300 K using 200 batches with 50 histories per batch for a total of 10,000 histories per table. The total number of histories is relatively low compared with typical Monte Carlo radiation transport calculations (e.g., deep-penetration shielding problems, eigenvalue calculations, etc.). Fortunately, probability-table calculations do not have the complexities that are associated with radiation transport problems (e.g., complex geometry, particle streaming, etc.). As a result, the calculation of probability tables is a generally well-behaved problem. Therefore, a relatively large number of histories is not required to obtain acceptable statistics in a probability-table calculation.

The average cross-section values that were calculated by PURM at each of the 14 reference energies are provided in Table III.1. The average cross sections provided by PURM represent the average cross-section values for the probability table at each reference energy point. For comparison purposes, the AMPX module PRUDE was used to calculate infinite-dilution cross sections at each energy point in the URR, and the PRUDE-calculated infinite-dilution values are also presented in Table III.1. PRUDE calculates average cross-section values as a function of temperature and dilution in the URR from the average unresolved-resonance parameters that are provided in an ENDF/B evaluation. Consequently, the average infinite-dilution cross-section values from PRUDE should agree with the average cross-section values (i.e., average cross-section values for a table) from PURM. Based on the results in Table III.1, the average cross-section values from PURM agree with the infinite-dilution values that were calculated with PRUDE.
Table III.1  Calculated $^{235}$U (ENDF/B-VI) average cross-section values in the unresolved-resonance region

<table>
<thead>
<tr>
<th>Energy (keV)</th>
<th>Total</th>
<th>Capture</th>
<th>Fission</th>
<th>Scatter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PURM Inf. dilution</td>
<td>PURM Inf. dilution</td>
<td>PURM Inf. dilution</td>
<td>PURM Inf. dilution</td>
</tr>
<tr>
<td>2.25</td>
<td>19.585 ± 0.038</td>
<td>19.652</td>
<td>2.009 ± 0.011</td>
<td>5.668 ± 0.027</td>
</tr>
<tr>
<td>2.50</td>
<td>19.277 ± 0.040</td>
<td>19.260</td>
<td>1.949 ± 0.015</td>
<td>5.424 ± 0.029</td>
</tr>
<tr>
<td>3.50</td>
<td>18.153 ± 0.030</td>
<td>18.123</td>
<td>1.660 ± 0.010</td>
<td>4.626 ± 0.020</td>
</tr>
<tr>
<td>4.50</td>
<td>17.401 ± 0.025</td>
<td>17.389</td>
<td>1.452 ± 0.008</td>
<td>4.148 ± 0.019</td>
</tr>
<tr>
<td>5.50</td>
<td>16.884 ± 0.025</td>
<td>16.867</td>
<td>1.333 ± 0.007</td>
<td>3.774 ± 0.018</td>
</tr>
<tr>
<td>6.50</td>
<td>16.497 ± 0.017</td>
<td>16.470</td>
<td>1.239 ± 0.006</td>
<td>3.531 ± 0.012</td>
</tr>
<tr>
<td>7.50</td>
<td>16.121 ± 0.016</td>
<td>16.154</td>
<td>1.152 ± 0.005</td>
<td>3.284 ± 0.012</td>
</tr>
<tr>
<td>8.50</td>
<td>15.876 ± 0.017</td>
<td>15.895</td>
<td>1.094 ± 0.004</td>
<td>3.135 ± 0.012</td>
</tr>
<tr>
<td>9.50</td>
<td>15.650 ± 0.015</td>
<td>15.670</td>
<td>1.045 ± 0.004</td>
<td>2.996 ± 0.009</td>
</tr>
<tr>
<td>13.1</td>
<td>15.105 ± 0.014</td>
<td>15.097</td>
<td>0.925 ± 0.003</td>
<td>2.689 ± 0.008</td>
</tr>
<tr>
<td>15.0</td>
<td>14.885 ± 0.013</td>
<td>14.868</td>
<td>0.878 ± 0.003</td>
<td>2.566 ± 0.008</td>
</tr>
<tr>
<td>20.0</td>
<td>14.421 ± 0.009</td>
<td>14.423</td>
<td>0.789 ± 0.002</td>
<td>2.338 ± 0.007</td>
</tr>
<tr>
<td>24.0</td>
<td>14.154 ± 0.008</td>
<td>14.160</td>
<td>0.742 ± 0.002</td>
<td>2.216 ± 0.005</td>
</tr>
<tr>
<td>25.0</td>
<td>14.117 ± 0.008</td>
<td>14.102</td>
<td>0.736 ± 0.002</td>
<td>2.203 ± 0.006</td>
</tr>
</tbody>
</table>
As noted previously, a probability table was calculated for each reference energy in the URR. To illustrate the results from PURM, the calculated results for the probability table at 2.25 keV are presented in this section. Since the results for the remaining 13 tables are similar to the results for the first table, all 14 tables are not presented in this report. The results for the first table are presented to demonstrate the calculational capabilities in PURM.

Because of the nature of the Monte Carlo calculation, PURM provides a mechanism for monitoring the convergence of each probability-table calculation. For the probability table at 2.25 keV, Figures III.1 and III.2 provide a plot of the total cross-section calculation as a function of batches run and skipped, respectively. As shown in Figure III.1, convergence for the total cross section is achieved after completion of the specified number of batches processed. Similar results are obtained for the capture, fission and scatter cross sections. Figure III.3 provides a frequency plot distribution for the batches processed during the total cross-section calculation. In addition, Figure III.3 provides the results for the $\chi^2$-test for normality. As indicated in Figure III.3, the frequency distribution for the total cross-section calculation satisfies the $\chi^2$-test for normality at the 95% confidence level.

The calculated probability table at 2.25 keV is provided in Figure III.4. As shown in Figure III.4, PURM provides the MAT number, temperature and energy value for the probability table. For the $^{235}$U calculation, PURM was instructed to calculate probability tables with 20 cross-section bands. Although the user can specify the boundaries of each cross-section band, the cross-section bands that are presented in Figure III.4 were determined by PURM during the Monte Carlo calculation. The probability and standard deviation associated with each band are also provided in Figure III.4. Moreover, the average cross-section values and standard deviations for the total, capture, fission and scatter cross-sections are provided for each band within the probability table. Following the probability-table values in Figure III.4 are the average cross-section values for the calculated probability table and the results of the $\chi^2$-statistics test.

To help visualize the calculated results for the probability table in Figure III.4, the probabilities as a function of the cross-section bands are plotted in Figure III.5. Likewise, the average total, capture, fission and scatter cross sections are plotted in Figures III.6 through III.9, respectively. Note that the average total cross section as a function of band number in Figure III.6 increases monotonically with increasing band number. For some of the cross-section plots, the error bars for some of the cross-section values may be too small relative to the cross-section value to display in the plot.
Figure III.1. Calculated average total cross section by batches run.
Figure III.2. Calculated average total cross section by batches skipped.
0 cross sect. satisfies the chi**2 test for normality at the 95 % level

Figure III.3. Frequency distribution for $^{235}$U total cross-section calculation at 2.25 keV.
<table>
<thead>
<tr>
<th>L</th>
<th>J</th>
<th>Δ-L-theory</th>
<th>Std. Dev.</th>
<th>Δ-L</th>
<th>No. of Levels</th>
<th>No. of Pairs</th>
<th>N(E)=a*E(nres)+b</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3.0</td>
<td>6.6132E+01</td>
<td>5.8694E+00</td>
<td>732</td>
<td>3468</td>
<td>7.3199E+02</td>
<td>1.0483E+00</td>
</tr>
<tr>
<td>0</td>
<td>4.0</td>
<td>6.7659E+01</td>
<td>2.9604E+00</td>
<td>851</td>
<td>701</td>
<td>8.5099E+02</td>
<td>2.1240E+00</td>
</tr>
<tr>
<td>1</td>
<td>2.0</td>
<td>6.3032E+01</td>
<td>3.6435E+00</td>
<td>539</td>
<td>394</td>
<td>5.3901E+02</td>
<td>2.6924E+00</td>
</tr>
<tr>
<td>1</td>
<td>3.0</td>
<td>6.6147E+01</td>
<td>1.8955E+00</td>
<td>733</td>
<td>382</td>
<td>7.3300E+02</td>
<td>1.0360E+00</td>
</tr>
<tr>
<td>1</td>
<td>4.0</td>
<td>6.8147E+01</td>
<td>5.8555E+00</td>
<td>893</td>
<td>725</td>
<td>8.9302E+02</td>
<td>1.2627E+00</td>
</tr>
<tr>
<td>1</td>
<td>5.0</td>
<td>6.9212E+01</td>
<td>1.0493E+00</td>
<td>992</td>
<td>732</td>
<td>9.9199E+02</td>
<td>1.4094E+00</td>
</tr>
</tbody>
</table>

Figure III.4. Calculated probability table for $^{235}$U at 2.25 keV.
Figure III.5. Calculated probabilities as a function of cross-section band for $^{235}$U at 2.25 keV.
Figure III.6. Calculated total cross section as a function of cross-section band for $^{235}\text{U}$ at 2.25 keV.
Figure III.7. Calculated capture cross section as a function of cross-section band for $^{235}\text{U}$ at 2.25 keV.
Figure III.8. Calculated fission cross section as a function of cross-section band for $^{235}\text{U}$ at 2.25 keV.
Figure III.9. Calculated scatter cross section as a function of cross-section band for $^{235}$U at 2.25 keV.
As noted previously, the NJOY module PURR uses the "ladder" approach to calculate probability tables in the unresolved-resonance region. In order to compare the calculated probability tables between NJOY and PURM, NJOY99.14 was used to calculate probability tables for $^{235}$U at 300 K. For the NJOY calculations, NJOY was instructed to generate tables with 20 cross-section bands. Subsequently, the cross-section bands that were generated by NJOY were specified in the PURM input file, and PURM was used to re-calculate the probability tables with the cross-section bands from NJOY. By using the same cross-section bands, a more accurate comparison can be made between the two codes. The probabilities that were calculated by NJOY and PURM at 2.25 keV are presented in Figure III.10. Based on the results in Figure III.10, the PURM-calculated probabilities agree with the NJOY values. Likewise, the NJOY and PURM average total, capture, fission and scatter cross sections are plotted in Figures III.11 through III.14, respectively. For each cross-section band in Figures III.11 through III.14, the PURM cross-section values are in agreement with the NJOY values. Note that similar results are obtained for the remaining 13 probability-table calculations. Based on the verification studies with NJOY, the probability tables as calculated by PURM are suitable for use in nuclear applications.

At this point, extensive studies of the computation times for PURM have not been performed; however, for the $^{235}$U test case, the probability tables were calculated using 10,000 histories per table, and PURM requires ~7.1 minutes of CPU time for each table on a DEC Alpha AS 500/500 workstation. In comparison with NJOY, the $^{235}$U test case was calculated using 10 ladders of resonances per table, and the computational times are ~8.6 seconds per table on the DEC Alpha. Although the computational times for NJOY are much faster for the test case, the two computational approaches are vastly different, and the longer CPU times for PURM are attributed to the number of histories processed, as well as the implementation of the 3-statistics test. Note that NJOY does not use the 3-statistics test to evaluate the distribution of resonances sampled from a Wigner distribution. Consequently, NJOY does not have a mechanism for assessing the adequacy of the sampled resonance distribution. In addition, acceptable probability tables may be calculated with PURM using far fewer histories; thereby, reducing the CPU time for each table. However, a parametric study of the number of histories has not been performed for the test case.

Although an advantage in computation time may not be attained with PURM, the procedures in PURM are significantly different from the "ladder" approach used by NJOY. As a result, AMPX provides an independent approach for calculating probability tables for the unresolved-resonance region; thereby, satisfying the AMPX-upgrade objective to facilitate independent processing of ENDF/B data.
Figure III.10. Probability-table comparison between PURM and NJOY for $^{235}$U at 2.25 keV.
Figure III.11. Total cross-section comparison between PURM and NJOY for $^{235}$U at 2.25 keV.
Figure III.12. Capture cross-section comparison between PURM and NJOY for $^{235}$U at 2.25 keV.
Figure III.13. Fission cross-section comparison between PURM and NJOY for $^{235}$U at 2.25 keV.
Figure III.14. Scatter cross-section comparison between PURM and NJOY for $^{235}$U at 2.25 keV.
IV. SUMMARY

The DOE Laboratory Project and Cost Proposal for NRC Work (JCN W6479) identifies various subtasks for upgrading the AMPX code system to process ENDF/B-VI data.\textsuperscript{1} The overall objective of the upgrade is to facilitate independent processing of Version 6 formats. Task 8 of the cost proposal addresses the development of the capability to generate probability tables for neutron transport applications in the unresolved-resonance region (URR). In accordance with the reporting requirements for Task 8, this letter report documents development and testing of the capability to generate probability tables for the URR.

A new module for the AMPX code system has been developed to satisfy the objective of Task 8. The new module is named PURM (Probability tables for the Unresolved Region using Monte Carlo). PURM calculates probability tables in the URR using Monte Carlo procedures to sample the resonance spacings and widths. The Monte Carlo procedure used in PURM is based on the methodology in the URR code that was developed at ORNL in the late 1980s.

PURM samples pairs of resonances surrounding a reference energy for each probability table. The resonance spacings are sampled from a Wigner distribution. PURM uses the $J_3$-statistics test that was developed by Dyson and Mehta\textsuperscript{7,8} to determine the number of resonances to sample for each spin state. For each resonance, PURM samples the resonance widths from a $P_2$-distribution for a specified number of degrees of freedom. Once the resonance parameters are sampled, PURM calculates the total, capture, fission and scatter cross sections at the reference energy using the single-level Breit-Wigner formalism with appropriate treatment for temperature effects.

For the cross-section calculation and corresponding probability-table calculation, PURM performs the Monte Carlo simulation for a user-specified number of batches with a corresponding number of histories or iterations per batch. For each history, PURM calculates the total, capture, fission and scatter cross section at the reference energy, and the corresponding contribution to the probability table is determined for each history. After completing the number of histories for a batch, a batch estimate for the probability for each cross-section band is obtained by dividing the number of tallies for the band by the total number of histories processed. Additional batches are processed until the user-specified number of batches are complete. Once the total number of batches have been processed, the average cross-section values for the entire table should converge to the corresponding infinite-dilution values.

In an effort to establish the capabilities of PURM, probability tables have been calculated for the unresolved-resonance region of $^{235}$U (ENDF/B-VI). PURM was used to calculate a probability table for each reference energy (i.e., 14 reference points) specified in the ENDF/B evaluation. Each probability table was calculated at 300 K using 200 batches with 50 histories per batch for a total for 10,000 histories per table. The average cross-section values for the 14 different probability tables were compared with the infinite-dilution values generated by the AMPX module PRUDE. Based on the comparison studies, the average cross-section values for each probability table agree with the infinite-dilution values that were calculated by PRUDE.

As an additional test, the PURM-generated probability tables for $^{235}$U were compared with probability tables generated using the NJOY module PURR. For the comparison studies with NJOY, both codes used the same cross-section bands for each table, and the probability tables and cross-section values that were calculated by PURM and NJOY are in agreement. As a result, the verification studies with NJOY establish
the computational capability for generating probability tables using the new AMPX module PURM. In addition, the probability tables calculated by PURM are suitable for use in nuclear applications.
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