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Cassini Spacecraft Uncertainty Analysis
Data and Methodology Review and Update
Volume 2: A Technical Description of the Sampling Methods Employed in the Cassini Uncertainty Analysis

Gregory D. Wyss
Risk Assessment and Systems Modeling Department
Sandia National Laboratories
P.O. Box 5800
Albuquerque, NM 87185-0747

Abstract

During 1996 and 1997, Sandia National Laboratories worked in partnership with Lockheed Martin Missiles and Space to assist in the risk analysis and risk uncertainty assessment for the Cassini space probe. After the October 1997 launch, the Department of Energy requested additional documentation, in addition to the review and updating of several aspects of Sandia’s work on the original Cassini analysis. This document provides a detailed mathematical description for the unique sampling method that was used in the Cassini risk assessment. This method incorporated aspects of stratified sampling, importance sampling, and Latin hypercube sampling in order to enable the Cassini project team to perform a consequence uncertainty analysis that did not need to homogenize data points and yet captured the tails of the resultant risk distribution using a minimum number of random observations. The report also summarizes the comparison of results computed using this method and those computed using pure Monte Carlo sampling. The results computed using this method were equivalent to those produced by pure Monte Carlo sampling. Furthermore, this method improved resolution of the tail of the risk distribution by more than an order of magnitude while using 78% fewer samples than the pure Monte Carlo analysis.
Acknowledgment

The author wishes to thank several people who have had an important part in the development and execution of the Cassini spacecraft risk uncertainty study. Nelson Deane, Chuong Ha, Frank Kampas, Steve Loughin, Jim Braun, and Larry DeFillipo, all of whom are current or former employees of Lockheed Martin, have made important contributions to this work. They have been an absolute pleasure to work with during all phases of the Cassini project.

The author also wishes to thank Allen Camp, Fred Harper, Vince Dandini, and Dennis Anderson of Sandia National Laboratories for their many consultations and technical contributions to this work. This report owes much to their care and diligence.

The author also wishes to thank Don Owings and Lyle Rutger of the U.S. Department of Energy for their management of this program. Finally, the author would be remiss if he did not also acknowledge the work of Henry Firstenberg and Bart Bartrum of Tetra Tech NUS, whose comments on the Cassini Final Safety Analysis Report provided the impetus for many of the clarifications presented in this report.
Contents

Preface ...................................................................................................................................... 5
Nomenclature .......................................................................................................................... 6

1 Introduction .................................................................................................................... 7

2 Overview of the Cassini Analysis ...................................................................................... 9
   2.1 Problem Description ........................................................................................................ 9
   2.2 Risk Results to be Computed .......................................................................................... 10
   2.3 Comparison With Nuclear Reactor Risk Assessment ...................................................... 10
   2.4 Variability and Uncertainty ............................................................................................. 11
   2.5 Computational Tools ...................................................................................................... 12
       2.5.1 The LASEP-T Software .......................................................................................... 13
       2.5.2 The SPARRC Software .......................................................................................... 14
   2.6 Uncertainty Assessment Process ...................................................................................... 14
       2.6.1 Direct Substitution Method .................................................................................... 16
       2.6.2 Replica Event Tree Method ..................................................................................... 17
       2.6.3 Mathematical Deconvolution .................................................................................. 18
       2.6.4 Uncertainty Analysis Implementation Issues .......................................................... 21
   2.7 Summary ......................................................................................................................... 21

3 Mathematical Background ................................................................................................ 23
   3.1 Monte Carlo Sampling .................................................................................................... 23
   3.2 Latin Hypercube Sampling Theory .................................................................................. 24
       3.2.1 Sampling ................................................................................................................ 24
       3.2.2 Pairing ..................................................................................................................... 25
       3.2.3 Application to the Cassini Risk Assessment ............................................................. 27
   3.3 Importance Sampling ....................................................................................................... 27
   3.4 Stratified Sampling .......................................................................................................... 29
   3.5 Summary ......................................................................................................................... 30

4 Methods Used for the Cassini Study .................................................................................. 31
   4.1 The Cassini Total Risk Estimate ..................................................................................... 31
   4.2 The Cassini Exceedance Frequency Curves .................................................................... 39
   4.3 Summary ......................................................................................................................... 41

5 Grouping of Release Scenarios ............................................................................................ 43
   5.1 Reasons for Grouping ..................................................................................................... 43
   5.2 Grouping Rationale ......................................................................................................... 43
   5.3 Characteristics of Release Scenario Clusters .................................................................... 44
<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>Grouping of Weather Data</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>6.1 Reasons for Grouping</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>6.2 Grouping Rationale</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>6.3 Characteristics of Weather Clusters</td>
<td>46</td>
</tr>
<tr>
<td>7</td>
<td>Implementation of Sampling Strategy</td>
<td>47</td>
</tr>
<tr>
<td></td>
<td>7.1 Overview</td>
<td>47</td>
</tr>
<tr>
<td></td>
<td>7.2 Variability Runs</td>
<td>48</td>
</tr>
<tr>
<td></td>
<td>7.3 Uncertainty Runs</td>
<td>48</td>
</tr>
<tr>
<td></td>
<td>7.4 Comparison With Pure Monte Carlo Sampling</td>
<td>49</td>
</tr>
<tr>
<td></td>
<td>7.5 Summary</td>
<td>49</td>
</tr>
<tr>
<td>8</td>
<td>Summary and Conclusions</td>
<td>51</td>
</tr>
<tr>
<td>9</td>
<td>References</td>
<td>53</td>
</tr>
</tbody>
</table>
Preface

On October 15, 1997, the Cassini spacecraft was launched from the Kennedy Space Center in Florida to begin its almost 7-year journey to Saturn. Since the spacecraft carried radioactive materials, the final launch decision rested with the Executive Office of the President of the United States. In support of that decision, Lockheed Martin Missiles and Space prepared a final safety analysis report (FSAR) that described the Cassini mission, the spacecraft, and an assessment of the associated public risks. This risk assessment study examined not only the magnitudes of the risks themselves, but also the uncertainties associated with those risk estimates. Both the risk assessment itself and the uncertainty assessment made use of a unique random sampling scheme that incorporates aspects of stratified sampling, importance sampling, and Latin hypercube sampling for selecting the release scenarios, weather data, and uncertain or variable quantity values that should be forwarded for consequence computation.

During the course of a later review of the FSAR, it became apparent that the FSAR and its supporting documentation did not contain sufficient detail regarding this unique sampling method to enable all reviewers to have complete confidence in its correctness. For this reason, the U.S. Department of Energy requested that additional supporting documentation be developed that explained the mathematical basis for this sampling method as well as its use in the Cassini risk analysis. This volume provides that documentation.

This document is part of a larger set of documents that was requested by the Department of Energy from Sandia National Laboratories under a Cassini follow-on project. Specifically, task 2 under that statement of work indicates that several methodologies and data sources are to be reviewed and updated, with the results documented in a report. This document is Volume 2 of the two-volume report that was generated under that task.
Nomenclature

CCDF  complementary cumulative distribution function
CDF   cumulative distribution function
CIR   coincident impact release
DCF   dose conversion factor
DOE   U.S. Department of Energy
EPA   U.S. Environmental Protection Agency
FSAR  final safety analysis report
GPHS  general purpose heat source
ICRP  International Commission on Radiation Protection
INSRP Interagency Nuclear Safety Review Panel
JPL   Jet Propulsion Laboratory
LASEP-T Software developed by Lockheed Martin to investigate the progression of potential launch accidents for Titan launch vehicles.
LHS   Sandia National Laboratories' software for performing Monte Carlo and Latin hypercube sampling of statistical distributions
NASA  National Aeronautics and Space Administration
PDF   probability density function
PRA   probabilistic risk assessment
RTG   radioisotope thermoelectric generator
SETAC Sandia National Laboratories' software for evaluation of large event tree models
SPARRC A suite of software for the computation of radiological consequences developed by Lockheed Martin and used in the Cassini risk analysis
A Technical Description of the Sampling Methods Employed in the Cassini Uncertainty Analysis

1 Introduction

The Cassini spacecraft is a deep space probe whose mission is to explore the planet Saturn and its moons. Following launch in late 1997, the spacecraft will perform fly-by gravity assist maneuvers with the planets Venus (twice), Earth, and Jupiter on its way to a rendezvous with Saturn in 2004. Because of the extremely low intensity of solar energy at such great distances from the sun, the Cassini spacecraft derives its electrical power from three radioisotope thermoelectric generator (RTG) units that are powered by heat derived from the decay of plutonium-238. As with all space missions involving radioactive materials, the Cassini launch required approval from the Executive Office of the President of the United States.

The space program has a long history of performing risk computations for space missions using probabilistic risk assessment (PRA) techniques. This is especially true for those missions where RTGs are used. However, past assessments have typically yielded quantitative point estimates of risk and qualitative or heuristic assessments of risk uncertainty. The Cassini risk analysis team has determined that advances in the field of risk uncertainty assessment over the past decade warrant a quantitative approach to uncertainty for this mission. The Lockheed Martin Co. and the U.S. Department of Energy (DOE) contracted with Sandia National Laboratories for assistance in applying state-of-the-art quantitative uncertainty assessment methods to the Cassini risk analysis. This report describes the methods developed through this collaboration. It provides an overview of the entire Cassini risk uncertainty assessment process and a detailed explanation of one phase of that assessment: the sampling process. The Cassini risk uncertainty assessment made use of a unique combination of stratified sampling, importance sampling, and Latin hypercube sampling. A description of the derivation and justification of this unique sampling scheme is the purpose of this report.

This document focuses on how the methods developed for the Cassini risk analysis were applied to several accident cases that can be characterized as on-pad/early launch accidents without coincident impact release (CIR). Suborbital/orbital reentry cases were evaluated using a very similar method, although the effects of weather were handled in a different and simpler manner because the consequence models for such releases are less geography-specific, owing to the world-wide nature of such computations. On-pad/early launch accidents with CIR were modeled
using a slightly different formalism that was developed by Lockheed Martin independent of Sandia collaboration. Therefore, the methods used to model CIR cases are beyond the scope of this paper.

The report is organized as follows: Section 2 provides an overview of the Cassini risk analysis, including the expected results and analytical tools used. Section 3 provides mathematical background for the sampling methods that were employed in this uncertainty analysis. Section 4 then describes the actual uncertainty analysis method as implemented for the Cassini study. Sections 5 and 6 describe the need for and methods used in grouping source terms and weather data, respectively. Section 7 describes how the grouping and sampling methods work together to support the uncertainty analysis process. Finally, Sections 8 and 9 provide a summary and references.
2 Overview of the Cassini Analysis

This section describes the constraints under which the Cassini risk assessment operated. These include constraints imposed by the mission itself, the types of risk results desired, the computational tools available to analyze various physical phenomena, and the expectations of review groups.

2.1 Problem Description

The Cassini spacecraft was launched from the Kennedy Space Center at Cape Canaveral Air Station, Florida, on October 15, 1998, aboard a Titan IV launch vehicle with a Centaur upper stage. The spacecraft carried approximately 32.7 kg of plutonium-238 dioxide encapsulated in 54 general purpose heat source (GPHS) modules. While the Cape Canaveral site is relatively remote, there is a human population within several miles of the launch site. The objective of the risk analysis was to quantify the risk to humans in the event of either an accident prior to earth escape or an inadvertent reentry during the earth gravity assist maneuver planned for almost 3 years into the flight. Determining the exposure of humans to plutonium that might be released during such an accident requires one to model

- The characteristics of the accident itself and the thermal and mechanical environments to which the RTGs would be exposed,

- The performance of the RTGs, GPHS modules, and the plutonium fuel itself in these accident environments,

- The dispersal of the plutonium fuel, in the event that its containment is breached by an accident environment, from release to its eventual deposition in a location where it might come into contact with humans, and

- The biological effect that would be induced by this human exposure.

While Lockheed Martin has developed excellent tools to model the various phenomena required for a comprehensive risk assessment, these tools were not designed to be used in a full-scope integrated uncertainty analysis. Thus, the focus of the Sandia task to develop an uncertainty assessment methodology was to design a methodology that would enable the determination of quantitative uncertainty information from analyses performed using the existing computational modeling tools. The existing tools are, in general, computationally intensive, so limiting the number of times each tool must be executed was an important constraint on the development process. The final methodology, then, provided a framework for determining which specific computations would be required of the analysis tools to obtain useful uncertainty information about the then-proposed Cassini mission.
2.2 Risk Results to be Computed

The principal figures of merit, as reported in the Cassini GPHS-RTG Final Safety Analysis Report, \(^1\) are the risk of health effects and the risk of land contamination that exceeds levels established by the U.S. Environmental Protection Agency (EPA). Each of these results was derived by aggregating results over a large number of individual scenarios. For this study, risk was defined as the aggregation of the likelihood of a particular scenario multiplied by the consequences that would be produced by that scenario. Thus, in order to support the desired risk results, one must determine the likelihood, land contamination, and health effects of each scenario analyzed. This information is also expressed as an exceedance frequency graph in which the abscissa is consequence and the ordinate is the likelihood that the value of the consequence will exceed the abscissa value.

There are obviously a multitude of possible accident scenarios that must be considered in the evaluation of risk. It is not generally feasible to perform a detailed analysis of every possible scenario because of limited computational resources. In practice, an analyst generally performs detailed assessments for a finite number of representative accident scenarios. The analyst then performs a qualitative examination for each of the remaining unanalyzed scenarios, and assigns its likelihood of occurrence to the analyzed scenario to which it is most similar. This process of using a single scenario as a surrogate for many actual physical scenarios is common. It produces representative risk results only to the extent that there is good similarity between each physical scenario and some analyzed scenario. If too few scenarios are analyzed, or the analyzed scenarios do not represent the full space of possible scenarios, then the validity of the results suffers. The uncertainty analysis methodology must therefore prescribe scenarios to be analyzed so that the full potential accident space is explored. Since the most severe accident scenarios are often exceedingly rare, selecting only (or even predominantly) the most likely accident scenarios, as might occur in a pure Monte Carlo assessment, would fail this criterion. This is why the Cassini project looked to more advanced uncertainty assessment methods.

2.3 Comparison With Nuclear Reactor Risk Assessment

There are several parallels between the risk analysis method used for launch accidents and that used for the evaluation of risks at commercial nuclear power plants. The first step is an assessment of the probability that the launch vehicle itself will experience a failure that can either jeopardize the mission or threaten the space probe. This is similar to the “Level I” core damage sequence analysis in a nuclear power PRA in that the assessment focuses on the frequency with which the system is placed into a condition where there is a potential for the release of radioactive materials. The second step is an assessment of the conditional probability that the launch vehicle failure will actually lead to a radiological release and, if a release does occur, the characteristics of the release. This is similar to the “Level II” accident progression and source term analysis in a nuclear power PRA, except that there are dramatic differences between the important release characteristics for a land-based power plant and those for a system that is in flight. The third step is a consequence analysis for the radiological release, and is similar to a “Level III” PRA for a terrestrial nuclear system.
While there are conceptual similarities between the Cassini methods and those used for terrestrial systems, the actual implementations of the methods are quite different, and these differences pose critical problems for an uncertainty analysis. The differences are derived from two major requirements that have been imposed on the uncertainty analysis method: (1) the method must support the separation of natural or random variability from state of knowledge (or “epistemic”) uncertainty; and (2) the accident progression, source term, and consequence modeling must be accomplished using the existing LASEP-T and SPARRC software. Therefore, the description of the uncertainty analysis methods that we have developed for the Cassini mission must be preceded by discussions of these two constraints.

2.4 Variability and Uncertainty

One constraint that was placed upon the development of the uncertainty analysis methodology was that it must support the separation of random variability from epistemic uncertainty. The terms “random variability” and “epistemic uncertainty” are closely related in the minds of many, and the distinction between them is best drawn by example. Consider the launch of a spacecraft. Given a particular class of vehicle failure, we know that an accident can progress along any of a number of possible pathways owing to variations in unobserved, unobservable, uncontrollable, or uncontrollable parameters. The path can also be influenced by the inherent stochastic nature of certain physical phenomena. We refer to these potential pathways as “random variability.” A traditional risk analysis that seeks to determine all of the possible outcomes from a particular initiating event is seeking to model random variability. This helps decision makers to understand the set of potential situations that could occur given the launch of the spacecraft.

However, there are certain observable, predictable, and controllable parameters and phenomena that may be important in predicting risk for which we simply do not have adequate knowledge. We may have limited experimental data, inadequate model information, or any of a host of other issues that lead us to be uncertain about our predictions of risk. In this study we refer to these limitations as “epistemic uncertainty.” It is important that the major sources of epistemic uncertainty be identified and considered in a risk analysis.

To first order, we can think of each variability analysis as representing the universe of possible outcomes given a particular “view of the world,” and the uncertainty analysis as forcing the analyst to consider alternative world views. If we are to differentiate between epistemic uncertainty and random variability in this fashion, we must then classify individual features of the risk model (e.g., input parameters, submodel results) in this regard. It has been argued by many that there is no such thing as a feature that is either “purely” uncertain or “purely” variable because, in reality, all features contain some aspects of both random variability and epistemic uncertainty. While this is most likely true, the art of trying to determine just how much of the variation of a feature is due to random variability versus epistemic uncertainty is still the subject of intense academic and practical debate. Since such a separation is beyond the practice of current state-of-the-art risk assessment studies, we were satisfied for the Cassini study to differentiate between random variability and epistemic uncertainty on a feature-by-feature basis.

The process for assessing the random variability or epistemic uncertainty of a particular model feature begins with the analysts examining the available data for that feature and developing a statistical distribution to represent the range of values over which it might occur. This feature...
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must now be classified as either random variability or epistemic uncertainty. If, in the opinion of the analysis team, the distribution for this feature is dominated by random variability, the entire variation in this feature will be classified as random variability (even though some portion of it may be due to epistemic uncertainty). If, however, the analysis team believes that the variation in the feature is predominantly epistemic uncertainty, the entire variation in this feature will be classified as epistemic uncertainty in spite of the fact that some portion of it may be due to random variability. We believe that this approach allows us to grasp the impact of both epistemic uncertainty and random variability on the risk results without having to go significantly beyond the currently accepted state of the art.

An additional aspect of epistemic uncertainty analysis is known as “model uncertainty.” Model uncertainty derives from the fact that one may have several models to describe a particular phenomenon or physical principle. While each model has its own pedigree, validation, and perceived region of validity, models are (generally) known to be imperfect representations of reality. In addition, there may be several models that claim to be valid in a particular region and yet produce different results. Obviously, if one had a perfect model, then one could dismiss all imperfect models and use only the “perfect” results. This, however, is not the case, so the analyst is left not knowing which model (or combination of models) best represents the unique conditions at hand. Because this situation derives from a lack of knowledge about the models and the system being modeled, it is classified as uncertainty — more specifically, model uncertainty. While model uncertainty is both real and important, its evaluation requires actually having more than one model in which one has some confidence. That was not the situation in the Cassini risk assessment, so model uncertainty was not considered in this study.

2.5 Computational Tools

A second constraint that was placed upon the development of the uncertainty analysis methodology was that it must support the use of the existing LASEP-T and SPARRC software for the risk uncertainty assessment. Since the nature of these codes played an important part in the selection of uncertainty analysis methodologies, it is appropriate at this point to briefly describe each of the codes as well as the basic method that is used to perform a point estimate risk computation for the Cassini mission.

A simple stepwise description of a launch-phase risk analysis could be stated as follows: the National Aeronautics and Space Administration (NASA) Lewis Research Laboratory provides a set of accident scenarios and environments in the flight vehicle data book. Each scenario consists of a technical description of how the launch vehicle fails and a statistical distribution to represent the conditional probability of this failure scenario, given an attempted launch event. The safety analysis team then applies the LASEP-T software to determine the conditional probability that each scenario will result in a release of radioactive material to the environment, and the characteristics of the release should it occur (altitude, mass, particle size distribution, etc.). The SPARRC consequence software is then applied to determine the consequences (especially health effects) that would be expected to occur in the affected population as a result of such a radiological release. The flight vehicle data book is taken as a given input and is not subject to revision or reanalysis during the risk evaluation.
2.5.1 The LASEP-T Software

Lockheed Martin developed the LASEP-T computer software for the Cassini program. It is a descendant of the LASEP software that has been used to analyze vehicle breakup and RTG safety in previous space missions. LASEP-T performs computations that are equivalent to both the accident progression and source term computations for a traditional terrestrial nuclear power plant risk assessment. The program accepts as input a description of the accident conditions from the flight vehicle data book and the mission flight profile. This includes such information as the range of times during the flight profile during which a particular accident scenario is possible, the component(s) in the launch vehicle that fail, and a statistical description of the characteristics of the environment that the payload might experience during such an accident.

LASEP-T uses this input data to perform repeated Monte Carlo-based simulations of potential accident environments and fragment fields to determine whether the RTGs in the payload are threatened or breached during the accident and, if so, the mass of fuel that is released, its location, and its particle size distribution. It also tracks any airborne RTG material to its impact point to determine if a fuel release occurs on the ground and, if so, its mass and particle size distribution. The Fireball code transforms the LASEP-T release results to incorporate any changes to the release caused by the fireball environment that may be predicted to occur during the release scenario.

Each LASEP-T Monte Carlo trial represents an accident scenario that may lead to various combinations of air and ground-based fuel releases and fireball conditions. LASEP-T classifies each scenario that leads to a release according to a set of categories that can be thought of as the end states of a small “accident progression event tree.” Once the release category has been determined, LASEP-T records the characteristics of each type of release separately (air, air/fireball, ground, ground/fireball) for mass, particle size distribution, and other important characteristics. These results can then be examined either on a trial-by-trial basis or as aggregate distributions as necessary for the consequence analysis. The conditional probability of each end state is tracked based on the number of Monte Carlo samples that “hit” that end state divided by the total number of samples run during the simulation.

The computational method in LASEP-T can be thought of as equivalent to solving an event tree many times under the constraint that each probability in the tree is either 0 or 1. Monte Carlo sampling is used to determine which branches will have 0s versus 1s in each trial. This method works well for obtaining point estimate probability results (given enough Monte Carlo trials) if the number of trials is large. It is also adequate for examining random variability (without considering epistemic uncertainty) because the sampling of distributions for variable model features is a natural part of the code’s normal function. However, performing a Monte Carlo or

* There is a second reason that LASEP–T requires a very large number of trials: the code performs a pure Monte Carlo simulation to characterize a very large space of possible accident scenarios. Those scenarios that produce the greatest release of radionuclides are of great interest to the risk assessment, and yet they are the most rare. Thus, in order to ensure that these low-probability, high-consequence events are not neglected by the risk assessment, the analyst must execute a very large number of LASEP–T trials.
Latin hypercube uncertainty analysis on such a model is computationally intractable because it would require us to place a Monte Carlo driver on a Monte Carlo code.

### 2.5.2 The SPARRC Software

SPARRC is a system of codes that is used to investigate Space Accident Radiological Release and Consequences. The SPARRC system consists of three separate codes to evaluate the consequences of different classes of release scenarios. They are (1) SATRAP (Site-Specific Analysis of Transport and Dispersion of Radioactive Particles) for launch site accident scenarios, (2) GEOTRAP (Global Transport and Dispersion of Radioactive Particulates) for reentry accident scenarios with particles, and (3) HIAD (High Altitude Aerosol Dispersion) for reentry accident scenarios with fine particle aerosols. The three transport codes share common dose calculation modules (referred to as PARDOS), output formats, and other features so that their results have a consistent meaning and can be quantitatively combined. SATRAP is the primary tool for Phase I (launch abort) accidents within a 200-km square surrounding the Kennedy Space Center launch facility.

SATRAP implements a Lagrangian-trajectory, Gaussian puff model with the capability of handling multiparticle-sized source terms. The transport and diffusion of material in the puff are governed by meteorological data (supplied by the user) that can vary in space and time. These data include wind components at grid points, stability, height of mixing layer, and a roughness length for the surface below. Each source cloud can have its own independent set of characteristics, such as particle size, cloud dimensions, and initial coordinates. Each cloud is independently tracked in time steps through a four-dimensional (x,y,z,t) wind field.

When the source cloud reaches a level where interaction with the earth’s surface occurs, SATRAP calculates air and ground concentrations at grid points on the surface. SATRAP then computes the doses and health effects to exposed populations based on user-supplied population density, land use, and food production and consumption patterns. Dose conversion factors (DCF) for the different dose pathways are computed based on methods established by the International Commission on Radiation Protection (ICRP) under ICRP-30.

The SPARRC code system is deterministic in nature. For the Cassini analysis, source term input (mass of fuel released in each particle size category, altitude, etc.) is selected based on the results produced by LASEP-T. An individual SPARRC run also requires as input the specific weather conditions and other non-source term information that is to be used for this particular computation of consequences. Note that some of these features are subject to random variation and hence have distributions that must be sampled. Since SPARRC does not perform statistical sampling on its own, its input distributions are sampled by the LHS Latin hypercube sampling computer software. The LHS results are used to set up input for the many individual SPARRC analyses necessary to account for random variability.

### 2.6 Uncertainty Assessment Process

In a perfect world, one would consider random accident variability by constructing statistical distributions for the model features that are considered variable (both in LASEP-T and in
The objective of the Cassini risk assessment was to come as close to the ideal solution as is feasible within the fiscal and time constraints of the project and within the practical constraints of the current state of the art. We approached the problem in two phases: a detailed variability analysis, followed by a combined variability-uncertainty analysis. We began by performing a detailed variability analysis that approximates the computational methodology described above. Since the variability analysis already involves Monte Carlo sampling, it is evident that we cannot successfully “surround” the variability analysis with a Monte Carlo shell to perform an ideal uncertainty analysis. For this reason, we developed three different approaches for using the results of LASEP-T and SPARRC computations in an overall variability and uncertainty analysis methodology: (1) a direct substitution method, where the amount of epistemic uncertainty data that can be propagated through the analysis is severely limited, (2) a “replica event tree” approach in which an event tree is constructed to mimic the results of the Monte Carlo simulation code, and (3) a statistical deconvolution process in which epistemic uncertainty is deliberately intermixed with random variability during the analysis, and the two are mathematically separated after the fact. In practice, only the third method (deconvolution) was used for the Cassini analysis. The first two methods were developed largely as fallback positions (“assured success paths”) because the deconvolution method was viewed as largely experimental since it had not previously been applied to risk assessment problems of this scope.

While the methods each have their own distinct probabilistic interpretations, they can all be based on and derived from a single set of LASEP-T and SPARRC runs (provided that those runs are properly designed). This was a critical component of our uncertainty analysis methodology because it enabled analysts to proceed with the confidence that the literally weeks of computational effort that they were putting into the analyses required for the deconvolution analysis would not be wasted if that method were to prove unsuccessful. Anything less would mean opening the project to potentially unacceptable financial burdens and schedule delays.

The following sections present an overview of each method and explain the relative advantages and disadvantages of each. These sections are not intended to be rigorous mathematical treatises, but rather to provide familiarity with the basic characteristics of each method so that the reader may better understand the reasons for selecting particular sampling schemes to implement these uncertainty analysis methods.
2.6.1 Direct Substitution Method

The direct substitution method, which can be thought of as a “sample-by-sample method,” involves performing an uncertainty analysis without making any direct use of the detailed variability analysis results. The objective of this method is to mimic the methodology that has been developed and proved for commercial nuclear power reactor analysis. This method provided an assured success path because it had already been demonstrated and would produce predictable results even if neither of the two more advanced uncertainty analysis methods (described below) were to prove satisfactory. While this method was not used for the Cassini uncertainty analysis, it is briefly described here for the sake of completeness.

The direct substitution uncertainty analysis method parallels the traditional nuclear power method as follows: recall that each LASEP-T run computes the conditional probability for the realization of a series of potential release categories, which can be thought of as the end states of a small event tree model. These end states can be compared to the end states of an “accident progression event tree” (formerly called a “containment event tree”) from a terrestrial nuclear power plant risk assessment study (e.g., NUREG-1150\(^{6,9}\)) because, for both methods, each end state represents one description of what can happen to the system to allow radionuclides to be released to the environment. In terrestrial nuclear power plant risk assessment studies, each group of similar accident progression end states is associated with a source term and a set of consequences (early fatalities, latent cancers, etc., computed to account for the random variability in weather at the time of the accident). Thus, the complete set of accident progression end state definitions can be viewed as an approximation of the random variability inherent in the accident progression (although the analysts who constructed those models have not usually made any real differentiation between random variability and epistemic uncertainty in the sense that we are attempting here).

In a terrestrial reactor Monte Carlo uncertainty analysis, the sampling of the event tree provides many complete sets of accident progression end states which, as a group, can be viewed as a representation of the epistemic uncertainty (with the random variability contained in the list of end states for each Monte Carlo observation). Each end state or group of similar end states is associated with a different source term for each observation (Monte Carlo trial) in the uncertainty analysis. This analogy, while not completely valid for the Cassini study, provides a convenient way to look at the direct substitution uncertainty methodology.

The direct substitution uncertainty analysis method is intended to mimic the terrestrial nuclear power reactor method described previously to the extent that it is possible to do so using the computational tools that are available. In order to make it computationally feasible to perform a stratified Monte Carlo uncertainty analysis for the Cassini mission, we are required to reduce the level of detail in each variability analysis. Whereas in the detailed variability analysis we viewed every LASEP-T trial that resulted in release as a separate contributor to random variability, we now simplify our consideration of random variability and treat each LASEP-T end state as being similar to a terrestrial reactor accident progression end state (the characteristics of the individual trials that lead to that end state are viewed as representing epistemic uncertainty even though they are based on a sampling of both random variability and uncertainty). In the detailed variability analysis, our Monte Carlo engines were permitted to sample only those model features
that were categorized as being dominated by random variability. In the epistemic uncertainty study, all model features for which distributions have been developed are sampled concurrently.

We can use the characteristics of the individual trials that lead to an end state as the basis for distributions that represent, in this formulation, the epistemic uncertainty in the characteristics that describe that end state. The major difference between this method and the terrestrial reactor method is that a terrestrial reactor event tree will typically produce dozens or even hundreds of end state groups per observation while only a few such end states would be produced for the Cassini assessment.

The epistemic uncertainty methodology for the SPARRC side of the analysis is very similar to that used in the detailed variability study, although a simplification of the variability analysis results for the sake of the uncertainty analysis is also required here. In the variability analysis, the results of each SPARRC run were viewed as separate contributors to random variability. Under this uncertainty method, we draw a number of samples using the LHS code, sampling both uncertain and variable model features concurrently. Each sample contains the information necessary to perform a series of SPARRC runs based on variations in weather and source terms. The results generated by all of the SPARRC runs for a single observation are now viewed as representing random variability, while the set of all observations taken as a group represent epistemic uncertainty. One risk exceedance frequency curve is generated for each observation to represent random variability. When this process is performed for all observations, it produces a family of curves that, when taken together, represent the epistemic risk uncertainty. These individual curves can then be summarized to produce a mean curve and various appropriate uncertainty quantile curves. The individual end state results can also be aggregated over all scenarios to present a similar family of curves that represent our epistemic uncertainty in the overall risk for the mission.

We understood that this approach would necessarily intermingle random variability with the epistemic uncertainty results both within LASEP-T and SPARRC, but this is consistent with practice in current state-of-the-art terrestrial reactor risk studies. We accepted this fact and the other stated drawbacks as known limitations of this uncertainty method, and viewed them as a price that must be paid in order to establish an assured success path for this analysis.

### 2.6.2 Replica Event Tree Method

While the direct substitution method did provide a guaranteed success path, it suffered from some serious drawbacks. The drastic simplification of the treatment of random variability that it requires has been mentioned previously. Another problem, however, derives from the fundamental structure of the LASEP-T code. Recall that LASEP-T determines the conditional probability for each end state based on the typical Monte Carlo formulation of a number of hits divided by the total number of trials. While the simplified treatment of random variability allowed us to gain some insights about epistemic uncertainty in the consequence arena, it could do nothing to illuminate the uncertainties in this key conditional probability.

It would be very helpful if one could find a method that would allow us to consider uncertainties in the frequency domain (such as those described above) while at the same time staying as close as possible to the guaranteed success path described in the previous section. This would provide
an evolutionary (instead of a revolutionary) approach to this risk assessment problem. For this reason, we developed a method that uses all of the same computations described in the previous section for the epistemic consequence uncertainty analysis. The only changes are related to the computation of probabilities.

In the direct substitution method, LASEP-T categorized releases according to the end states of a small event tree. The probability of each end state represents the conditional probability that a particular accident scenario (as defined by the flight vehicle data book) will result in a release of radiological material with characteristics that meet the definition of that end state. LASEP-T of necessity generates only a point estimate of each probability. Thus, in that method, the only epistemic uncertainty in the frequency domain comes from the distribution for each accident scenario's initiating event frequency (as found in the flight vehicle data book).

A second method can be used to gain some insights into the uncertainties in the frequency domain. In this method one would construct a replica of the small event tree used by LASEP-T to categorize its results. Point estimate values for the branch probabilities in this event tree model would be mathematically derived from the LASEP-T results. Sensitivity analyses performed using the LASEP-T code would then be used to provide information for experts to estimate statistical distributions for each branch probability in the event tree (obviously, the expert distributions must be consistent with the point estimate data computed by LASEP-T). Given the model and the branch probability distributions, the event tree would then be solved and subjected to a Monte Carlo uncertainty assessment using software such as Sandia's SETAC/EVNTRE code suite. The result would be estimates for the uncertainty of each of the end state conditional probabilities. These uncertain conditional probabilities would then be convolved with the uncertain accident likelihoods to find the epistemic uncertainty in the overall likelihood of fuel release.

The estimation of branch fraction probability distributions is admittedly an inexact science, but it is conceptually similar to the estimation of release fraction conditional probabilities that was performed for the Interagency Nuclear Safety Review Panel (INSRP) Ulysses uncertainty analysis. While this method propagates an estimate of the uncertainty in the frequency domain, it does not provide any better opportunity to understand the dominant contributors to epistemic uncertainty than does the direct substitution method since all of the potential contributors to epistemic uncertainty must be factored into the conditional probability distributions constructed by the experts. Thus, this method offers limited additional insights at the expense of requiring additional model construction and probability distribution development. For these reasons, this method was viewed as having only limited utility for the Cassini risk analysis. Because the deconvolution method was ultimately successful for the actual Cassini study, the replica event tree method was never used.

2.6.3 Mathematical Deconvolution

The third method for characterizing uncertainty represents a fundamental change from previously proven methods. This method, as proposed and developed by Lockheed Martin Astro Space, is based on a concept from linear systems theory that is commonly applied in electrical signal analysis: the use of Laplace or Fourier transforms to deconvolve an output distribution function into its original components. In theory, the deconvolution uncertainty
analysis method will allow for a more complete separation between random variability and epistemic uncertainty without forcing the drastic simplifications that were required under the direct substitution method. While this method was viewed as largely experimental (because it had not previously been applied to risk assessment problems of this scope), it ultimately proved successful and was used to provide the final uncertainty analysis results for the Cassini FSAR.

The fundamental idea for the deconvolution uncertainty analysis method is as follows: if we can construct one distribution that represents the system risk considering only random variability, and a second distribution that represents the system risk with epistemic uncertainty and random variability fully intermingled, then by application of Laplace or Fourier transforms we should be able to reconstruct a distribution that represents only the effect of epistemic uncertainty on the variability distribution to obtain the combined uncertainty-variability distribution. The following discussion is intended to provide an overview of deconvolution methods. The reader is referred to a detailed mathematical text for a more rigorous treatment of the mathematical deconvolution.

Let us assume that there exists a distribution function which, when convolved with the detailed variability distribution, produces as its result the combined uncertainty-variability distribution. If this distribution function could be found, it would represent the “pure” effect of epistemic uncertainty on the variability distribution. Mathematically this could be written as

\[ R = U * V \]

where \( R \) is the risk distribution from the combined uncertainty-variability analysis and is found by the convolution of an as-yet undetermined pure epistemic uncertainty distribution \( U \) with the detailed variability distribution \( V \). Recall that for both the Laplace and Fourier transforms, the convolution operation becomes a multiplication operation. Thus, if we hope to find the unknown distribution \( U \) through the deconvolution of \( R \) and \( V \) (both of which are known), we must divide their Laplace or Fourier transforms as

\[ \overline{U} = \frac{\overline{R}}{\overline{V}} \]

where the bar denotes that the relation holds in the transform domain. The remaining task, then, is to invert the Laplace or Fourier transform for \( \overline{U} \) back into the real domain \( U \).

Once the inversion is accomplished, we can plot the overall system risk as a family of curves that is similar to that described for the direct substitution method. The result would be a family of parallel curves that would be generated by a numerical convolution of \( U \) and \( V \). In this case, each curve has the basic shape specified by the detailed variability distribution \( V \), but is transformed based on the action of the uncertainty distribution \( U \) to obtain the complete range of possible variability distribution curves.

The principle of mathematical deconvolution is, however, not without its limitations. Two limitations are most frequently cited. First, since deconvolution is based on linear systems theory, its rigorous application requires that the systems to which it is applied have linear transfer functions. This is most certainly not true in the Cassini risk uncertainty assessment. It should be noted, however, that the method is routinely applied to nonlinear systems in the area of electric...
circuit theory with reasonable success. Note also that the objective of the deconvolution analysis is simply to provide an estimate for the degree of confidence that one can place in the risk analysis results (the “spread” of uncertainty about a best-estimate risk profile), and that the process of deconvolution has no effect whatsoever on the best-estimate risk profile itself. Therefore, while a skeptic of deconvolution may hold the uncertainty analysis results in question, his confidence in the best-estimate risk profile should be unaffected because those results are based on long-established practice in the risk and reliability analysis field.

The second limitation of the deconvolution method is that the “level of confidence” curves that it generates are necessarily parallel to the best-estimate risk profile. In other words, it is incapable of reproducing a situation where different views of the world (as expressed through epistemic uncertainty) converge with, diverge from, or even cross the original best estimate risk profile. While this limitation is real, it is believed to be of little consequence for the Cassini study. This limitation would be more important in a case where one is comparing risk results for several different models of the same phenomenon, or contrasting the effects of multiple hazard curves on a system. In these cases, nonparallelism of the risk curves may in fact be important, and the use of a deconvolution method inappropriate. However, the Cassini study varies neither the hazard curve nor the actual details of the phenomenological modeling (save for the variation of parameter values implemented in a single model). Thus, it is believed that this limitation of the deconvolution method is of only minor importance for the Cassini analysis.

The deconvolution uncertainty analysis method clearly pushes beyond the current state of the art in PRA methodology, and there are aspects of the method that remain to be fully demonstrated. For example, mathematical rigor would require that all of the transfer functions in our study (LASEP-T, SPARRC) be linear in order for the underlying mathematical theory to be applicable. This is clearly not the case for our system. However, initial applications of the method to nonlinear transfer functions have shown promise. Successful application of this method would produce a distribution $U$ that represents the separate effect of epistemic uncertainty on the system, and in doing so, would overcome some of the limitations described for the direct substitution method. This method can make use of the same LASEP-T and SPARRC computations described for the direct substitution method.$^*$ The only additional computations would be the generation, manipulation, and inversion of the transform variables. These functions

---

$^*$ A hazard curve describes the likelihood that a threat of a particular magnitude will manifest itself against a system. For example, a seismic hazard curve describes the frequency of occurrence for earthquakes of a particular ground acceleration level. A hazard curve graph uses ground acceleration as the abscissa and frequency as the ordinate. Clearly, seismic hazard curves based on two different sources of data may converge, diverge, or cross. This would likely cause the resultant risk profiles to behave in a similar manner, and the deconvolution method is incapable of resolving this behavior.

$^*$ Recall that under the direct substitution method, our computations would consist of a detailed variability analysis in which only model features classified as being dominated by variability would be sampled, followed by a detailed uncertainty-variability analysis in which all model features for which distributions are generated would be sampled concurrently. Under the direct substitution method, the detailed variability computations serve as information only and are not used in the uncertainty-variability analysis. Under the deconvolution method, however, these same computations form the basis for the distribution $V$ and thus must be performed in a manner that is consistent with the uncertainty-variability analysis.
are not computationally intensive (by comparison with LASEP-T and SPARRC) and are currently available in commercial software packages.

2.6.4 Uncertainty Analysis Implementation Issues

While the methods described in this section provide the theoretical underpinnings for the Cassini uncertainty analysis, there are a number of practical issues related to computational feasibility that must be resolved before these methods can be implemented. Specifically, it is not feasible to compute consequences for every known set of weather data and every individual LASEP-T trial that lead to a radiological release. The number of possible release/weather combinations is very large — too large even for a fast-running code such as SPARRC.

The objective is to design a scheme to select input for a limited number of representative SPARRC runs. Several criteria were developed by the Cassini project to help ensure the integrity and defensibility of the final risk uncertainty results:

1. The overall set of runs selected must be a fair representation of the spectrum of results that would be expected were we able to run all cases.

2. In order to ensure that the tails of the resulting risk distribution are not inadvertently neglected, the selection of runs must ensure that high-consequence situations are deliberately sampled (and properly accounted for) in spite of their low probability of occurrence.

3. To enhance the defensibility of the final product, the method should rely on the use of actual measured or computed data wherever possible (it should avoid homogenizing information from “similar” data points into a single “new” surrogate data point unless that point is already a member of the original data set).

4. The scheme must be compatible with the constraints imposed by all three of the uncertainty analysis methods described previously.

The first impulse might be to use random sampling techniques to draw a “representative” subset of data points to be used for the SPARRC analyses. However, if this were to be done, one would be likely to completely miss those rare large release scenarios and unusual weather scenarios that might lead to elevated consequences. Thus, these constraints — especially constraint 2 — cannot be met by a purely random sampling scheme such as a traditional Monte Carlo analysis. Instead, one must select the input for SPARRC runs using more sophisticated techniques. Section 3 lays the mathematical foundation for the advanced sampling techniques that were used in the Cassini risk assessment. The remainder of this paper then deals with the specific issues involved in implementing an advanced sampling scheme for the Cassini risk assessment.

2.7 Summary

This section has described the goals of the Cassini risk assessment project, as well as some of the practical and project-related constraints on the risk and uncertainty analyses. The objective of the analysis was to compute the risk of health effects and the risk of land contamination above EPA-established levels. This required the examination of a large number of scenarios in order to
determine their likelihood and their potential to produce consequences. The results of these scenarios were then aggregated to produce the final risk metrics. The uncertainty analysis was constrained by the following factors:

- More accident scenarios exist than the computational resources required to analyze them (hence, in some instances, surrogate scenarios must be used).

- The project team determined that the uncertainty analysis methodology must support the separation of random variability and epistemic uncertainty.

- The uncertainty analysis methodology must make use of the existing analysis tools (LASEP-T and SPARRC).

- The uncertainty analysis methodology must provide an assured success path while making possible the use of advanced techniques such as mathematical deconvolution.

- The methodology must ensure that high-consequence situations are deliberately sampled in spite of their low probability of occurrence in order to ensure that the tails of the risk distribution are not inadvertently neglected.

The sampling techniques developed for the Cassini uncertainty analysis fulfill these constraints while enabling a representative uncertainty analysis to be performed within the project’s computational and schedule constraints.
3 Mathematical Background

There are two basic parts of the Cassini risk assessment: the accident scenario and source term analysis (as performed by LASEP-T) and the consequence analysis (as performed by SPARRC). The LASEP-T software is designed around a Monte Carlo sampling engine that is capable of performing the sampling required to implement all of the uncertainty analysis methods described in Section 2. This is done using two runs of the code: the first sampling only the variability distributions ("variables") and the second sampling both the variability distributions and the epistemic uncertainty distributions ("uncertain parameters"). For this reason, the LASEP-T analysis is not described further in this paper.

SPARRC, however, is a deterministic code that does not contain its own sampling apparatus. Instead, an external sampling engine must be used to select which specific cases are to be run. In an ideal world, one would take each release scenario* from LASEP-T and evaluate its consequences for several representative sets of variables and uncertain parameters under every possible set of weather conditions. However, while SPARRC is a fast-running code, it does require a few minutes of computation time per evaluation. For this reason, the project was forced to limit the number of SPARRC evaluations to be between 2000 and 3000 total. When we realize that there are two LASEP-T runs, each of which can produce a few thousand release scenarios, which would each have to be evaluated for some 150 sets of weather conditions and several representative sets of variables and uncertain parameters, it becomes clear that the ideal situation is not computationally tractable. Instead, we must select our SPARRC runs carefully in order to ensure that the needs of the uncertainty analysis methodology can be met. This selection was done for the Cassini risk assessment using concepts derived from Monte Carlo sampling, Latin hypercube sampling, importance sampling, and stratified sampling. This section provides the mathematical background for each of these methods that is needed to understand the method that was actually used in the Cassini analysis.

3.1 Monte Carlo Sampling

Monte Carlo uncertainty analysis techniques were developed to address the need for uncertainty assessment for a particular class of problems. Consider a variable $Y$ that is a function of other variables $X_1, X_2, ..., X_k$. This function may be very complicated, such as a computer model (e.g., SPARRC). A question to be investigated is “How does $Y$ vary when the $X$s vary according to some assumed joint probability distribution?” Related questions are “What is the expected value of $Y$?” and “What is the 99th percentile of $Y$?”

A conventional approach to these questions is to apply Monte Carlo sampling. By sampling repeatedly from the assumed joint probability density function of the $X$s and evaluating $Y$ for

---

* A “release scenario” is a single “trial” from LASEP-T that results in the release of any quantity of plutonium fuel at any point in the accident simulation. LASEP-T performs many thousands of trials in a single run, and it is possible for hundreds or thousands of these to result in some small release of plutonium and hence to become release scenarios.
each sample, the distribution of $Y$, along with its mean and other characteristics, can be estimated. In Monte Carlo sampling, the samples are drawn purely at random, and large numbers of samples must be drawn in order to ensure that the assumed joint probability density function is adequately represented by the sample population (e.g., that all regions of the density function have in fact been sampled, and that the density of samples approaches that demanded by the density function itself). The large number of samples also helps ensure that unintended correlations between the various $X_i$ are eliminated.

Typical Monte Carlo sampling software (such as Sandia’s LHS code\textsuperscript{7}) provide as program output, for $n$ Monte Carlo repetitions, a set of $n$ vectors of input variables (each such vector is $k$-dimensional). Each input vector can then be evaluated by the function or program to generate $n$ values of the result $Y$ ($Y$ may be a scalar or a vector whose dimensionality is determined by the function or program of interest). This approach yields reasonable estimates for the distribution of $Y$ if the value of $n$ is large. The value of $n$ must be especially large if one wishes to characterize the tails of the distribution for $Y$. Since the LASEP-T results are likely to contain a small number of high-consequence release scenarios, and since these scenarios are critical to the final risk results, we are, in essence, required to perform a detailed characterization of the tail of the distribution provided by LASEP-T. Thus, if pure Monte Carlo were to be employed to select the runs to be performed by SPARRC, one would either be required to perform a prohibitively large number of SPARRC runs or risk failing to sample from this very important region. Therefore, pure Monte Carlo sampling is not an appropriate method for selecting the runs to be performed by SPARRC.

### 3.2 Latin Hypercube Sampling Theory

#### 3.2.1 Sampling

An alternative approach, which can yield more precise estimates, is to use a constrained Monte Carlo sampling scheme. One such scheme, developed by McKay, Conover, and Beckman,\textsuperscript{14} is Latin hypercube sampling. Latin hypercube sampling selects $n$ different values from each of $k$ variables $X_1, \ldots, X_k$ in the following manner. The range of each variable is divided into $n$ nonoverlapping intervals on the basis of equal probability. One value from each interval is selected at random with respect to the probability density in the interval. The $n$ values thus obtained for $X_1$ are paired in a random manner (equally likely combinations) with the $n$ values of $X_2$. These $n$ pairs are combined in a random manner with the $n$ values of $X_3$ to form $n$ triplets, and so on, until $n$ $k$-tuplets are formed. These $n$ $k$-tuplets are the same as the $n$ $k$-dimensional input vectors described for pure Monte Carlo sampling. This is the Latin hypercube sample. It is convenient to think of this sample (or any random sample of size $n$) as forming an $(n \times k)$ matrix of input where the $i^{th}$ row contains specific values of each of the $k$ input variables to be used on the $i^{th}$ run of the computer model.

Latin hypercube sampling improves on the efficiency of traditional Monte Carlo sampling by ensuring that the $n$ sampled values are selected so that they cover as much of the specified probability density as possible within the constraints that the resulting samples remain equally likely and still contain the element of randomness. To illustrate this point, consider drawing two samples from a known probability density function. If the samples are drawn purely at random,
then there is a 50% likelihood that both samples will be drawn from the same side of the median. If a third sample is drawn at random, there is still a 25% likelihood that all three samples will lie on the same side of the median. Clearly this is not desirable if one wishes to characterize the entire density function in terms of the sampled values. To overcome this artifact with pure random sampling, one must draw a very large number of samples — large enough that the probability of any important region remaining unsampled becomes small. Now consider drawing two samples from that same density function using Latin hypercube sampling. The Latin hypercube method first divides the density function into two equally likely regions (above the median and below the median), and then randomly draws exactly one sample from each of these regions of equal probability. In this way, one is guaranteed that the resulting samples are equally likely and yet still drawn at random while covering the entire domain of the density function in the fewest number of samples.

The Latin hypercube sampling technique has been applied to many different computer models since 1975. A more complete description of the method can be found in the user's manual for Sandia's LHS software.

3.2.2 Pairing

It should be noted that even though two variables are sampled independently and paired randomly, the sample correlation coefficient of the $n$ pairs of variables in either a random sample or a Latin hypercube sample will, in general, not equal zero because of sampling fluctuations. In order to obtain a sample in which the sample correlations more nearly match the assumed, or intended, correlations, Iman and Conover proposed a method for restricting the way in which the variables are paired. While a full description of the restricted pairing methodology is beyond the scope of this paper, a heuristic description and justification is provided. The reader should consult the references for a more complete description of the method and its justification.

Recall that in the process of sampling a single distribution (generating $n$ observations of values for that distribution), there is no significance to the order in which those observations are obtained. What matters for the purposes of the uncertainty analysis is that the entire collection of observations faithfully preserves the properties of the distribution from which it was sampled. For this reason, we can view the random pairing process (the basic Latin hypercube method) as follows. Imagine writing the value of each observation for distribution $X_1$ on a separate slip of paper and placing those slips into a hat. There would now be $n$ separate slips of paper in that hat. Now imagine following the same process for distribution $X_2$, and placing the slips in a second hat. The same process could be followed for distributions $X_3$ through $X_k$, so that at the end of the process one would have $k$ hats, each containing $n$ slips of paper with distribution values written on them. To accomplish the random pairing process described previously, one would simply draw one slip of paper at random from each of the $k$ hats, and the group of values written on those $k$ slips of paper would form the first observation of the output data set. In the language of the previous section, these values would form the $k$-dimensional input vector for the first computer run, or the first row in the $(n \times k)$ matrix of sampling results. The second set of values drawn randomly from the $k$ hats would form the second observation, $k$-dimensional input vector, or matrix row, and so forth until the last, or $n$th, set of values was drawn to form the last such observation. Since exactly $n$ values were generated for each distribution, all of the hats are now
empty. Thus, all of the generated distribution values were used, so each column in the \((n \times k)\) matrix faithfully represents the distribution from which its values were drawn.

One could, however, visualize a different pairing process in which the slips of paper from the \(k\) hats were poured out to make \(k\) separate piles. The slips of paper from those piles could then be arranged in columns to form the \((n \times k)\) matrix described previously. Since there is no significance to the \textit{order} in which the individual slips of paper are arranged in these columns, one might imagine a person examining the entire \((n \times k)\) matrix and \textit{deliberately} moving slips of paper around within columns to achieve some goal for the overall matrix. If one were clever, one could order each column so that the correlation between its values and those of every other column in the matrix was as small as possible. When this process is completed, the \((n \times k)\) matrix still contains the same values in the same columns, but each column has been intentionally reordered. Each column in the matrix faithfully represents the distribution from which its values were drawn because, once again, all of the values generated for the distribution were used. Also, each row still represents the \(k\)-dimensional input vector for a computer run because it contains one value from each of the distributions \(X_1\) through \(X_k\). Thus the \((n \times k)\) matrix is in every sense equivalent to that generated by the random pairing process described earlier. In fact, there is some small probability that the random pairing algorithm would generate this matrix if exactly the right sequence of random draws were to occur during the process. This intentional selection of the pairing of the selected observations produces results that are directly analogous to the restricted pairing procedure developed by Iman and Conover. Since this process explicitly removes unintended correlations from the sample set, there is no longer any need to remove such correlations using the principle that large number of observations cause random pairing to asymptotically approach statistical independence. Thus, by intentionally pairing the data, one can reduce the number of observations required to appropriately represent a set of input distributions. For many problems, reasonable results can be obtained when the number of observations is at least \(4/3\) the number of random variables being sampled.

If one uses Latin hypercube sampling with restricted pairing, as implemented in Sandia’s LHS software, it is important to understand the software’s degree of success in achieving zero correlation between the sampled random variables. The LHS software computes a measure of this success known as the variance inflation factor (VIF). The VIF is defined as the largest element on the diagonal of the inverse of the achieved correlation matrix. If the VIF gets significantly larger than 1, some undesirably large pairwise correlations may be present. Marquardt and Snee deal with some very large VIFs \(> 2 \times 10^6\) and provide a readable explanation on reasonable sizes of VIFs. Marquardt indicates that there can be serious collinearity (i.e., large pairwise correlations present) for VIF \(> 10\). Thus, there is certainly no problem as long as the VIF is close to 1.

It is logical to ask then whether this restricted pairing technique can be used to induce specified \textit{nonzero} correlations between random variables since it is already being used to cause these same correlations to tend toward zero (or, more properly, become as small as possible). The answer is yes, with the limitation that such induced correlations are based on the nonparametric technique known as rank correlation. Such a measure is used since it remains meaningful in the presence of non-normal distributions on the input variables.
3.2.3 Application to the Cassini Risk Assessment

There are four classes of information that must be selected in order to provide input to the SPARRC consequence analysis software: (1) values from random variability distributions, (2) values from epistemic uncertainty distributions, (3) the release scenario and source term to be modeled, and (4) the weather conditions under which this release is presumed to occur. Latin hypercube sampling is clearly applicable to the first two classes of information because the distributions for these variables and parameters are generally continuous* and well behaved (e.g., their density functions do not have extraordinarily long tails,† and there are no regions of the distribution that exhibit both a low probability density and a high importance for the analysis results).‡ However, Latin hypercube sampling is not appropriate for the third class of information because the release scenario and source term data contain a class of very low-probability, high-consequence (hence, high importance) events that would likely not make it into the sampled data. Latin hypercube sampling is also less appropriate for the fourth class of information for the same reason — the weather information is dominated by a large number of “normal” days and contains only a few days that would be expected to produce the most severe consequences. Thus, while Latin hypercube sampling forms an important part of the Cassini uncertainty assessment, other techniques must be used for the release scenario and weather data.

3.3 Importance Sampling

Consider a function $f$, and suppose one wished to integrate $f$ over some region in $x$ from $a$ to $b$. The basic theorem of Monte Carlo integration$^{23}$ states, in essence, that the value of this integral $I$ is equal to the average value of $f$ on the interval $[a, b]$, times the “volume” of that interval $(b-a)$, or

* Or, where the distributions are discontinuous or discrete, it is possible to perform an $a priori$ ordering of the domain so that the regions of equal probability generated within LHS represent regions where the entities that they contain are in some sense similar to one another.

† A “long tail” might, for example, be found in a density function where the difference between the 99th percentile value and the 99.9th percentile differed by more than an order of magnitude. Latin hypercube sampling can perform poorly for distributions with long tails. Latin hypercube sampling fails for distributions with long tails because a typical Latin hypercube sample consists of only a few tens or hundreds of observations, and only one or two of those observations are taken from the tail of the distribution. This makes the mean, variance, and other statistics of the sample much more highly sensitive to the exact values selected for those one or two samples.

‡ Latin hypercube sampling also fails when a region of a distribution that is highly important to the analysis results exhibits a relatively low probability density. This occurs because the Latin hypercube method divides the domain for each random variable into regions of equal probability, and draws one sample from each such region. Obviously, if a region of importance has a very low probability, it is likely to be fully contained within one of these equal probability regions. In fact, it may make up just a very small portion of one such region. Thus, it is likely that the important value for this random variable will not be sampled at all because the one sample drawn from this region is most likely to be drawn from the larger, less important portion of the region. Pure Monte Carlo sampling also suffers from this same problem unless an extraordinarily large number of samples are drawn. This problem can be overcome using importance sampling or more general stratified sampling techniques.
\[
I = \int_{a}^{b} f \cdot dx \approx (b-a) \cdot \left( \langle f \rangle \pm \sqrt{\frac{(f^2) - \langle f \rangle^2}{n}} \right) = (b-a) \cdot \langle f \rangle \pm (b-a) \sqrt{\frac{(f^2) - \langle f \rangle^2}{n}}
\]

where the angle brackets denote the arithmetic mean over the \( n \) sample points. The “plus or minus” term represents a one standard deviation error estimate for the integral. Thus, given \( n \) points that have been chosen at random (uniformly) from the \( x \) domain within the region \([a,b]\), denoted \( x_i \), the value of \( I \) can be estimated as

\[
I \approx (b-a) \cdot \frac{1}{n} \sum_{i=1}^{n} f(x_i)
\]

This equation would estimate the integral \( I \) using pure Monte Carlo sampling. Now suppose that the original function \( f \) can be written as the product of two functions such that \( f = g \cdot h \). One could then rewrite the original integral \( I \) as

\[
I = \int_{a}^{b} f \cdot dx = \int_{a}^{b} \left( \frac{f}{g} \right) \cdot g \cdot dx = \int_{a}^{b} h \cdot g \cdot dx
\]

Suppose furthermore that \( g \) represents a probability density function such that

\[
\int_{a}^{b} g(x) \cdot dx = 1
\]

If one then chooses points \( x_i \) randomly based upon the nonuniform density function \( g(x) \cdot dx \), instead of the uniform density function \( 1 \cdot dx \) used in the original Monte Carlo integration function, then one can estimate the value of \( I \) by sampling the function \( h \) at these nonuniform points \( x_i \). The estimate for \( I \) is then

\[
I = \int_{a}^{b} f \cdot dx = \int_{a}^{b} f \cdot g \cdot dx \approx (b-a) \cdot \left( \frac{f}{g} \right) \pm \sqrt{\frac{(f^2 / g^2) - \langle f / g \rangle^2}{n}} = (b-a) \cdot \left( \langle h \rangle \pm \sqrt{\frac{(h^2) - \langle h \rangle^2}{n}} \right)
\]

or, again based on the nonuniform \( x_i \),

\[
I \approx (b-a) \cdot \frac{1}{n} \sum_{i=1}^{n} h(x_i) = (b-a) \cdot \frac{1}{n} \sum_{i=1}^{n} \frac{f(x_i)}{g(x_i)}
\]

This technique is known as importance sampling, and can be thought of as a “variance reduction” technique in that it provides a method to reduce the variance of the sample mean that must be calculated during a Monte Carlo integration. It can be shown that the optimal choice for the function \( g \) (the choice that achieves the greatest variance reduction and thus enables one to perform the integration using the fewest samples) is to make \( g \) proportional to the absolute value of \( f \). However, since it is often very computationally expensive to determine values for \( f \) (and
we want to reserve that computational expense for the actual integral computation), a good choice for \( g \) can be derived from any reasonable approximation for \( f \).

To further illustrate the method of importance sampling, consider the integration of a function \( f \) whose value is very small over most of the domain of integration, but very large in some small portion of the domain. Since the function \( g \) is optimally selected to be roughly proportional to the absolute value of \( f \), and since \( g \) represents the density function from which the sample points \( x_i \) will be drawn, it is clear that the best estimate for \( I \) is obtained when one samples heavily from the areas where \( f \) is large and lightly from the areas where \( f \) is small. This variation in sampling frequency is accounted for by the fact that the final value of \( I \) is now derived from the function \( h = \frac{f}{g} \) instead of simply from \( f \) as in the pure Monte Carlo integration.

Concepts from importance sampling were used in the selection of source terms for the Cassini uncertainty analysis. The specifics of that method are described at the end of this section.

### 3.4 Stratified Sampling

A second variance reduction technique for Monte Carlo integration is stratified sampling. Latin hypercube sampling is one example of stratified sampling. More general stratified sampling techniques do not make use of a single observation per stratum, as was the case with Latin hypercube sampling. This section provides a sufficient overview of stratified sampling to allow the reader to understand how this technique was used in the selection of weather data for the Cassini uncertainty analysis. For a more detailed description, the reader is referred to the literature.

In stratified sampling, a population of size \( N \) is first divided into \( L \) subpopulations (called "strata") of sizes \( N_1, N_2, ..., N_L \), respectively. These subpopulations are nonoverlapping, and together they comprise the whole population. The objective of the stratification process is to improve the precision in the estimates of the characteristics of the whole population by dividing a heterogeneous population into subpopulations, each of which is internally more homogeneous. A more homogeneous population within a stratum implies less variation within that population, so precise estimates of the statistical characteristics of that stratum can be obtained from a small sample in that stratum. These estimates can then be combined into a precise estimate for the whole population — usually with a significantly smaller sample size than would be required were one to perform random sampling on the entire population \( N \). Each subpopulation is sampled independently using an appropriate sampling technique such as simple random sampling or Latin hypercube sampling.

In stratified sampling, the size of the subpopulations can vary by stratum, as can the fraction of the subpopulation that is sampled (or the number of samples selected per stratum). The objective is to select enough samples from each stratum that its statistical properties can be accurately determined. Obviously, a highly homogeneous stratum will require less rigorous sampling than a heterogeneous stratum. More specifically, the optimal allocation of sampling points among subpopulations is to have the number of sampled points in each subpopulation \( j \) proportional to \( \sigma_j \), where \( \sigma_j \) is defined as the square root of the variance within that subpopulation. If a stratum
is small and heterogeneous, this may require the sampling of every member of that subpopulation. This will not, however, increase the overall sampling requirements if other strata are largely homogeneous and, hence, can be sampled more lightly than would have been required had the members of the heterogeneous stratum been force-fit into other strata.

In the Cassini risk assessment study, analysts divided the measured weather data into strata. The objective was to produce several strata that were relatively homogeneous with respect to wind characteristics, expected consequences for a series of trial source terms, and so forth. Two final strata were reserved for weather data that produced either very high or very low consequences, respectively. The heterogeneous “bad days” category was kept small enough that every member of this population could be sampled during the analysis. Other strata were sampled using Latin hypercube techniques. More details on weather grouping and sampling are provided in later sections of this paper.

3.5 Summary

The mathematical methods described in this section each played a role in the final sampling scheme that was implemented for the Cassini risk uncertainty analysis. Latin hypercube sampling was used to sample the variability distributions and uncertain parameters, importance sampling concepts were used to select release scenarios, and stratified sampling was used to select weather data. The next section describes how these techniques were brought together mathematically in the Cassini analysis.
4 Methods Used for the Cassini Study

The objective of the Cassini risk uncertainty analysis was to provide two sets of information for decision makers: total risk estimates and exceedance frequency curves. We first describe the construction of the total risk estimate, and as part of that discussion, lay out and justify the sampling method used for the Cassini analysis. We then show how the samples drawn for the total risk estimate were used to construct the exceedance frequency curves that were both plotted individually and used in the deconvolution assessment method.

4.1 The Cassini Total Risk Estimate

Let us now turn to the computation of risk for the Cassini mission. For this project, the risk \( R \) was to be computed for each release scenario as the product of its frequency \( f \) and its consequences \( C \), where consequences are a function of vectors that describe variability distributions \( v \), uncertain parameters \( p \), the release characteristics \( m \), and weather conditions \( W \). Thus, each of the \( s \) release scenarios generated by LASEP-T could lead to \( n \) consequence computations as all possible combinations of variables, parameters, and weather data are considered. The risk was to be summed over all possible release scenarios and potential consequence computations to obtain the total mission risk as follows:

\[
R = \sum_{i=1}^{s} R_i = \sum_{i=1}^{s} \sum_{j=1}^{n} f_{i,j} \cdot C(v_j, p_j, m_i, W_j)
\]

Here \( f_{i,j} \) is the overall frequency associated with each consequence calculation. This frequency can be broken down into two parts: the release scenario frequency \( f_i \) and the conditional probability \( P_{C,i,j} \) that release scenario \( i \) will result in the \( j \)th consequence computation being performed. For the Cassini analysis, \( f_i \) can be further broken down into two parts: the accident frequency (as defined by the launch vehicle databook) \( f_{DB} \) and the conditional probability \( P_{R,i} \) of this release scenario given the occurrence of an accident. This conditional probability is "computed" by LASEP-T because, since LASEP-T is a pure Monte Carlo simulation tool, every trial is viewed as equally likely* (there is no mathematical basis for assuming otherwise). Thus, \( P_{R,i} = P_R \), where \( P_R \) is computed as 1 divided by the total number of trials \( t \) (since this represents one trial out of the \( t \) trials that were generated during this LASEP-T analysis). In other words, for each databook accident, \( P_{R,i} \) is the same for all release scenarios generated by LASEP-T.† This means that the equation for \( R \) can be rewritten as

* Assuming, of course, that LASEP-T generates enough Monte Carlo trials to be an adequate statistical representation of the problem at hand. That, however, is assumed not to be an issue in this discussion.

† For the sake of completeness, the \( v_i \) and \( p_j \) are also equally likely because they are selected through Latin hypercube sampling. Each individual set of weather conditions \( W_i \) is also equally likely, although these will also be sampled, as described later in this paper.
\[
R = \sum_{i=1}^{s} R_i = \sum_{i=1}^{s} \sum_{j=1}^{n} f_{DB} \cdot P_{R,i} \cdot P_{C,j,i} \cdot C(v_j, p_j, m_i, W_j)
\]
\[
= f_{DB} \cdot \sum_{i=1}^{s} P_{R,i} \cdot \sum_{j=1}^{n} P_{C,j,i} \cdot C(v_j, p_j, m_i, W_j) = f_{DB} \cdot P_R \cdot \sum_{i=1}^{s} \sum_{j=1}^{n} P_{C,j,i} \cdot C(v_j, p_j, m_i, W_j)
\]

Note that since \( P_{C,i} \) is a series of conditional probabilities, it must sum to unity when summed over all \( i \) and \( j \). If we perform the same consequence computations for every release scenario, then \( P_{C,i} \) becomes independent of \( i \). In this case, the risk computation for the \( i^{th} \) release scenario becomes simply

\[
R_i = f_{DB} \cdot P_R \cdot \sum_{j=1}^{n} P_{C,j} \cdot C(v_j, p_j, m_i, W_j)
\]

Let us now further assume that the series of \( n \) consequence computations that are to be performed on the \( i^{th} \) release scenario is built around two independent schemes: one that selects the values to be used for variables and parameters, and a second that selects the weather conditions that are to be used for each consequence computation. If one were to, as assumed thus far, perform every possible combination of consequence computations, then the \( n \) consequence computations would come about by combining each of the \( v \) sets of variable and parameter values to be evaluated with each of the \( u \) sets of possible weather conditions, so that in fact \( n = u \cdot v \). Since these sets of input parameters are generated independently of one another, the conditional probability \( P_{C,j} \) could be further broken down into \( P_{V,k} \), the conditional probability that the \( k^{th} \) set of variables and parameters was used for this computation, and \( P_{W,l} \), the conditional probability that the \( l^{th} \) set of weather conditions was used. Then the risk computation for the \( i^{th} \) release scenario becomes

\[
R_i = f_{DB} \cdot P_R \cdot \sum_{k=1}^{v} \sum_{l=1}^{u} P_{V,k} \cdot P_{W,l} \cdot C(v_k, p_k, m_i, W_l)
\]

Note that all sets of weather data are assumed to be equally likely since each represents a set of observed conditions from one day within the launch window during previous years. Therefore, all values of \( P_{W,l} \) are also equal. In addition, if the sets of variables and parameters are developed in such a manner as to be of equal probability (using methods such as Monte Carlo or Latin hypercube sampling), then all values of \( P_{V,k} \) are equal, so the risk computation for the \( i^{th} \) release scenario becomes

\[
R_i = f_{DB} \cdot P_R \cdot P_V \cdot P_W \cdot \sum_{k=1}^{v} \sum_{l=1}^{u} C(v_k, p_k, m_i, W_l)
\]

Recall that \( P_R \) is simply the inverse of the number of release scenarios, \( P_V \) is the inverse of the number of sets of variables and parameters to be evaluated, and \( P_W \) is the inverse of the number of known weather data sets. If these values are used in the above equation, it becomes
Thus far, we have not reduced the number of consequence computations that must be performed. We have simply applied some constraints on how those consequence computations would be performed — namely, that all release scenarios are equally likely, as are all sets of weather data and all sets of variable and parameter values. Let us now consider applying a stratified sampling technique to the weather data so that, instead of performing the consequence computation for every set of weather data, we perform it only for some sampled subset of that data. In principle, we can state that the sum of consequences over all sets of weather data and over all sets of variable and parameter values is identical to the number of weather data sets \( u \), times the number of variable and parameter value sets \( v \), times the mean value of the consequences (if one were to actually perform the computation for every combination of these data sets and include it in the computation of the mean). Thus,

\[
R_i = f_{DB} \cdot \frac{1}{u} \cdot \frac{1}{v} \cdot \sum_{k=1}^{u} \sum_{l=1}^{v} C(v_k, p_k, m_l, W_i)
\]

where \( C(v_k) \) is the exact mean value of consequences over all of the weather data sets for the \( i^{th} \) release scenario and the \( k^{th} \) set of variable and parameter values. Let us now replace this exact mean with an estimator \( \langle C_i \rangle \) that is derived from \( n_s \) values. The above equation then becomes

\[
\sum_{k=1}^{u} \sum_{l=1}^{v} C(v_k, p_k, m_l, W_i) \approx u \cdot v \cdot \langle C_i \rangle 
\]

Given that the further tracking of the error term would only add complexity to the discussion without providing most readers with additional insight, it will be omitted from the remainder of this discussion. The next step is to replace this simple estimator with one that is derived from sampling. We will use a stratified sampling scheme for the weather data, and Latin hypercube sampling for the variable and parameter data. Furthermore, we will draw the same number of weather samples from each stratum as there are sets of variable and parameter data \( v \).

Let the \( u \) members of the weather data population now be separated into \( L \) subpopulations, with \( N_s \) members in each \( p^{th} \) subpopulation. Let each subpopulation be sampled \( v \) times. Thus, in the \( k^{th} \) sample, one will randomly draw one weather data set from each of the \( L \) subpopulations. These \( L \) sets of weather data will then be paired with the \( k^{th} \) set of variable and parameter values to produce \( L \) consequence evaluations for the \( k^{th} \) sample. This process is repeated \( v \) times — each repetition uses a different set of \( v_k \) and \( p_k \), plus a different set of \( L \) weather data sets. The estimator for the mean for this sampling process is

\[
\sum_{k=1}^{u} \sum_{l=1}^{v} C(v_k, p_k, m_l, W_i) \approx u \cdot v \cdot \langle C_i \rangle 
\]

\* Here we have reversed the order in which the sums are taken. This can be done without a problem because there are no quantities within the double sum that depend only upon one index or the other.
where \( C_{i,k,p} \) represents a single consequence computation for the \( i \)th release scenario using the \( k \)th set of variable and parameter values as well as the \( p \)th set of weather data from the \( p \)th stratum. This estimator itself consists of two parts: the innermost sum is a simple sample mean for those samples that are within a single stratum. The outer sum then constructs the mean for the stratified sample based upon the appropriate weighting of means from the individual strata.24 Note that the sum of all \( N_p \) must be \( u \). This estimator can be rewritten as

\[
\langle C_i \rangle = \frac{1}{u \cdot v} \sum_{p=1}^{l} N_p \cdot \sum_{k=1}^{v} C_{i,k,p}
\]

so that

\[
\sum_{i=1}^{u} \sum_{k=1}^{v} C(v_k, p_k, m_i, W_i) \approx u \cdot v \cdot \langle C_i \rangle
\]

\[
= u \cdot v \cdot \frac{1}{u \cdot v} \sum_{p=1}^{l} N_p \cdot \sum_{k=1}^{v} C_{i,k,p}
\]

\[
= \sum_{p=1}^{l} N_p \cdot \sum_{k=1}^{v} C_{i,k,p}
\]

and, thus,

\[
R_i \approx f_{DB} \cdot \frac{1}{t} \cdot \frac{1}{v} \cdot \frac{1}{u} \sum_{p=1}^{l} N_p \cdot \sum_{k=1}^{v} C_{i,k,p}
\]

\[
\approx f_{DB} \cdot \frac{\sum_{p=1}^{l} N_p \cdot \sum_{k=1}^{v} C_{i,k,p}}{t \cdot u}
\]

This is the risk associated with a single release scenario. The first form of the above equation is more suitable for software development, while the second provides a better physical interpretation. The first term represents the frequency of the release scenario as the frequency of the databook accident divided by the number of LASEP-T trials (the conditional probability of \( this \) release scenario is simply the inverse of the number of trials since all trials are equally likely). The second term (the first sum) represents the stratification of the weather data, where we must construct a weighted average over all strata (\( N_p/u \) is the weight of the \( p \)th stratum). The final term represents a simple sample mean over all of the consequence computations performed for weather within the \( p \)th stratum. Each such consequence computation uses different weather data and different variable and parameter values.
If one were actually to be able to perform this assessment for every release scenario, then one could simply sum all of the $R_i$ to obtain the total risk for this databook accident. However, there are simply too many scenarios for this to be computationally possible. Therefore, let us return to the original formulation for $R$ and consider what happens when one performs a form of importance sampling on the release scenarios. Originally,

$$R = \sum_{i=1}^s R_i$$

Let us again replace the sum over all scenarios with the number of release scenarios $s$ times the exact average risk, and then create an estimator for that average.

$$R = \sum_{i=1}^s R_i = s \cdot \langle R \rangle \approx s \cdot \left( \langle R \rangle \pm \sqrt{\frac{\langle R^2 \rangle - \langle R \rangle^2}{n_s}} \right) \approx s \cdot \langle R \rangle$$

where $n_s$ is the number of samples examined when computing the mean risk $\langle R \rangle$, and the “plus or minus” term represents a one standard deviation error estimate that, for the sake of clarity, will be neglected for the rest of this discussion. We seek an efficient method to compute the mean risk. Since the individual values $R_i$ within this average can vary by several orders of magnitude, we need a variance reduction scheme to make the computation tractable. We will use a crude version of importance sampling in which the function $g$ from the previous discussion is represented by a simple three-step function.

Recall from the previous discussion that the most efficient sampling scheme is obtained when the function $g$ is proportional to the magnitude of the function being summed (in this case, $R_i$). We do not know $R_i$ (otherwise it would not be a problem to compute the mean risk). However, we do have a surrogate by which we can estimate the relative magnitude of each $R_i$: the mass of plutonium fuel released during each release scenario $m_i$. Generally, where $m_i$ is large, there is likely to be larger consequences than where $m_i$ is small. For this reason, we sorted the release scenarios in order of decreasing $m_i$, and sampled those scenarios with the greatest values the most rigorously. We did this by selecting the cutoff points between the three portions of the step function so that there were very few points $M_1$ in the first section, more points $M_2$ in the second section, and the vast majority of points $M_3$ in the third section (all of which had very small releases and, thus, would be expected to produce extremely small consequences and extremely small values for $R_i$). Note that $M_1 + M_2 + M_3 = s$, which is the total number of release scenarios generated by LASEP-T. Thus, the risk equation could be rewritten as

$$R = \sum_{h=1}^{M_1} R_{h,1} + \sum_{h=1}^{M_2} R_{h,2} + \sum_{h=1}^{M_3} R_{h,3} \approx M_1 \cdot \langle R_1 \rangle + M_2 \cdot \langle R_2 \rangle + M_3 \cdot \langle R_3 \rangle$$

where $\langle R_g \rangle$ is the sample mean risk of the release scenarios within the $g^{th}$ section of the importance step function. The importance of each section is incorporated in the size of that
Let us now estimate each of these means by simple random sampling.* Let us take \( v \) samples from each of these sections, and use those \( v \) values for \( R_{h,g} \) to estimate the respective sample means.\(^\dagger\) The risk expression, using these sample means, can then be written as

\[
R \approx \frac{M_1 \cdot \sum_{h=1}^{v} R_{h,1}}{v} + \frac{M_2 \cdot \sum_{h=1}^{v} R_{h,2}}{v} + \frac{M_3 \cdot \sum_{h=1}^{v} R_{h,3}}{v} 
\]

\[
\approx \frac{1}{v} \sum_{h=1}^{v} \left( M_1 \cdot R_{h,1} + M_2 \cdot R_{h,2} + M_3 \cdot R_{h,3} \right) 
\]

\[
\approx \sum_{z=1}^{3} \frac{M_z}{v} \cdot \sum_{h=1}^{v} R_{h,z} 
\]

Recall that

\[
R_i \approx f_{DB} \cdot \frac{1}{t} \cdot \frac{1}{v} \cdot \sum_{p=1}^{L} N_p \cdot \sum_{k=1}^{L} C_{i,k,p} 
\]

Transforming this to the notation required by the importance sampling formulation, we get

\[
R_{h,z} \approx f_{DB} \cdot \frac{1}{t} \cdot \frac{1}{v} \cdot \sum_{p=1}^{L} N_p \cdot \sum_{k=1}^{L} C_{h,z,k,p} 
\]

Thus,

\[
R \approx \sum_{z=1}^{3} \frac{M_z}{v} \cdot \sum_{h=1}^{v} R_{h,z} 
\]

\[
\approx \sum_{z=1}^{3} \frac{M_z}{v} \cdot \sum_{h=1}^{v} f_{DB} \cdot \frac{1}{t} \cdot \frac{1}{v} \cdot \sum_{p=1}^{L} N_p \cdot \sum_{k=1}^{L} C_{h,z,k,p} 
\]

Since the indices \( h \) and \( k \) are over the same range, let us assign them to be equal. Recall that \( k \) was used to identify which set of variable and parameter values, as well as which set of weather data would be used (from the \( p^{th} \) weather stratum) in the consequence computation. Since \( h \) was a replacement for \( i \), it denotes which release scenario is to be modeled (from the \( z^{th} \) section of the importance step function) in the consequence computation. The practical implication of this step is as follows: If \( h \) and \( k \) are not assigned to be equal, then we take each sampled release scenario \( h \) and evaluate it over all values of \( k \)— in other words, each sampled release scenario is evaluated for all sampled weather data and variable and parameter value sets. When \( h \) and \( k \) are

\[\text{In reality, Latin hypercube sampling was used, but that is not important for this discussion.}\]

\[\text{The decision to use \( v \) samples — the same number of samples used to generate the variable and parameter value sets — was made in order to allow all such sampling to be performed within a single execution of the LHS Latin hypercube sampling software.}\]
assigned to be equal, we evaluate that same release scenario \( h \) only for the \( k = h^{th} \) set of weather data and variable and parameter values. Since we are only constructing a statistical estimator here, the restriction is not a problem per se, so long as enough samples are taken to adequately characterize the overall population. In other words, this restriction causes the size of the sample to be reduced by a factor of \( v \), and this increases the error estimator accordingly, but that is the only statistical effect on this calculation.

When the indices \( h \) and \( k \) are assigned to be equal, the formula for risk changes slightly. After rearranging the above equation slightly, it becomes

\[
R_{\text{hfm}} \approx f_{DB} \frac{1}{t \cdot u \cdot v} \sum_{z=1}^{3} M_z \cdot \sum_{p=1}^{l} N_p \cdot \sum_{k=1}^{v} \sum_{k=1}^{v} C_{k,p,z}
\]

Note that we are now summing over the same index twice. The first (rightmost) summation aggregates the various consequence computations into a single value. The second summation simply takes \( v \) instances of this identical value and adds them up. This is equivalent to multiplying that original single value by the constant \( v \), so the equation above can be reduced to its final form as follows:

\[
R_{\text{hfm}} \approx f_{DB} \frac{1}{t \cdot u \cdot v} \sum_{z=1}^{3} M_z \cdot \sum_{p=1}^{l} N_p \cdot v \cdot \sum_{k=1}^{v} C_{k,p,z}
\]

or, after canceling one factor of \( v \), we obtain the final integrated risk equation

\[
R_{\text{hfm}} \approx f_{DB} \frac{1}{t \cdot u} \sum_{z=1}^{3} M_z \cdot \sum_{p=1}^{l} N_p \cdot \sum_{k=1}^{v} C_{k,p,z}
\]

Let us now compare this formula with the probability of consequence (POC) formula used in the Cassini analysis.\(^1\)

\[
POC = POF \times POR \times PFC \times PWC \times POB
\]

where \( POC \) is the unconditional probability associated with a particular consequence computation, \( POF \) is the probability of failure of the launch vehicle, \( POR \) is the conditional probability that a fuel release occurs given that an accident has occurred, \( PFC \) is the conditional probability that this particular fuel release falls within the range for this cluster given that an accident causing a fuel release has occurred, \( PWC \) is the conditional probability that the fuel release falls on a weather day that is within this weather cluster, and \( POB \) is the probability of this LHS observation. If we rewrite these factors in terms of the notation in this paper, we obtain

\[
POF = f_{DB}
\]

\[
POR = \frac{s}{t}
\]
so that

\[
P_{OC} = F_{DB} \cdot \frac{s \cdot M_z \cdot N_p}{t \cdot s \cdot u \cdot v} = \frac{F_{DB}}{t \cdot u \cdot v} \cdot M_z \cdot N_p
\]

This can be seen to be equivalent to the coefficient for the \(k\)th observation in the \(z\)th portion of the importance step function and the \(p\)th weather stratum from the final integrated risk equation. Thus, the sampling method used for the Cassini risk assessment is a faithful implementation of the sampling methods described in this section.

Let us now seek a physical interpretation of the final integrated risk equation. In order to make this interpretation more clear, let us rewrite that equation as

\[
R \approx f_{DB} \cdot \sum_{z=1}^{3} \frac{M_z}{t} \cdot \sum_{p=1}^{L} \frac{N_p}{u} \cdot \sum_{k=1}^{v} \frac{C_{k,p,z}}{v}
\]

Now let us think of the three portions of the importance step function and the \(L\) weather strata as forming a \((3 \times L)\) grid, and every possible combination of release scenarios and weather conditions must fall into exactly one of these grid spaces. Under this interpretation, \(f_{DB}\) represents the frequency with which an accident occurs, \(\frac{M_z}{t}\) represents the conditional probability that this accident causes a release of nuclear material that falls within the parameters of the \(z\)th portion of the importance step function, and \(\frac{N_p}{u}\) represents the conditional probability that such a release occurs on a day with weather that is described by a member of the \(p\)th weather stratum. The final term represents an estimator for the mean value of the consequences that would occur over the entire population of release scenarios occurring within the \((z,p)\) cell of this grid. That estimator considers \(v\) samples from this population, and each such sample consists of a unique set of variable and parameter values, a unique set of weather data (from the \(p\)th stratum), and a unique release scenario (from the \(z\)th portion of the importance step function). The \(v\) in the denominator of this term is necessary in order for it to be an estimator for the mean of the stated population. From this description, it is clear that each \(C_{k,p,z}\) represents one evaluation by the
consequence modeling software, and that using this estimator for total risk requires \( e = 3 \cdot L \cdot v \) such evaluations. Thus, using 10 weather strata and 30 samples (v) requires 900 executions of the consequence software to obtain an estimate of the total risk. This number increases rapidly with increasing v.

Note that each \( k \) in the above equation represents a random draw from each of the populations. Thus, it represents a random selection for each variable and each parameter, as well as a random weather sample and a random release scenario from each cell. In practice, this sampling was accomplished in the LHS software as follows: Each variable (and for the variability/uncertainty combination runs, each parameter) was represented as a distribution input to LHS. Furthermore, a separate discrete distribution was developed for each weather data stratum so that all data points within that stratum were equally likely. Similar discrete distributions were developed for each portion of the importance step function. This enables one to generate a point within each cell of the \((3 \times L)\) grid for each observation by combining the randomly generated release scenario and the randomly generated weather sample that fall within that cell. An artifact of this sampling method is that all three release scenarios for a particular LHS observation will be evaluated for the same \( L \) weather data points, and that all \( L \) weather data points will similarly be evaluated using the same three release scenarios (both the weather data points and the release scenarios will change for the next observation). This was done in order to reduce the number of random variables that were to be sampled by LHS to \((3 + L)\) as opposed to the \((2 \times 3 \times L)\) that would have otherwise been required. This enabled LHS to represent and pair the data using fewer observations. It is believed that this sampling method had a negligible impact on the statistical validity of the analysis results.

While it will not be demonstrated here, there is one more important aspect of the total risk formula derived above: the samples that it generates can be used not only to generate an estimate for the total risk, an exceedance frequency curve, and an estimate of the uncertainty in that exceedance frequency curve (by way of the deconvolution method), but they can also be used to support the characterization of risk uncertainty using the direct substitution and replica event tree methods described earlier in this paper. This is important because it ensured that even if the then-unproven deconvolution method failed, the project could achieve some measure of risk uncertainty characterization using the same sampled data (and the implied computationally expensive set of consequence computations) to characterize the risk uncertainty to a greater degree than had been done for any previous RTG-powered space mission.

### 4.2 The Cassini Exceedance Frequency Curves

We now turn our attention to the development of exceedance frequency curves from the set of consequence computations that were performed as a result of the sampling method described in the previous section. Let us begin by rewriting the total risk function as

\[
R = \sum_{z=1}^{3} \sum_{p=1}^{L} \sum_{k=1}^{v} \frac{f_{DB}}{t \cdot v \cdot u} \cdot M_z \cdot N_p \cdot C_{k,p,z}
\]

To construct an exceedance frequency curve, one must have a series of ordered pairs, each of which consists of a consequence value and the frequency associated with that consequence.
value. Recall that the computation of total risk requires one to multiply frequency times consequences and sum over all scenarios. We can separate the total risk equation into two parts to obtain a consequence estimate part \((C_{k,p,z})\) and a frequency estimate part (all of the other terms within the triple sum). These two parts can then be viewed as an ordered pair, and the set of ordered pairs can then be plotted as an exceedance frequency. This ordered pair, which will be denoted as \(R^P\), can then be written as

\[
R^P_{k,p,z} = \left( \frac{f_{DB} \cdot M_{z} \cdot N_{p}}{t \cdot v \cdot u}, C_{k,p,z} \right)
\]

Again, this ordered pair represents the frequency and consequence for the \(p^{th}\) weather stratum, the \(z^{th}\) portion of the importance step function, and the \(k^{th}\) LHS sample. The sampling analysis produces \(e = 3 \times L \times v\) such ordered pairs. Note that the frequency portion of this ordered pair is identical to the formula for POC described in the previous section and implemented in the Cassini risk assessment.

The actual construction of the exceedance frequency curve from this set of ordered pairs is now a simple task. We sort the set of \(e\) ordered pairs in order of decreasing consequence. For the sake of convenience, an individual ordered pair will now be referred to as \(R_i^P\), where \(i\) ranges from 1 to \(e\). Also, we will insert into the ordered pair place holders so that we remember that each such ordered pair is explicitly related to particular values of \(k, p\) and \(z\). The augmented pair can now be written as

\[
R_i^P = \left( k_i, p_i, z_i, f_i = \frac{f_{DB} \cdot M_{z} \cdot N_{p}}{t \cdot v \cdot u}, C_i = C_{k,p,z} \right)
\]

The \(q^{th}\) point in the exceedance frequency curve represents a point that consists of the consequence \(C_q\) from the \(q^{th}\) augmented pair \(R_q^P\) as the abscissa, and the sum of all \(f_i\) where \(1 \leq i \leq q\) as the ordinate. This point can be written as

\[
E_i = \left( C_i, \sum_{i=1}^{q} f_i \right)
\]

Since the \(C_i\) have been sorted into decreasing order, increasing \(i\) results in points that have continuously decreasing abscissas and continuously increasing ordinates, so that the \(e^{th}\) point plots the lowest consequence against the total frequency.

Another way to view the total risk estimate computation is that it was originally based on these ordered pairs, and that one computes total risk by multiplying the frequency times the consequence within each ordered pair, and then sums over all such ordered pairs. All release scenarios must be represented in either computation in order for the risk estimate or exceedance frequency curve to be valid, and the method by which the statistical estimators were constructed for the total risk computation ensures that this does in fact occur. Therefore, it is natural to separate the total risk estimate formula into its constituent parts to recover the individual "ordered pairs" so that they can be plotted as an exceedance frequency curve.
The construction of these exceedance frequency curves is critical to the Cassini risk assessment because the deconvolution algorithm makes use of these curves in order to obtain error bounds for the risk exceedance frequency curves.

4.3 Summary

This section has shown how the mathematical concepts of Latin hypercube sampling, importance sampling, and stratified sampling have been used to generate total risk estimates and exceedance frequency curves for the Cassini risk assessment. This discussion has assumed that the release scenarios and weather data can be grouped in such a manner as to make the importance sampling and stratified sampling processes appropriate. More detailed descriptions of the methods used to perform these groupings are contained in the following sections.
5 Grouping of Release Scenarios

The importance sampling method described in the previous section for release scenarios is based upon a three-part step importance function. This importance function allows one to perform uniform sampling within each of the three regions prescribed by the step function, thus enabling the sampling to be performed using standard Monte Carlo or Latin hypercube techniques. This section provides a brief description of the method used to “bin” the release scenarios into the three prescribed regions. A more detailed description of this process can be found in the FSAR.1

5.1 Reasons for Grouping

The release scenarios were generated by running the LASEP-T Monte Carlo simulation software to simulate a large number of possible accident scenarios for a given accident case. A typical case was run for 10,000 simulation trials, although more than 175,000 simulation trials were performed for one case.1 Each simulation trial may or may not result in a radiological release, and a single LASEP-T run might identify between 1500 and 11,000 scenarios that lead to release. For each release scenario, LASEP-T computes the mass of the expected radiological release as well as its characteristics (location, particle size distribution, etc.). The mass of fuel released can vary by several orders of magnitude, and the vast majority of the release frequency corresponds to low-mass release scenarios. Clearly a pure Monte Carlo sampling of this distribution is likely to neglect the few larger releases that were found by LASEP-T. This is the reason for the importance sampling scheme and the grouping of release scenarios that was performed for the Cassini risk analysis.

5.2 Grouping Rationale

As previously mentioned, the Cassini risk analysis used three “bins” of unequal size based upon the mass of radioactive fuel released. Recall that a good importance function should, to the degree possible, be proportional to the value of the final outcome that is sought. In our case, we are seeking the consequences associated with each release scenario. Of the many release characteristics computed by LASEP-T, the mass of fuel released is arguably the single characteristic that comes closest to fulfilling this need. For this reason, each release scenario was scored based upon its total mass release in order to determine its likely importance to the final risk computation, and those release scenarios with the lowest scores were associated with the first section of the importance function, and so forth. The number of release scenarios in each section of the importance function (the size of each release bin) was set using an ad hoc procedure that will be described below. Note, however, that the sole factor used to score the scenarios was the mass of fuel released. The Cassini risk analysis team did not attempt to find a function that might more accurately relate scenario definition to consequences because of project schedule constraints and because it was believed that the total mass of fuel released is already a sufficient predictor of consequences for the purposes of this analysis (the next strongest contributor to consequences would likely be weather, which was sampled separately because it is viewed as independent of the release scenario for the purposes of this analysis).
A major goal of the source term binning process was to provide a mechanism by which the low-probability, high mass release scenarios would be intentionally sampled. This was done in order to ensure that these scenarios are not neglected from the overall risk results because of insufficient sampling. Binning is carried out by constructing a source term CCDF and dividing its probability range into three parts. To do this, the analysis team took the ratio of the largest complementary cumulative probability, $p_{\text{max}}$, to the smallest such probability $p_{\text{min}}$. This ratio is denoted as $r$. The dividing points between the three bins are then selected as $p_{1-2} = p_{\text{min}} \times r^{1/3}$ and $p_{2-3} = p_{\text{min}} \times r^{2/3}$. This has the effect of dividing the log-log CCDF into three equal vertical ranges. In linear space, this often results in the selection of a few tens of release scenarios for the high-mass release cluster, a few hundred in the moderate-mass release cluster, and the remainder — possibly a few thousand release scenarios — in the low-mass release cluster. In this way, we assure that the low probability but highly important larger releases are indeed thoroughly sampled, while the numerous low-release bins (which are of minimal importance to aggregated risk) are sampled only to the extent necessary.

5.3 Characteristics of Release Scenario Clusters

This clustering method produces results that are characterized by a few tens of release scenarios in the risk-important high-mass release cluster. This means that, for an analysis using 30 observations, some of the accident cases will be expected to compute consequences for every release scenario in the high-mass cluster. For a 50-observation analysis, most accident cases will consider every member of the high-mass cluster, and some will likely be considered multiple times (i.e., for different sets of weather conditions). This helps ensure that the risk results computed for the Cassini mission accurately represent the low-probability, high-consequence release scenarios that are so important in the aggregation of total mission risk while not neglecting the less important small releases that dominate the high-frequency portion of the total risk CCDF.

---

* In the special case where $r > 10^6$, $p_{\text{min}}$ is replaced in these formulae by $(10^6 \times p_{\text{max}})$ in order to prevent the largest mass bin from consisting only of very low-probability releases.

† The variability analysis used 30 observations, while 50 observations were used in the uncertainty analysis.

‡ Each selected release scenario will, because of the nature of the sampling technique described in the previous section, be evaluated for ten weather scenarios — one from each of the ten weather clusters. A release scenario that is considered "multiple times" is actually evaluated for some multiple of ten weather scenarios. Thus, one need not worry about the pathological condition where a particularly large release only gets paired with a particularly benign weather scenario. The sampling method used in the Cassini analysis ensures that this does not happen.
6 Grouping of Weather Data

An important part of the sampling method described previously was the stratification of the $u$ individual weather scenarios into $L$ subgroups. While the details of that stratification are beyond the scope of this paper, it is important for the reader to have a basic understanding of how this stratification was performed. This will engender a better understanding of the practical sampling performed in the actual analysis. This section provides a brief description of the methods and rationale used to perform that stratification. A more detailed description of this process can be found in the FSAR.\(^1\)

6.1 Reasons for Grouping

Meteorological data was collected at a variety of locations near the Kennedy Space Center in Florida for October and November over a period of several years in support of the Cassini launch. October and November were chosen since the primary launch window for the Cassini spacecraft spanned those months. The result was a set of 150 weather scenarios that both fell within the launch windows and satisfied launch meteorological requirements. Thus, the value of $u$ from Section 3 is 150. Since it is not possible to perform every release computation for each of these 150 unique weather conditions, the analysis team decided to divide the 150 scenarios into approximately 10 groups (strata). The objectives of the stratification were (1) to group weather scenarios that have similar meteorological characteristics for more efficient sampling (i.e., reduction of sampling variance), and (2) to produce a small, possibly heterogeneous stratum that contained only those weather scenarios that are likely to produce the highest consequences in order to ensure that they are not inadvertently neglected during the sample selection process (this would produce an unrealistically low estimate for the final mission risk).

6.2 Grouping Rationale

A two-phase approach was used to stratify the weather data. The first phase separated the 150 weather scenarios into nine categories based upon observed wind characteristics. The analysis team first divided these scenarios based upon whether the time-averaged wind direction was offshore at the time of launch and, if so, whether there were portions of the axial wind profile directed onshore either within the launch window or within the 8 hours that follow the launch window. This rationale allowed the offshore-wind scenarios to be grouped into three categories. The remaining days with on-shore time-averaged winds were grouped into five additional categories based upon the time-averaged wind direction (with particular attention being paid to weather scenarios that might direct a release toward a populated area). A ninth category was established for scenarios with offshore average winds but onshore surface winds.

The second phase of the stratification process involved the use of actual consequence computations for each of the 150 weather scenarios using four postulated radiological source terms. These computations, called the “sensitivity runs” in the FSAR, were used to examine the homogeneity of the consequences produced within each of the nine weather categories. While some of the categories produced relatively homogeneous consequence results, the results in others varied widely. In order to reduce the variation within the weather strata, the weather
categories were modified based on the sensitivity runs to obtain the final weather clusters that were sampled in the Cassini risk analysis. Specifically, the modifications consisted of (1) combining two adjacent categories that each had few members and produced similar consequences, and (2) defining two new nondirectional clusters to reduce the amount of variation seen within the remaining clusters. One of these new clusters was a “minimum consequence” cluster and the other a “maximum consequence” cluster. The maximum consequence cluster was populated by grouping the eight highest consequence weather scenarios regardless of their observed meteorological characteristics or initial category. The minimum consequence category was similarly populated with the eight lowest consequence scenarios over the entire set of 150 candidates. This “removal of outliers” from the initial eight clusters improved their homogeneity, and their segregation into a new small stratum ensured that these unique cases would be appropriately represented in the final risk results. Note that these outlier strata were small enough that each scenario would be expected to be selected at least three times in a 30-observation Monte Carlo sample.* Had the outliers not been treated separately, the sampling process might have missed their contribution to risk altogether because many of them were taken from a category that originally contained more than 60 scenarios.

6.3 Characteristics of Weather Clusters

The ten final weather clusters consisted of eight clusters that were based primarily upon wind direction, plus the maximum- and minimum-consequence clusters. Half of the clusters contained fewer than 10 weather scenarios, while the remaining clusters contained 11, 12, 13, 25, and 56 scenarios, respectively. Thus, in a Monte Carlo sample with 30 observations, one would expect that each scenario would be evaluated at least twice in 8 of the 10 clusters, and one of the remaining two clusters would likely be completely sampled once. In a 50-observation analysis, even the largest cluster would enjoy almost complete sampling under this stratification. Since the outliers are placed into separate strata, one would expect that the sampling of this stratified data would represent the actual characteristics of the weather data far more accurately than an equal number of samples drawn randomly from the entire weather population.

* The variability analysis used 30 observations, while 50 observations were used in the uncertainty analysis.
7 Implementation of Sampling Strategy

To this point we have examined the mathematical foundations for the sampling method employed in the Cassini risk analysis as well as the practical methods used to group the release scenarios and weather data for sampling. We have also briefly discussed the mathematical deconvolution method that was used to examine the random variability and epistemic uncertainty of the risks associated with the mission. In this section we examine how the sampling scheme described in Section 4 was used with the release scenario clusters developed in Section 5 and the weather clusters developed in Section 6 to achieve the deconvolution analysis described in Section 2.6.3.

7.1 Overview

A detailed description of the deconvolution uncertainty analysis method is beyond the scope of this paper. Recall from Section 2.6.3, however, that, as the basis for the deconvolution analysis, we assumed that there exists a distribution function \( U \) which, when convolved with the detailed variability distribution \( V \), produces as its result the combined uncertainty-variability risk distribution \( R \). Mathematically this was written as

\[
R = U \ast V.
\]

Recall that the convolution operation becomes a multiplication operation under Laplace and Fourier transforms. In the Cassini analysis, we can construct a distribution for \( V \) by sampling all aspects of the risk assessment that represent random variability while holding those aspects that are associated with epistemic uncertainty constant at their nominal values. We can also construct a distribution for \( R \) by sampling all aspects of the risk assessment that represent either random variability or epistemic uncertainty simultaneously. We seek the unknown distribution \( U \) through the deconvolution of \( R \) and \( V \) (both of which are known). This is done by dividing their Laplace or Fourier transforms as

\[
\overline{U} = \frac{\overline{R}}{\overline{V}}
\]

where the bar denotes that the relation holds in the transform domain. The remaining task, then, is to invert the Laplace or Fourier transform for \( \overline{U} \) back into the real domain \( U \). The distribution \( U \) now represents only the effect of epistemic uncertainty on the variability distribution. This distribution can be used to obtain a family of curves that represent the combined uncertainty-variability distribution, which is the objective of our analysis. Thus, the Cassini risk assessment study applied the formulae developed in Section 4 in two steps: once during the variability-only computations (to obtain \( V \)), and once during the fully integrated variability-uncertainty computations (to obtain \( R \)).

Note that we are interested in obtaining the representations for functions \( V \) and \( R \) (here assumed to be exceedance frequency curves, as computed by the method of Section 4.2), and not in the actual individual sampled values that make them up per se. For this reason, it is acceptable to
perform the sampling for these two analyses using different methods or different numbers of computations as long as the integrity of the final functions $V$ and $R$ is maintained. For the Cassini analysis, the same sampling strategy was used during both computations, but 30 observations were used to determine $V$ while 50 observations were used to determine $R$. The additional observations were used because more distributions were being sampled in this analysis.

7.2 Variability Runs

Recall that the total risk computation prescribed in Section 4.1 was performed using a formula that can be rewritten as:

$$ R \approx \sum_{k=1}^{V} \sum_{p=1}^{L} \sum_{z=1}^{3} f_{DB} \cdot M_z \cdot N_p \cdot C_{k,p,z} $$

Recall that the exceedance frequency curves were constructed from a variation of this same formula. Note also that the first summation is over all Monte Carlo observations. Thus, each Monte Carlo observation actually prescribes $3 \cdot L$ actual consequence computations because of the inner sums. Recall that $L$, the number of weather clusters, is 10 for the Cassini study, so each Monte Carlo observation results in 30 actual consequence computations. These come about because, for each observation, we select one member at random from each of the 10 weather clusters, and one member at random from each of the 3 release clusters, and perform consequence computations for all possible combinations thereof. Thus, 13 random variables are required to fully prescribe these 30 consequence computations. This is true for both the variability and the uncertainty runs.

The variability analysis then used Sandia’s LHS software to sample these 13 random variables plus 1 additional input to the SPARRC model (the time of the launch accident, to give a total of 14 random variables). Those random variables that were determined to primarily represent epistemic uncertainty rather than random variability were held constant at their nominal values during the variability runs and were not sampled. The analysis used 30 observations to model the random risk variability for on-pad/early launch accidents, and each observation prescribed 30 consequence computations, so a total of 900 consequence computations were performed to characterize the $V$ in this analysis.

It should be noted that $V$ was determined separately for several scenarios in each phase of on-pad/early launch operations. Thus, several thousand consequence computations were performed during the on-pad/early launch risk variability characterization for the Cassini mission.

7.3 Uncertainty Runs

The uncertainty analysis runs were performed using the same sampling strategy as the variability runs. The only difference is that here all random variables were sampled simultaneously regardless of whether they were determined to represent random variability or epistemic uncertainty. This introduced 22 additional random variables into the problem (principally inputs to the SPARRC model), for a total of 36 random variables to be sampled. The analysis used 50
observations to model the risk uncertainty for on-pad/early launch accidents, and each observation prescribed 30 consequence computations, so a total of 1,500 consequence computations were performed to characterize the \( R \) in this analysis. In addition, just as \( V \) was determined separately for several scenarios in each phase of on-pad/early launch operations, separate \( R \) computations were also performed for the same sets of scenarios. Thus, several thousand consequence computations were performed during the on-pad/early launch risk uncertainty characterization for the Cassini mission.

### 7.4 Comparison With Pure Monte Carlo Sampling

After the Cassini spacecraft was launched, the Lockheed Martin Co., at the request of the Department of Energy, undertook a study to determine the impact of using fuel release and weather-day clusters and Latin hypercube sampling on the Cassini analysis results. The study examined case 1.1z with no CIR using 4000 Monte Carlos samples, and compared it with the results obtained during the original study, which had used 900 consequence computations that were obtained using the sampling methods described in this document. In the Monte Carlo study, fuel release and weather-day clustering were removed, and all consequence computations were specified using pure Monte Carlo sampling.25

The results of that study are noteworthy for two reasons. First, the results generated by the pure Monte Carlo computation were in every case both qualitatively and quantitatively equivalent to those generated for the original Cassini study. Deviations between the CCDFs generated by the two studies are easily explained by random sampling deviations. However, the CCDF results from the Monte Carlo computation end sooner than those generated for the original study. That is, the CCDF generated for the original study shows accident sequence frequencies (and their associated consequences) that are more than an order of magnitude more rare than those generated by pure Monte Carlo sampling. It is apparent, then, that the sampling methods used for the original Cassini study produce results that are not only comparable to pure Monte Carlo results (in the region where pure Monte Carlo predicts any results), but are also better than the pure Monte Carlo results because they capture more of the tail of the CCDF that is neglected by the pure Monte Carlo computation. Furthermore, the original Cassini study produced these improved results using 78 percent fewer samples than the pure Monte Carlo computation. Given the extremely large computational burden posed by the original Cassini study, it would have been virtually impossible to carry out the computations that would have been required for this pure Monte Carlo analysis over all cases and phases of the original Cassini analysis.

### 7.5 Summary

The sampling methodology that was developed for the Cassini risk uncertainty study was specifically designed to ensure that the tails of the risk distribution were not neglected. The program specifically wanted to avoid any appearance that fuel releases and weather scenarios that might have a low probability and yet cause a very large consequence were in any way neglected in the consequence computations. This is mathematically equivalent to ensuring that the tails of the CCDF for the overall risk are adequately captured in the sampling strategy. The results of the Monte Carlo comparison study indicate that this objective was accomplished very well.
A second objective for the sampling methodology was to ensure that the risk computations could be accomplished using a minimum number of random samples (and, hence, a minimum number of computationally expensive consequence calculations). The fact that the original Cassini risk study produced better results using 78 percent fewer samples than a pure Monte Carlo computation indicates that this objective for the sampling strategy was also achieved.
8 Summary and Conclusions

This paper has described the state-of-the-art quantitative uncertainty assessment methods that were developed for the Cassini risk analysis in a collaborative research effort between Lockheed Martin Co., Sandia National Laboratories, and the U.S. Department of Energy. These were applied to several accident cases that can be characterized as on-pad/early launch accidents without coincident impact release.* The methods make use of importance sampling methods, stratified sampling methods, and Latin hypercube sampling to characterize the risks associated with the launch of the Cassini spacecraft. Sampling methods were required because it was not computationally feasible to compute consequences for every postulated radiological release under every set of observed weather conditions.

The methods described here were developed under the explicit assumption that all postulated release scenarios are equally likely for a given accident case — a constraint that is consistent with the characteristics of the LASEP-T software that developed those scenarios. Further development will be required in order to formally extend these methods to consider situations where all release scenarios are not equally likely. However, the methods have proven robust and accurate in a number of sensitivity computations that were performed subsequent to the Cassini launch.25 The methods take great care to ensure that the statistical sampling processes employed do not neglect the low-probability high-consequence cases that are often major contributors to the overall aggregated risk. The utility and accuracy of these methods will make them useful risk assessment tools for many years to come.

---

* Suborbital/orbital reentry cases were evaluated using a very similar method, although the effects of weather were handled in a different and simpler manner because the consequence models for such releases are less geography-specific owing to the world-wide nature of their computations. On-pad/early launch accidents with CIR were modeled using a slightly different formalism that was developed by Lockheed Martin independent of Sandia collaboration. Therefore, the methods used to model CIR cases are beyond the scope of this paper.
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