PROPER STATISTICAL TREATMENT OF SPECIES-AREA DATA

by

C. Loehle

E. I. du Pont de Nemours and Company
Savannah River Laboratory
Aiken, SC 29808-0001

The information contained in this paper was developed during the course of work under Contract No. DE-AC09-76SR00001 with the U. S. Department of Energy. By acceptance of this paper, the publisher and/or recipient acknowledges the U. S. Government's right to retain a nonexclusive, royalty-free license in and to any copyright covering this paper, along with the right to reproduce and to authorize others to reproduce all or part of the copyrighted paper.
DISCLAIMER

This report was prepared as an account of work sponsored by an agency of the United States Government. Neither the United States Government nor any agency thereof, nor any of their employees, make any warranty, express or implied, or assumes any legal liability or responsibility for the accuracy, completeness, or usefulness of any information, apparatus, product, or process disclosed, or represents that its use would not infringe privately owned rights. Reference herein to any specific commercial product, process, or service by trade name, trademark, manufacturer, or otherwise does not necessarily constitute or imply its endorsement, recommendation, or favoring by the United States Government or any agency thereof. The views and opinions of authors expressed herein do not necessarily state or reflect those of the United States Government or any agency thereof.
DISCLAIMER

Portions of this document may be illegible in electronic image products. Images are produced from the best available original document.
INTRODUCTION

The purpose of this note is to comment on the entire process of analyzing species-area data, particularly as performed by Rydin and Borgegård (1988). They use three different models to test species-area relations for islands over a 100 year period. Several aspects of their analysis of species-area data could be improved, including their comparison of goodness-of-fit and testing of the expected value of \( z \). The reason that these issues are important (their basic conclusions being correct) is that there is acrimonious debate over the best model to use for species-area curves and over whether the slope coefficient is constant or is an artifact, and because the species-area curve is being used for nature reserve design (see Dunn and Loehle 1988 for discussion of these points). The problems pointed out here are common to a large class of allometric-type analyses in ecology. I attempt to show the potential pitfalls inherent in allometric analyses and demonstrate methods for avoiding these problems.

Rydin and Borgegård (1988) document long-term trends in species numbers on islands formed in 1886 when the water level was lowered in Lake Hjälmaren, Sweden. At each remeasurement period, data on species richness was collected for all islands. They fit three different models at each time (Table 1, their Table 2). The three models are

\[
\log S = C + z \log A
\]  

\( (1) \)

\[
S = CA^z
\]  

\( (2) \)

\[
S = C + z \log A
\]  

\( (3) \)
where $S$ is species number, and $A$ is island area. $A$ is usually known with fairly high accuracy. The first mistake is that (1) and (2) are not really the same model. Taking the log transform of both sides of (2),

$$
\log S = \log (CA^2)
$$

$$
\log S = \log C + z \log A
$$

Creating new variables from the log of the data values, we get a typical linear equation which can be fit by linear least-squares

$$
S' = \beta_0 + \beta_1 A'
$$

(4)

The coefficient $\beta_0$ obtained from regression is therefore not $C$ but $\log C$. Doing the inverse transform, $C$ can be recovered and the $C$ and $z$ values for (1) and (2) will be identical when there is no error term. The two models do not in general give identical results, however, as shown next. In addition to $C$ in (1) and (2) not having the same meaning, $C$ and $z$ in (3) are not comparable in meaning to either (1) or (2). $C$ and $z$ have come to have specific meanings in the ecological literature ($C$ indicating species richness and other factors and $z$ being related to Preston's canonical hypothesis and other things, Gould, 1979; Sugihara, 1981). Thus it would be much less confusing if $\beta_0$ and $\beta_1$ were used as designations for arbitrary coefficients to be fit when comparing several equations, rather than $C$ and $z$. 
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The second problem is the comparison of $R^2$ values from models with differently transformed data. It is valid to compare $R^2$ values for one model under different treatments (years, in this case) and thus their comparisons of slope by sample year are valid. When different models are to be compared, however, the $R^2$ values are not commensurate because a log-transform may change the $R^2$ value and in general will increase it (Kvålseth, 1985). This is purely an artifact of the data transformation and results from axis compression. Since (2) has an additive error term, whereas (4) has a multiplicative error term (in the S-A plane), (4) and (2) will not in general give identical values for $C$ and $z$. In fact, $z$ values for (1) are much larger than for (2) (Table 1). Thus (4) and (2) cannot be considered interchangeable ways of fitting $C$ and $z$, (as it seems many ecologists assume), and $R^2$ values for (2), (3), and (4) cannot be compared when $R^2$ is based on the transformed variables, which is how it appears that Rydin and Borgegård calculated $R^2$. The question of which error term (additive or multiplicative) is more appropriate for species-area data has not been answered. This leads to a more general problem with the use of $R^2$ as a measure of goodness of fit. Kvålseth (1985) points out that there are several methods for calculating $R^2$. For linear models fit by least squares, most of these methods give the exact same results. For linear models with no intercept term and nonlinear models, the various methods give different results. This problem is not generally appreciated nor discussed in regression text books. Kvålseth (1985) recommends a method (his $R^2_1$) that allows comparison between linear, linear with no intercept, nonlinear (in the parameters) models and those fit by other than ordinary regression. For comparisons, all calculations are done using untransformed values of $x$ and $y$. His adjusted $R^2$ is

$$R^2 = 1 - \frac{a \sum (y_i - \hat{y}_i)^2}{\sum (y_i - \bar{y})^2}$$

where summation is over $n$ data points,
\[ a = \frac{n - 1}{n - k - 1} \quad \text{for intercept model, and} \]
\[ a = \frac{n}{n-k} \quad \text{for no-intercept model,} \]

where \( k \) is the number of parameters. This adjusted \( R^2 \) calculation is not necessarily the one provided by standard computer packages, as shown by Kvålseth (1985). Thus care must be taken when different models are calculated by different packages or by hand or compared and compiled from different published papers. It is not safe to assume that \( R^2 \) values are computed from (5) unless the authors specify this. In general \( R^2 \) values printed by packages will be based on the transformed (\( S' \)) values for models such as (1) and (3), rather than on the original axes (Kvålseth, 1985). To emphasize the importance of using (5), Kvålseth (1985) notes that for nonlinear models several of the available \( R^2 \) calculations can give values greater than 1. Kvålseth (1985) elaborates (5) for increased resistance to outliers, which may be useful if outliers are not first removed. He also notes that residual analysis should accompany \( R^2 \) as a measure of which model is best.

As a final point, Rydin and Borgegård (1988) test whether the confidence limits around \( z \) in (2) include 0.25. This test is due to claims that the value of \( z \) has underlying significance (Gould, 1979; Sugihara, 1981) or in contrast that \( z = 0.25 \) is a statistical artifact (Connor and McCoy, 1979). However, it is not entirely valid to compare 0.25 with the 95% confidence limits around \( z \) because the power of the test is unknown. After we fail to reject \( H_0 \), further tests are needed to conclude that \( z \) is not significantly different from 0.25. Range of the data (on the area axis) can easily be inadequate for species-area studies and small range can lead to low power. Inadequate sample size can also lead to the conclusion of no difference. Finally, very large islands are typically few in number in species-area studies, leading to very high leverage for the values for large islands, particularly if they are much larger than the other islands. Tests are available for examining leverage (Myers, 1986 p.155). These factors must be evaluated and eliminated as causes of the overlap of \( z \) with 0.25 before we can conclude that the lack of difference is...
meaningful. A method for testing whether the measured $z$ differs from 0.25 for a nonlinear model for species-area data is given in Dunn and Loehle (1988). Using Monte Carlo simulation, sample from a function (2) with $z = 0.25$ and variance the same as the actual data. This is essentially a bootstrap method. Generate in this way a large series of data sets to which $z$ is fit, giving a distribution of $z$ values against which the sample value can be tested (i.e., is the sample value likely to have been obtained from a population with a true value of $z = 0.25$?). The effects of factors which give low power can be tested in this context by, e.g., varying the range of the data in the Monte Carlo trial (Dunn and Loehle, 1988).

In conclusion, care must be taken when working with transformed data, particularly for comparing equations and drawing conclusions about the values of parameters. The problems pointed out here are not well known to ecologists and deserve consideration. Particular care should be taken when using results from statistical computer packages.
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Table 1. Species-area regressions. In the 1886 figures, islands formed in 1886, just prior to Callmé's survey, are excluded. $n$ is the number of islands included in each regression. From Rydin and Borgegård (1988).

<table>
<thead>
<tr>
<th>Year</th>
<th>$S = C + z \log A$ (exponential)</th>
<th>$S = CA^z$ (power)</th>
<th>$\log S = C + z \log A$ (transformed power)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$C$</td>
<td>$z$</td>
<td>$n$</td>
</tr>
<tr>
<td>1886</td>
<td>-14.0</td>
<td>13.2</td>
<td>21</td>
</tr>
<tr>
<td>1892</td>
<td>-53.9</td>
<td>32.7</td>
<td>31</td>
</tr>
<tr>
<td>1903-1904</td>
<td>-54.6</td>
<td>34.6</td>
<td>35</td>
</tr>
<tr>
<td>1927-1928</td>
<td>-61.0</td>
<td>39.3</td>
<td>37</td>
</tr>
<tr>
<td>1984-1985</td>
<td>-48.0</td>
<td>36.1</td>
<td>37</td>
</tr>
</tbody>
</table>